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ENHANCING LEARNING ABILITIES IN STUDENTS USING A COGNITIVE
NEUROSCIENCE MODEL BASED ON BRAIN-COMPUTER INTERFACE SIGNAL
ANALYSIS

REBAKAH GEDDAM*AND PIMAL KHANPARAT

Abstract. Computational intelligence is used to create artificially intelligent systems with the ability to learn, adapt, and solve
problems. Learners’ computational abilities can be improved with the help of Cognitive Neuroscience techniques. Computational
intelligence refers to the ability of a learner based on the complex operations of the brain in the four relevant dimensions: Visual
(V), Aural (A), Kinematic (K), and Reading/Writing (R/W). Our proposed framework consists of electroencephalogram (EEG)
data acquisition, signal extraction, and EEG signal categorization to assess students’ cognitive learning abilities. Our proposed
approach uses an EEG device equipped with a microprocessor, a Think Gear (TGAM) EEG sensor, and a PCB of 16 dry electrodes.
The EEG device and the remote processing device are connected by Bluetooth. The EEG signal provides the students with
neurofeedback on their cognitive learning capability. The feedback obtained through the learning process will be endowing to
improvise computational intelligence. The statistical derivative, Pearson Co-efficient, is used to find the correlation among the
derived attributes. The attributes considered are the learner’s gender, stream, age, and geographical region. The results obtained
highlight that gender, stream, and age have no correlation with the detectable learning index, and the most accurate learners are
kinesthetic ones. Bi-modal learners, who can maintain focus while reading and using their kinematic abilities, had the second-
highest learning capacity.

Key words: Neurofeedback, Brain-Computer Interface, Cognitive Ability, Learning Index, Cognitive Neuroscience

1. Introduction. The ability of the human brain to grasp information, process it at a level of compre-
hension, and recollect it proficiently is what defines memory. Human cognition encompasses the psychological
processes and procedures used in the collecting, organizing, retrieving, and utilization of information. Per-
ception, attention, memory, language, reasoning, figuring out solutions, and making choices are just a few of
the many mental activities that make up cognition [25]. The aptitude to retort to the problem solution is
based on the knowledge consequent. The cognitive ability of learners can be enhanced by identifying their
brain capacities’ strengths and improving their retention process. To continuously acquire learning skills, the
cognitive process needs to be developed. Human cognition is the capacity to transform short-term memory into
a knowledge base. The concepts that map the brain-computer interface to human cognition are explained in
detail in the following sections.

1.1. Human Cognition. The evolution of human cognition has been an interesting subject of research
for decades. Humans are the only intelligent species that focus on thoughtfulness and extracting reasoning
from the information acquired. The extraordinary cognitive abilities have evolved into a knowledge base in
every aspect of our lives [42]. Millions of neurons exist in the brain, which excite and transmit information,
particularly in the cognition phase.

In the teaching-learning environment, it is important to study the changes in cognitive ability while a learner
is trying to attain some information and process it into knowledge. This research can be used to identify the
cognitive developmental milestones that students reach at different cognitive stages as well as the factors that
affect individual differences in cognitive development [31]. When intellectual abilities emerge in the brain, it
is crucial to comprehend human cognition within a BCI (Brain Computer Interface) framework. The capacity
from the neuron and the sympathetic function in relation to the cognitive abilities are passed down to current
complex human abilities. These abilities include comprehending, remembering, evaluating, and understanding.

*Department of Computer Science and Engineering, Institute of Technology, Nirma University, Ahmedabad, India.
fDepartment of Computer Science and Engineering, Institute of Technology, Nirma University, Ahmedabad, India. (Corre-
sponding author, pimal.khanpara@nirmauni.ac.in)
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1.2. Cognitive Skills. Cognitive science is the way to apprehend the working functions and behavioral
aspects of human brains. To understand how the brain makes decisions to complete a task, cognitive science
requires knowledge of a variety of fields, such as Computational Intelligence (CI), Neurofeedback (NF), and Ar-
tificial Intelligence (AI) [7]. Cognitive science pursues comprehending brainpower and conducting experiments
to develop learning ability. During the learning phase, learners face difficulties that divert their focus from
attaining knowledge [10]. Neurofeedback plays a vital role in reinforcing the ability of the learners to excerpt
information.

Based on prior experience, the knowledge obtained will be adapted into a beneficial context. The process
of collecting and deciphering sensory data from the environment is known as perception [12]. The ability to
concentrate on a particular stimulus or activity while ignoring irrelevant information is referred to as attention.
Capturing, preserving, and extracting information through time periods is the process of remembering. Making
decisions and forming judgments based on memory is the process of reasoning. Cognitive abilities are the basic
capacities of the human brain required for thinking, reading, learning, remembering, reasoning, and paying
attention. Combined, they absorb data and contribute it to the body of knowledge people need for their daily
lives, careers, and educational pursuits. Cognitive skills have a major role in how the brain interprets new
information. This implies that if any of these abilities are compromised, the person’s capacity to comprehend,
retain, or apply the information will be impacted regardless of the type of material given to them. Most learning
challenges are caused by one or more deficiencies in cognitive ability. By developing cognitive skills, students
can use their brains to complete tasks, process information efficiently, and comprehend it. Intensifying cognitive
skills can help learners perform better in almost every aspect of academics.

1.3. Bloom’s Taxonomy for enhancing Cognitive skills. A system for classifying and organizing
various levels of cognitive learning is called Bloom’s Taxonomy [6]. Six degrees of cognitive learning that
extend from lower-order to higher-order thinking abilities are included in the taxonomy:

e Remembering: At this stage, facts and definitions need to be remembered from memory.

e Understanding: This stage entails understanding the information’s meaning, which could involve inter-
preting or summarising it.

o Applying: This phase involves applying the information to a new situation, such as using a concept to
address a novel problem.

e Analyzing: This phase comprises breaking down the data into its individual elements and examining
their relationships.

o Assessing: At this stage, decisions are made regarding the information, including its relevance and
credibility.

e (Creating: At this stage, data is utilized to generate a new idea, such as a product or a design that
solves an issue.

These are six key cognitive-process classes, from the simplest to the most composite. When learners master
evaluating, assessing, and creative skills, their cognitive abilities improve significantly. Bloom’s taxonomy helps
students pinpoint their areas for improvement, become more knowledgeable and proficient, and advance to a
higher level of comprehension of the academic material [6]. When trained, the brain improves effectiveness and
productivity by transferring information to knowledge [1]. Bloom’s Taxonomy can be used to assess cognitive
skills, which can also predict learning outcomes and academic achievement from acquiring strong skills [36].
Facilitators may utilize the taxonomy to create learning objectives, gauge student comprehension, and create
tests and activities that foster higher-order thinking abilities.

1.4. Computational Cognitive Neurofeedback. Cognitive Neurofeedback draws renewed awareness
as a process to self-regulate individual brain activity, which directly amends the core neural process of cognition.
Neurofeedback is a type of biofeedback that helps people control their brain activities by monitoring brain waves
and sending a feedback signal to the subject [5]. The audio and/or video feedback is typically provided using
neurofeedback. Positive or negative feedback is generated for favorable or undesired brain actions. The learners
can utilize this technique as a method for cognitive enhancement [29] [27]. In this paper, we have presented a
neurofeedback framework conversing significant features applicable to the collection of electroencephalography
(EEG) signals. The elements pertinent to a practical comprehension of neurofeedback for identifying learning
styles are considered for designing this framework. All the practical concerns regarding evaluating learning styles
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Fig. 1.1: BCI Signal Acquisition Methods

are demonstrated for improved learning skills using neurofeedback. The results also show improved academic
skills through frontal beta waves. Neurofeedback supports volitional regulator brain activity using non-invasive
recordings. The learning ability gets reinforced subconsciously by changing the brain wave excitation. By
generating electrical movement over a procedure of extent and strengthening, the brain absorbs to administer
and achieve higher concentration levels. Cognitive neuroscience enables learners to comprehend how their brains
function for decision-making, awareness, thought processes, and behavior.

1.5. Brain-Computer Interface. A direct communication channel between the brain and a computer
or other external devices is made possible via Brain-computer Interfaces (BCI) [12]. They have potential uses
in various domains, including rehabilitation, affective computing, robotics, gaming, and neuroscience, and they
provide a greater degree of flexibility by enhancing or replacing human peripheral functioning capability. A
brain-computer interface (BCI) is a computer system that gathers, analyzes, and translates brain signals into
commands that are transmitted to an output device to carry out a desired action. Therefore, BCIs do not
use the brain’s usual output channels, which are peripheral nerves and muscles. The term "BCI” describes
equipment that uses and monitors signals produced by the Central Nervous System (CNS). EEG equipment
can be used to provide an interface between a computer and the human brain. An EEG machine captures brain
waves without generating an output that modifies the user’s surroundings. The signal is acquired by placing
sensors (electrodes) that read the amplified electric charge [40]. The brain neurons excite, producing a small
amount of electric current that is amplified and collected through the electrodes using a noninvasive method
as described in Fig.1.1. This work projects the use of the invasive method under electrophysiological activity.
Spontaneous signals are gathered through BCI to study EEG patterns connected with the cognitive features of
brain mapping [37]. For BCI applications, signals can be acquired using a variety of techniques, such as:

e FEG: EEG is the most popular technique for gathering signals for BCI applications. EEG electrodes
are applied to the scalp to assess the brain’s electrical impulses. Signal processing and relevant charac-
teristics are extracted and used to operate the computer or other external devices.

e fMRI: Functional Magnetic Resonance Imaging (fMRI) analyses changes in brain blood flow using
radio waves and a magnetic field. These modifications are used to infer brain activity and for BCI
applications.

e Electrocorticography (ECoG): Electrodes are positioned on the outermost layer of the brain to record
electrical activity. Compared to EEG, this method offers a higher spatial resolution when used in
research and therapeutic contexts.

e Magnetoencephalography (MEG): MEG is the process for determining the magnetic fields generated by
brain electrical activity. This technique is applied in research settings and offers excellent temporal
and geographical resolution.

e Near-Infrared Spectroscopy (NIRS): NIRS analyzes variations in the brain’s blood’s oxygen and carbon
dioxide levels. The approach can be applied in real-life situations and is non-invasive.

Fig.1.1 depicts different methods used to acquire the brain signals.
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1.6. Research Contributions. To improve adaptivity in e-learning systems, this study explores the
potential of NeuroSky’s Mindset headset as a non-invasive technique for monitoring attention and meditation
levels. Incorporating Brain-Computing Interface (BCI) assessments into an e-learning environment allows track-
ing variations in learners’ preferred perceptual learning modalities, which are classified according to the VARK
model (Visual, Auditory, Read/Write, and Kinesthetic). The following comprise the research contributions of
this paper:

e A pioneering cognitive neuroscience model that leverages BCI signal analysis to enhance learning
abilities in students. This model offers a novel pathway toward optimizing educational outcomes by
integrating neuroscience principles with technology.

e With the awareness of each student’s distinct brain patterns, teachers can facilitate their lesson plans
and content delivery techniques to optimize learning outcomes and foster a more productive and diverse
learning environment.

e Clustering algorithms are deployed to identify similar trends and preferences among students by orga-
nizing them into discrete clusters based on comparable learning characteristics.

2. Related Work. Cognitive ability, which includes functions like attention, memory, and reasoning
ability, refers to the capacity of the human brain to process, store, and retrieve information. It is currently one
of the most researched and stable determinants of academic performance. This section discusses the evolution
of the application of brain signals to identify individuals’ learning styles.

Acquisition of brain signals solves the challenge of perceiving what actually exists in the brain. The
acquisition of the signals, interpretation, and analysis of the signals affect the derivation of the learning ability
of the user [34]. Signal acquisition prompts complex processes in some of the brain areas. An indigenous
current is engendered when neurons are elicited. The potential difference is amplified and collected as EEG
waves. These signals are produced during the synaptic movement of the dendrites in the brain’s cerebral cortex,
as suggested in [2]. The membrane potential directed in the direction and inflated through channels entails
mostly sodium, potassium, calcium, and chlorine ions [37]. According to the authors of [39], a BCI machine
that performs pattern recognition and signal processing can infer signal activity from the brain. As per the
work proposed in [30], BCI can be seen as a communication scheme expediting individuals to connect with their
environments during the segment where the operation of peripheral nerves and muscles does not transpire.

Researchers in [41] proved that BCI constructs a different strategy of connecting an individual’s brain
signals to peripheral devices such as computers, synthesizers, and assertive appliances by accessing the sensory-
motor nerves channel for relaying the brain signals. As discussed in [28], cognitive neuroscience improves
academic performance by predicting the impact on learning styles. A range of neuropsychological tests and
training are used to assess cognitive function in patients with brain injuries while they are receiving treatment.
However, considering the typical problems that patients have, problems with ecological validity arise. As per
the research presented in [14], a spatial memory task may be incorporated into any virtual environment and has
good ecological validity. For the purpose of performing trials to uncover cognitive impairments by personalizing
surroundings and target objects for each user, both healthy individuals and those with brain injuries were taken
into consideration.

In [38], a game-based approach is suggested to assess and improve cognitive abilities. The characters in
the game use varying positions to evaluate the players’ attentiveness. If the learner’s attention is diverted, the
game exits, making the player pay full attention. A significant improvement was observed in learning abilities
through such cognitive games. The work in [46] delves into nine well-known effects, three from each of the
areas of perception/action, memory, and language — and discovers that they are quite dependable. They can
be replicated not only in online settings but also with non-native participants without the effect size being
diminished. This work concluded that some cognitive tasks are sufficiently constrained to capture behavior
from outside influences, such as the testing environment and recent prior experience with the experiment, to
produce extremely robust effects.

The learning style is a conventional communication style that monitors and articulates the information
and builds behavioral patterns. The lead to determining the learning styles in a classroom setting can predict
the available data into meaningful information for customization of learning. When a facilitator is teaching,
accessing learning styles is challenging and competitive. Learning styles reflect how learners accept and choose
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Fig. 3.1: Proposed Framework for Human Cognition Assessment through BCI

to comprehend, establish, and replicate the content. Cognitive psychology outlines learners’ variances in the
attainment of knowledge and their impression of the content and retrieval of information. Ultimate wisdom
for beginners contrasts understanding, viewpoint, and alertness in the present scenario and is described in
the association of intellectual senses. The detectable learning index is the pattern the learner inhibits while
acquiring content. The learning index demonstrates the ideal way for beginners to obtain proper knowledge.
Technically, an individual’s learning style is a distinct way through which the learners understand the attention
techniques and embrace the content. It is essential to find digital markers for the attention span of the learners
to understand their learning behavior.

Table 2.1 provides the summary of the existing work in the domain of identification of people’s learning
styles using BCI. This summary highlights the input and statistical methods utilized by various studies, the
Machine Learning (ML) or Deep Learning (DL) models employed, evaluation metrics, and the learning styles
considered for the study. This table also compares our proposed approach with the existing ones and shows
how it differs regarding the parameters mentioned above.

3. Proposed Framework. Our proposed framework consists of a model to identify a learner’s learning
style by acquiring EEG signals from the brain. As shown in Fig.3.1, the framework is implemented in two
phases. The first phase involves the acquisition of brain signals, followed by a phase that determines the user’s
learning ability. The outcome generated by the first phase is provided as input to the subsequent phase.

The activities associated with both phases of our proposed framework are as follows:

e Phase 1: This phase is responsible for collecting the brain signals to evaluate the learners’ cognitive
abilities.

e Phase 2: Based on the acquired brain signals in the first phase, this phase attempts to decipher
the learning abilities by computing the DLI (Detectable Learning Index). This index is essential to
determine the attention span of learners as well as to obtain Neurofeedback from them. Learning styles
are identified for each subject based on the processing involved in this phase.

The application scenario in our framework is a complete method for obtaining and analyzing electroencephalog-
raphy (EEG) signals straight from the brain to determine each learner’s distinct learning style. Enhancing
student performance and cognitive development can be achieved by fostering more effective and engaged edu-
cational experiences through an understanding of and accommodation for varied learning styles.

3.1. Learning Styles. As per the VARK model of learning, different learning styles for learners are
depicted in Fig.3.2. Most subjects follow any one or more of the following learning styles: Visual (V), Aural
or Auditory (A), Reading/Writing (R/W), and Kinesthetic (K). The fundamental characteristics of learners
having different learning styles are discussed below:

o Visual (V): As their name implies, visual learners retain information better when they see it. They like
information to be presented in an eye-catching way. This type of learning usually involves paying great
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Table 2.1: Analysis of the Existing BCI-based Solutions for Improving Learning Abilities

Paper| Input Method Statistical ML /DL Model Performance Learning Style
Method Metrics
[45] EEG Signals Power Spectral | Clustering  Algo- | Not Mentioned Stable, Adaptive,
Density (PSD) rithm Changeful
[32] Chatbot Inter- | Word2Vec, Bag-of- | CNN Precision: 95%, | -
actions  (Textual | N grams, Short- Accuracy: 93%,
Data), Brain | Time Fourier F1-Score: 93%
Waves (EEG | Transforms
Signals) (STFT)
8] - Split  Validation | K-Means, X- | Davies-Bouldin In- | VARK
Accuracy Test Means, K-Medoids | dex (DBI) values:
K-Means, X-
Means, K-Medoids
[43] EEG Signals - SVM, Backpropa- | Accuracy: 71.2% VARK
gation Neural Net-
works, 1-DCNN
[20] - Correlational SVM, K-NN Precision, Recall, | VARK
Accuracy
[26] Chatbot, EEG Sig- | - Naive Bayes, Deci- | Accuracy VARK
nals sion Tree
[35] User-Queries, NLP | Rule-Based Mod- | Naive Bayes, N48, | Accuracy VARK
els, Data-Driven | Canopy, Retrieval-
Models Based, Generation-
Based Models
[44] EEG Signals, ILS, | Pearson Statistic SVM, K-NN, | Accuracy VARK
Online Behaviour Bayesian Net-
Analysis work, CNN, RNN,
Hybrid  Network
Architectures
[33] - Regression based Decision Tree Single-Modal VARK
Learning Style:
100% Accuracy for
Prediction; Multi-
Modal = Learning
Style: 83.5% Accu-
racy for Prediction
[15] Adaptive Con- | Moodle LMS - Better Results in | VARK
tent, Adaptive Listening, Reading,
Assessment, Speaking, Writing
Propo-| EEG Signals Pearson Co- | Clustering Silhouette  Score | VARK, Multi-
sed Efficient and Davis-Bouldin | modal
Ap- Index
proach

attention to details and nonverbal cues, as well as mentally imagining scenarios to help with knowledge
processing.

e Aural (A): Information is frequently retained more easily by auditory (or aural) learners when it is
heard. Rather than actively engaging in class or taking notes, they usually find it easier to listen to
others explain the information and can usually regurgitate it back to them.

e Reading/Writing (R/W): When new knowledge is delivered in the form of words and text, those who
favor reading and/or writing as their preferred learning styles usually retain it the best. They like
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reading definitions, compiling information into lists, and synthesizing it in ways that make the most
sense to them.

e Kinesthetic (K): Kinesthetic learners acquire knowledge through "trial and error” methods. Therefore,
for them, practical experience is essential. To better understand how things work, they like to work
out physically and handle things directly.

e Multimodal (M): Some learners don’t have any strong preferences when it comes to learning styles.
They adjust to the requested or in-use style as they learn. Typically, multimodal preferences are
VARK combinations. Using more than one of the above-mentioned learning styles is necessary. Any
two learning styles, for instance, Visual and Kinesthetic (VK), can be combined to create a bimodal
VARK style. Any three learning styles can be combined to create a trimodal VARK style. For example,
consider a trimodal combination of Kinesthetic, Read/Write, and Aural (ARK). Some individuals with
multimodal learning styles find that learning and communicating need the use of multiple styles. Using
just one learning style makes them feel insecure.

3.2. Identification of Learning Styles. To identify a person’s learning style, our proposed framework
implements four major processes that are mapped with the two phases, as discussed previously. The list of
these processes is as follows:

1. Extracting cognitive signals through EEG
2. Pre-processing EEG signals
3. Feature Extraction from pre-processed signals
4. Categorization of signals using Clustering
These processes are depicted in Fig.3.3 and described in the following subsections.

3.2.1. Extracting Cognitive Signals through EEG. Dynamic activity in the brain involves neural
arrangement processing and circulation of neural activity. The chemical changes in the brain’s grey matter
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indicate cognition, which occurs during the excitation of neurons [18]. The potential of neuroscience is to find
the relation between the external activity taking place and the effect of the same on the neuron information. The
information is processed in the brain trails while executing cognitive tasks such as understanding, interpreting,
and analyzing.

The cognitive data can be collected using different methodologies like placing dry electrodes or wet elec-
trodes on the scalp [3] [17] [9]. Such non-invasive methods are usually used for academic tracking purposes.
Depending on the chemical and electrical changes occurring in the brain, cognition processes like perception,
memorization, understanding, developing insights, and reasoning are evaluated. Learner attention is often
stimulated by playing cognitive games that require full attention while using BCI devices.

In the proposed framework, EEG signals are acquired from the headset that has three dry electrodes. These
electrodes are positioned on the forehead of the subject and used to send or collect the amplifying signals. In
this case, these electrodes serve as a touching base point for the reference electrode placed at the ear lobe. A
microcontroller connected with these electrodes via Bluetooth acquires and interprets the signals.

The EEG equipment is connected to a computer via Think Gear software. The appropriate functions
corresponding to the supplement of the instinctive mind are distinguished by a headset complemented by the
NeuroSky Think Gear sensor. It spurts as a backdrop procedure progressively charging a wide computer system
outlet through granting requests from the other domain to join. The solicitations accumulate instructions from
the associated Think Gear.

3.2.2. Pre-processing of EEG Signals. In order to collect and process brain signals, modern BCI
technology makes use of wireless headphones as well as portable interfaces and processing equipment. The
degree to which subjects are able to comprehend the material is determined by their spatial memory recall
dimension. BCI technology, which uses hardware and software-based communication systems to enable humans
to interact with their surroundings without using peripheral nerves or muscle inputs by using control signals
produced from EEG activity, is widely used to measure spatial memory. It is based on the calibration of
electrical signals that reflect and measure different types of brain activity.

When a brain is actively engaged or paying attention, it emits a signal that is known as an "attention
signature.” In the learning environment, a facilitator /teacher needs to understand students’ learning styles that
are directly proportional to their attention signatures.

The headset continuously analyses the data, producing alpha, beta, and other waveforms that are output
to the EEG power spectrum. In addition to the eye blink, values for attention and meditation are recorded.
The artifacts are removed, and the concentration focus is interpreted in the sale of 1-100. The acquired values
are split into three thresholds; the range 0-20 is classified as being below the attention span threshold. The
range of improvement in achieving focus is defined as being between 20 and 40. Range values of 40-60 are
regarded as unbiased. High attention value values are defined as those with a measurement above 60.

3.2.3. Feature Extraction. The input data acquires features of the frequency domain, such as head
movement, eye blinking, and alpha, beta, gamma, and theta waves. Beta waves are the EEG signals associated
with cognition. To distinguish between the normal and abnormal waves in EEG signals, feature extraction is
applied using Principal Component Analysis (PCA) and Blind Source Separations (BSS) [16] [22]. Since beta
waves indicate a learner’s attention and focus, acquired signals must be categorized into distinct thresholds
according to the standard frequency to determine cognitive development [23].

The feature vector has been trimmed to reduce the complexity of the feature extraction process without
sacrificing any pertinent information. Therefore, optimal discrimination features are essential for deciphering
the learner’s learning style pattern and practically recognizing various patterns.

3.2.4. Categorization of Signals through Clustering. This stage aims to identify the subject’s learn-
ing style by classifying their brain signals into different categories based on the pre-determined range of fre-
quencies. Table 3.1 shows the brain signals with their frequency ranges. This table and Fig.3.4 depict that
each frequency range corresponds to a specific category of brain waves and particular types of activities. Based
on this frequency range specification, the acquired EEG signals are categorized as Delta, Alpha, Gamma, Beta,
and Theta.

Every brain signal has a state of mind linked with it, and there are two categories for every frequency, such
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Table 3.1: Frequency Range of Brain Signals

Brain Signal Category Frequency Range

Alpha 8- 13 Hz
Beta 14 - 30 Hz
Delta < 3.5 Hz
Gamma 30 - 100 Hz
Theta 4 -7 Hz

Table 3.2: States of Mind associated with different types of Brain Signals

State of Mind Brain Signal Category
Relaxation (Meditating/Daydreaming/Mental Readiness) Alpha

Alert (Engaged in learning/problem-solving/mentally challenging tasks) Beta

Sleep (Dreaming/Deep Sleep) Delta

Anxiety (Depression, Stress) Gamma

Deep Relaxation (light sleep/drifting off to sleep) Theta

Thradnass, Amemtion Span,
Inattemntion, Cognitive Task

Deep Helaxation
- J

Fig. 3.4: Classification of Brain Signals

as spikes and field potential [25]. Based on this, the brain distinguishes between various forms of learning styles.
From Table 3.2, it is evident that learning and maintaining high concentration cause beta waves to be produced.
Here, we use the Detectable Learning Index (LI) to determine the learning style based on the frequencies of
beta waves. In our experimental setup, the participants were given different types of activities that generated
beta waves. Different clustering methods were then used to identify individuals’ learning style preferences.

3.3. Proposed Algorithm. The algorithm followed by our proposed framework consists of a total of 7
steps. The exact sequence of these steps is explained below and depicted in Fig.3.5:

Step 1: The BCI data signals are collected through wearable headsets.

Step 2: The signals are converted into the CSV format by excluding artifacts like eye-blink and head
movement through signal pre-processing techniques.

Step 3: X is the variable to check whether the headset’s connection is established; the value of X is assigned
as 1 if the connection is established.

Step 4: The signals are further classified as "Beta waves,” signifying attention span and cognitive ability.

Step 5: The signals are recorded with a notation of a special number delegated to the learner to avoid
demographic details.

Step 6: The signals are collected at a span of 1 second, the recorded signals are obtained for the planned
time, and the software will store the signals in CSV format.

Step 7: Check the value of X. If X is 1, repeat the entire process. End the data collection process if X
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changes or the connection is lost.

4. Results and Discussions. After the EEG signals are categorized, an analysis is conducted to see how
Bloom’s taxonomy and Kolb’s [19] observable learning styles relate to one another. It is widely recognized that
Kolb’s learning style model can help improve performance, particularly in higher education. Kolb proposed
the idea that individuals have varying preferences regarding learning methods. The choice of learning style
is determined by combining two distinct learning styles. This section discusses the experimentation-related
details and results obtained. Performance analysis is also presented in this section.

4.1. Experimental Setup. The main objective of our work is to determine how students’ academic
performance improves when they can reason, apply, and create in the higher order of Bloom’s taxonomy
when they are aware of their capacity for learning. The statistics clearly state that learners mostly furnish
their learning styles in the prime years of education. Modifications of teaching strategies that involve both
intellectual and practical learning should be considered to meet the needs of students.

Our experiment involved 280 healthy students from an educational institute in Gujarat, India. These
undergraduate students were enrolled in a technical course in the domain of computer engineering and partic-
ipated voluntarily in this study. The participants were aged 18 to 25. Out of 280 students, 168 were male,
and 112 were female. The Gujarat region was divided into three subregions: North Gujarat, South Gujarat,
and Middle Gujarat. Regional data was collected to check if it impacted the participants’ attention levels or
learning styles.

The Neorosky EEG sensor was placed at the forehead of the participants. The experiment was conducted
in a quiet setting without any noise. Before being permitted to record their brain EEG signals, participants
were instructed to take deep breaths and calm themselves down. Then, the participants were provided with
different kinds of content, including visual images or pictorial data, aural or audio recordings, a manuscript for
reading, and puzzles to solve. While going through the provided visual, aural, reading/writing, or kinematic
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Table 4.1: Clustering Methods

Clustering Method Number of Clusters Learning Style

DBSCAN 3 V, A K
Simple K-Means 4 V, A, K, M
Hierarchical 4 V, A K, M

content, participants continually produce Beta waves at one-second intervals for two minutes.

Using the NeuroSky EEG headset, the brain waves were recorded for a total of 122 seconds. Here, the
first and last seconds were used to begin and end the recording of EEG signals. The collected signals database
comprised 34160 entries, 280 rows representing the participants, and 122 columns representing seconds.

During the experimentation, it was found that every participant generated a unique EEG brain wave.
The EEG brain waves collected through EEG sensors varied largely. Hence, the normalization of EEG brain
signals was performed prior to their classification. The amplitude of Beta waves was higher in response to
the provided visual, aural, reading/writing, or kinematic learning material based on the preferred learning
style of the participant. Based on such patterns, our proposed framework categorized learners as visual (V),
aural (A), strong readers (R), kinematic (K), or multimodal (M). During our testing period, visual learners
produced a higher range of Beta waves when they were presented with pictorial data or visual images. Auditory
learners responded with high Beta waves when they listened to audio recordings. Strong readers produced high
amplitude for Beta waves when they were given a manuscript to read. The frequency of Beta waves was higher
when kinematic learners attempted to solve the given puzzles. A few learners showed high Beta waves for more
than one type of content; hence, they were identified as multimodal learners. Some visualizations of brain
signals generated from the NeuroSky EEG headset are presented in Fig.4.1 for different categories of learning
styles.

4.2. Clustering for Classification. Clustering is an essential tool for classification problems because
it enables preprocessing and feature engineering. We applied three popular clustering algorithms to group
participants into clusters based on their respective learning styles: K-means Clustering, DBSCAN Clustering,
and Hierarchical Clustering. Participants were divided into four clusters: Cluster 1 for visual learners, Cluster
2 for auditory learners, Cluster 3 for kinesthetic learners, and Cluster 4 for multimodal learners. Table 4.1
represents the clustering methods employed, the number of clusters generated, and the corresponding learning
style for the three clustering algorithms.

4.2.1. K-means Clustering. K-means clustering [13] is one of the most commonly employed unsuper-
vised machine learning algorithms for grouping data points into clusters or groups according to similarity. For
clustering learners based on their preferred style of learning, the following steps were used to perform K-means
clustering:

Choose K data points at random as the initial cluster centroids from the dataset.

Using Euclidean distance, assign each data point to the cluster whose centroid is closest to it.
Recalculate the cluster centroids using the average of the data points allocated to each cluster.
Repeat the assignment and centroid update processes until convergence (when the centroids no longer
vary appreciably or a predetermined number of iterations is reached).

Fig.4.2 presents the visualization of the clustering performed by the K-means clustering algorithm. The
centroids, represented by points in red at coordinates (centroids[:, 0], centroids[:, 1]), are overlaid on the
plot. The data points (X[:, 0], X[:, 1]) are colored according to their respective clusters, with each cluster
corresponding to one of the following learning style preferences: Visual, Audio, Kinesthetic, and Multimodal.
Table 4.2 shows the confusion matrix for the K-means clustering. There are four clusters considered here.
Learning Styles included in this algorithm are four, namely auditory (A), kinesthetic (K), visual (V), and
multimodal (M). Participants exhibiting a specific learning style are assigned to the corresponding clusters.

4.2.2. DBSCAN Clustering. The widely-used clustering technique DBSCAN (Density-Based Spatial
Clustering of Applications with Noise) [11] is used in machine learning to find clusters in a dataset that vary
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Fig. 4.2: Visual Representation of K-means Clustering

Table 4.2: Confusion Matrix for K-means Clustering

Cluster Number

Learning Style 0 1 2 3 Total
K 41 15 0 28 84

A 0 36 0 35 71

\Y% 34 0 27 22 83

M 14 11 0 15 40
Total 89 62 27 100

in size and shape. This clustering algorithm can detect clusters of arbitrary shape or size without having prior
knowledge of the number of clusters. In our experiment, the following steps were followed to apply DBSCAN
clustering:
e Choose a data point at random.
e Recursively build a cluster by adding all reachable core points to it for each core point or boundary
point that hasn’t been allocated to a cluster yet.
e A cluster comprises all the points that can be accessed from a central location. Noise is defined as any
unassigned points that remain.

Fig.4.3 illustrates the result of DBSCAN clustering algorithm. The confusion matrix for the DBSCAN
clustering is shown in Table 4.3. Each item in the matrix denotes the number of instances the algorithm
assigned to a specific cluster. The numbers 0, 1, and 2 designate the clusters. The table’s rows correspond to
the four learning styles — auditory (A), kinesthetic (K), visual (V), and multimodal (M). The columns of the
table correspond to the various clusters. There are 70 instances when the DBSCAN approach has resulted in
an inaccurate clustering. In Cluster 0, there are 37 outlier data; in Cluster 1, there are 2 outlier data; and in
Cluster 2, there are 24 outlier data.

4.2.3. Hierarchical Clustering. Another popular clustering technique for hierarchically grouping related
data points is hierarchical clustering [21]. The steps that were used to implement the hierarchical clustering
algorithm for our experimentation are listed below:

e Assign every data point a cluster of its own. Every data point is first regarded as a singleton cluster.
e Determine the distance or similarity between every two clusters.
e Using the selected distance or similarity measure, identify the two nearest clusters.
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Fig. 4.3: Visual Representation of DBSCAN Clustering

Table 4.3: Confusion Matrix for DBSCAN Clustering

Cluster Number

Learning Style 0 1 2 Total
K 44 0 18 62

A 0 0 29 29

\Y 27 30 0 57

M 14 5 6 25
Total 85 35 47

Table 4.4: Confusion Matrix for Hierarchical Clustering

Cluster Number

Learning Style 0 1 2 3 Total
K 26 0 0 36 62

A 0 29 0 0 29

\% 8 0 49 0 57

M 11 12 0 0 23
Total 45 41 49 36

e Determine the new cluster’s distances and similarities to every other cluster again.
e Until there is just one cluster left, or until there are four clusters total, keep merging the nearest clusters
and updating the distance matrix.

The number of clusters for this algorithm is four. These clusters are labeled as clusters 0, 1, 2, and 3. Four
learning styles are considered here. Auditory (A), kinesthetic (K), visual (V), and multimodal (M) are learning
styles for which the clusters are formed. The performance of the Hierarchical clustering is found to be almost
similar to the performance of the DBSCAN algorithm. The visual representation of the hierarchical clustering
is depicted in Fig.4.4. Table 4.4 represents the confusion matrix for the hierarchical clustering.

4.2.4. Performance Evaluation. By comparing an object’s similarity to its own cluster to that of other
clusters, a silhouette score is a technique for evaluating the quality of clusters created by a particular algorithm
[4]. Every data point is given a silhouette coefficient, with values ranging from -1 to 1. An object is well-matched
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Fig. 4.4: Visual Representation of Hierarchical Clustering
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Fig. 4.5: Comparision of Silhouette Score and Davis-Bouldin Index

to its own cluster if its silhouette coefficient is high and poorly matched to neighboring clusters if it is low.

Another matrix for evaluating cluster quality is the Davis-Bouldin index [4]. It serves as a criterion for
selecting and validating clusters. The average distance between each cluster point and its centroid is determined
for each cluster using the Davis-Bouldin index. Additionally, it calculates how similar each pair of clusters’
centroids are to one another. The ratio of within-cluster dispersion to between-cluster similarities is averaged
to get the index.

Both these metrics are essential for assessing and improving clustering results, providing the opportunity
to decide which clustering algorithms are most appropriate and effective for the given scenario. The outcome
of both these metrics are shown in Fig.4.5. Better clustering quality is indicated by lower values for the Davis-
Bouldin index, whereas higher values indicate poor clustering quality. Values approaching +1 for the silhouette
score imply better clustering, whereas values closer to -1 indicate potential issues with clustering. Fig.4.5 shows
that the DBSCAN clustering method outperforms the other two clustering methods.

4.3. Detectable Learning Index (DLI). When beta wave generation is higher for a given amount of
time, learners are practically adapted to raise their degree of concentration. Our study highlights that technical
undergraduate students will become more proficient learners if they can identify their learning preferences.
During our experiment, the outcomes obtained regarding the participants’ learning styles are shown in Table
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Table 4.5: VARK Cognition Values of Participants

Sr. No. V A RW K Max  Min DLI P Va
1 7859 52.67 T70.48 64 78.59 52.67 Video Video T
2 61.64 57.73 58.46 58.78 61.64 57.73 Video Video T
3 63.91 44.36 68.57 66.18 68.57 44.36 RW RW T
4 10.82 35.13 13.06 52.79 52.79 10.82 Kine Kine T
5 22.07 31.84 63.33 54.8 63.33 22.07 RW RW T
6 81.45 85.1 55.46 32.19 85.1 32.19 Aural Aural T
7 67.58 78.21 58.68 52.78 7821 52.78 Aural Aural T
8 33.42 74.83 70.6 58.25 74.83 33.42 Aural Kine F
9 33.26 74.83 58.68 52.78 74.83 33.26 RW RW T
10 43.43 45.32 31.15 40.7 4532 31.15 Aural Kine F

&

Fig. 4.6: Detectable Learning Index (DLI) for Four Sessions

4.5 for 10 students. Each row represents the values obtained for a particular participant.

For 10 participants, Table 4.5 includes columns for cognition values for V, A, R/W, and K learning styles,
Maximum (Max) and Minimum (Min) of the cognition values, the DLI (Detectable Learning Index), actual
learning preference of the participant (P) and the result of the validation (Va). The eSense algorithm of
NeuroSky was used to obtain the cognition values for V, A, R/W, and K learning styles. The level of mental
"focus” or ”attention” is indicated by this algorithm. It represents a range of cognitive operations in the form
of values. These values range from 0-100 and are sampled at the rate of 1 Hz for 2 minutes. When participants
concentrate on the given content, their attention level rises; when they become distracted, it falls. The average
of the attention level values are presented in Table 4.5 when the participants were given different types of
learning materials.

The DLI represents the learning style computed by our proposed framework. For a total of 280 partici-
pants (N=280), four learning styles, Visual (V), Auditory (A), Reader/Writer (R/W), and Kinesthetic (K) are
considered for generating the DLI. As discussed in the previous section, different clustering methods were used
to identify the learning style, and based on this, the DLI was obtained. To validate the obtained DLI values,
the actual learning styles of the participants were used as they provided them. The DLI values were compared
with the actual learning styles of the participating students. If these two matched, the result of the validation,
as depicted in the last column of Table 4.5, Va (Validation), was marked T (True), otherwise F (False).

In our experimental setup, the sample size N is 280, for which the statistical analysis has described a
confidence level of (95%) with a margin of error of (5%). Out of 280 participants, 180 students (64.19%) were
validated through a single learning modal, and 243 students accommodated the multi-modal learning style,
resulting in 87% of students. The statistics show that of the learners with a single preferred skill (n=187,
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Table 4.6: Detectable Learning Index (DLI)

Single Modal Bi-modal Tri-modal Multi-modal

64.19% 46% 30.9% 24.8%
V-67% VA-34% VAK-3.8% VARK-24.8%
A-45% AR-32% KVA-50.6%

R-66% VR-54% ARK-28.3%

K-77% AK-52% VRK-24.45%
VK-56 VAR-28.3%
RK-60%

Table 4.7: Pearson Correlation Analysis

Parameter Pearson Cor- Mean Standard
relation Deviation
Co-efficient

Gender 0.01 0.70 0.46

Stream 0.0123 0.02 0.27

Region 0.014 1.47 0.63

Age 0.065 19.21 1.09

67%) were engrossed in visual style, 126 learners (45%) had high Beta wave spikes while listening to the given
content. 183 out of 280 learners (65.24%) have shown a high focus level while reading and writing to a given
program, 193 learners, constituting 69.24% out of the complete sample size, have shown a high concentration
level while subjected to debugging a program as presented in Table 4.6. This table shows the percentage of
participants identified with specific learning styles based on their DLI that can be categorized as single-modal
(a single learning style), bi-modal (a combination of any two learning styles), tri-modal (a combination of any
three learning styles), and multi-modal (a combination of more than three learning styles).

4.4. Correlation between Learning Style and Demographic Parameters. In our study, the stu-
dents who volunteered were 18 to 25 years old. The total count of participants was 280, out of which 168
students were male and 112 were female. We selected participants from the three regions of the Gujarat state:
North Gujarat, South Gujarat, and Middle Gujarat. To assess whether any correlation exists between students’
learning styles and parameters like Gender, Age, and Region, we applied a popular correlation method, Pearson
Correlation [24]. The mean, standard deviation (SD), and Pearson Correlation Coefficient values computed for
these parameters for all 280 participants are shown in Table 4.7.

The degree of the linear relationship between the two variables was determined by the Pearson correlation.
It ranges from -1 to 1, where a value of -1 indicates a total negative linear correlation, a value of 0 indicates
no correlation and a value of +1 indicates a total positive correlation. The Pearson correlation coefficient
determines the degree of the linear relationship between two variables. A two-tailed test determines if a sample
is more or less than a range of values by using a critical area with two sides of a distribution. The Sig(2-tailed)
p-value was used to determine if the correlation was significant. Table 4.7 depicts the correlation obtained
between different parameters associated with the learners.

As indicated in Table 4.8, the Pearson Correlation coefficient was computed to determine the independence
of age with respect to the attention level. The results of the two-tailed test showed a value of -0.149, which is
significantly lower than 0.5 and indicates no association between age and the observed attention levels for Beta
waves and the learning styles. If each learner is given a unique learning environment, they all possess the same
capacity for learning.
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Table 4.8: Correlation between Student Age and Learning Style

Age Learning Style
Pearson Correlation 1 -0.149**
Age Sig. (2-tailed) 0.013
N 280 280
Pearson Correlation -0.149*%* 1
Learning Style Sig. (2-tailed) 0.013
N 280 280

4.5. Discussions. Our work indicates that undergraduates studying computer learning are simply accus-
tomed to diving right into the practicals before fully grasping the concepts. Thus, the four learning styles —
V, A, R, and K — are considered in this work. To prepare the teaching material or course content based on
students’ preferred learning styles, the following recommendations can be useful:

e V - Visual capability of the learners to understand through pictures, charts, differences in images,
movies, figures and codes, and flowcharts.

e A - Aural/Auditory capability to understand from Audio clips, Podcasts, Group Study, and Audio
Books.

e R/W - Reading/Writing capability of learners to comprehend manuscripts, programs, algorithms, tex-
tual descriptions, subject reference books, etc.

e K - Kinesthetic learners have the ability to solve problems through coding, debugging, and practical
implementation. Such techniques should combine visual and/or auditory learning styles to emphasize
multi-sensor learning.

5. Limitations and Future Scope. The proposed framework has a few limitations. The sample size of
280 learners may not be adequate to forecast the overall learning style of all the students enrolled in a particular
course. Future research may include more learners to assign to the appropriate learning styles. Furthermore,
the impact of various parameters associated with learners, such as prior domain knowledge, students’ social
and economic status, and other distinctive features, should be considered for improved accuracy. Additionally,
in this work, the learning styles are derived only from EEG signals. Integrating additional learning assessment
characteristics, such as body language, sign language, and facial expressions, can enhance the effectiveness of
the teaching-learning process in real-world educational setups. Also, longitudinal data can provide insights into
the sustainability and persistence of the observed enhancements in student learning.

6. Conclusions. This paper investigates the relationships between students’ brain waves and their re-
spective learning styles. Our proposed framework categorizes students based on their VARK learning styles.
The participants are given different types of learning material for two minutes to understand their inclination
towards specific learning modes and styles. Participants’ beta brain waves are captured while they go through
the visual, auditory, reading/writing, or kinesthetic content, and a database for the same is generated every sec-
ond. Machine learning clustering algorithms such as K-means, DBSCAN, and Hierarchical are used to validate
this dataset. This proposed approach proves to be a significant addition to the conventional teaching-learning
paradigm for improved level of learning. Our research also established that various parameters associated with
students, such as age, gender, region, etc., do not significantly correlate with their learning style preferences.

Due to the dissimilarities of the learner’s understanding approach in the technical domain, it is recommended
that the design of the course content, study material, and teaching methodologies be in a direction that befits
the requirements of learners. Academic productivity will increase as a result, and the course outcomes will
get better. Furthermore, considering that the practical training is hands-on, it is suggested that the related
activities be included in the course curriculum. The study finds that if a learner’s preferred learning style
is determined, it will help them absorb information and turn it into knowledge. The student will be able
to concentrate as the knowledge is added, and the activity will start to seem like fun rather than a tedious
chore. The neurofeedback will train the mind to become more perceptive and capable of handling expected and
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unexpected malfunctions.

Learners can increase their efficiency by developing their natural cognitive ability. If the detectable learning

styles follow instructional references with interactive problem-solving techniques, animations for kinematic
learners, a graphical representation for visual learners, distinct color coding for reading/writing learners, and a
storytelling approach for aural learners, an urge to learn can be enhanced. Machine Learning (ML) algorithms
can be used to implement the analysis regarding the future scope of the study.

Data Availability Statement. The data supporting this study’s findings are available on request from

the corresponding author. The data are not publicly available due to information that could compromise the
privacy of research participants.
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IN THE EDUCATIONAL NEXUS: UNDERSTANDING THE SEQUENTIAL INFLUENCE
OF BIG FIVE PERSONALITY TRAITS, MAJOR IDENTITY, AND SELF-ESTEEM ON
ACADEMIC OUTCOMES THROUGH CLUSTERING ALGORITHMS

REBAKAH GEDDAM?! PIMAL KHANPARA| HIMANSHU GHIRIA} AND TVISHA PATELS

Abstract. This study investigates the relationship between the Big Five personality traits, major identity, self-esteem, and
academic outcomes in education. It uses clustering techniques to examine the impact of these factors on students’ academic
performance. The research reveals unique patterns when considering personality traits, major identity formation, and self-esteem.
The findings highlight the importance of considering these factors when understanding academic attainment trajectories. The study
uses popular clustering methods like K-means, DBSCAN, and Hierarchical clustering to reveal latent clusters and provide unique
profiles with different combinations of major identity orientations, personality traits, and self-esteem levels. The performance of
clustering algorithms is also evaluated using standard assessment metrics. The findings offer insights into the sequential influence
of these factors on academic outcomes, guiding the design of student-centric learning materials and providing a framework for
promoting successful academic results through an all-encompassing strategy for student development.

Key words: Big Five personality traits, K-means Clustering, DBSCAN Clustering. Hierarchical Clustering, Academic
Performance.

1. Introduction. Personality psychology is a discipline dedicated to examining human personality and
individual variations. Emotional, behavioral, and cognitive patterns that are persistent, distinct, and consistent
are characteristics that define an individual’s attitude [11] [5]. These features not only help us understand human
behavior in everyday situations better, but they also help us categorize others who have similar tendencies [22]
[4].

Comprehending the complex dynamics of individual differences has become essential to optimizing learning
outcomes in education [39]. The realization that learners possess a variety of cognitive and behavioral incli-
nations has sparked a paradigm shift towards personalized learning strategies, whereas traditional pedagogical
approaches have concentrated on standardized methodologies. The comprehensive framework of the Big Five
personality traits [27], a psychological foundation famous for clarifying the complex facets of human nature, is
essential to enhancing students’ learning abilities [36].

Academic achievement correlates with mental health and influences how a student’s role changes when they
move from student life to a professional career. According to the research [27], students who performed poorly
academically also worried about not doing well on examinations and not graduating, which led to increased
stress, worry, and sleeplessness and had a long-term effect on their mental health [24]. On the other hand, pupils
who excelled in school made a smoother transition from school to the workforce, giving them an advantage in
the job market [41].

The framework for categorizing and understanding human personality is the Five-Factor Model (FFM),
commonly known as the Big Five personality traits [33]. These traits are broad aspects of personality that
cover a variety of particular attributes and actions. The following five factors are:

1. Openness to Experience (O): This characteristic demonstrates a person’s creativity, curiosity, and open-
ness to new experiences. Individuals with low openness tend to be more conventional, pragmatic, and
averse to change, whereas individuals with high openness tend to be creative, daring, and curious [13].
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. Conscientiousness (C): Conscientiousness is a person’s level of responsibility, organization, self-control,

and goal-directed behavior. While those with low conscientiousness may be more impulsive, disorga-
nized, and irresponsible, those with high conscientiousness are typically organized, dependable, goal-
oriented, and conscientious [10].

. Extraversion (E): Extraversion measures how gregarious, confident, gregarious, and extroverted a per-

son is in social situations. Generally speaking, extraverted individuals are gregarious, energetic, and
enjoy forming social bonds. They also seek out stimuli in their environment. Conversely, introverts
are more quiet, contemplative, and reserved; they enjoy smaller social events or solo pursuits [12].

. Agreeableness (A): Agreeableness is the level of warmth, empathy, cooperation, and care a person

displays for others. Individuals with high agreeableness tend to be cooperative, kind, and trustworthy.
They also value harmony and preserving healthy relationships. On the other hand, those with low
agreeableness levels could interact with others in a more resentful, doubtful, and competitive man-
ner [28].

. Neuroticism (N): Anxiety, sadness, rage, and susceptibility to stress are unpleasant emotions associ-

ated with neuroticism (also known as emotional stability). People who score low on neuroticism are
typically emotionally stable, calm, composed, and even-tempered. In contrast, those who score high
on neuroticism are more likely to experience anxiety, mood swings, and emotional instability [30].

1.1. Importance of Big Five Personality Traits in the Education Domain. It is impractical to
undervalue the significance of the Big Five personality trait analysis in education because it is an effective tool
for comprehending and improving the learning process [7] [16]. An assessment of these traits is essential in an
educational setting for the following principal reasons:

Personalized Learning:

The Big Five personality trait analysis’s capacity to identify and consider learners’ unique differences
is one of its most important achievements. Educators can better meet their students’ requirements,
preferences, and strengths by customizing assignments, learning environments, and teaching methods
based on their understanding of each student’s unique personality profile [19].

Academic Performance Prediction:

Studies have repeatedly demonstrated links between specific personality qualities and successful aca-
demic performance. For instance, conscientiousness is frequently linked to improved study habits and
grades, while being open to new experiences may indicate the capacity for innovative problem-solving.
By exploring these correlations, instructors can predict which students might need extra help or ex-
tracurricular activities [29].

Increasing Student Engagement:

Students’ approaches to assignments, interactions with classmates, and involvement in course assign-
ments are all influenced by their personality traits [32]. Teachers aware of these variations can design
course contents that enhance students’ motivations, interests, and learning preferences, boosting in-
volvement and engagement levels in the classroom [38].

Enhancing Social Dynamics:

The Big Five personality traits significantly shape interpersonal communications and social interac-
tions in educational environments [3]. With this information, educators may build harmonious peer
relationships, settle disputes, and establish an inclusive learning environment that values diversity in
opinion and expression.

Career Path and Personal Development:

Knowing one’s personality qualities can help one make important decisions about job inclinations,
vocational interests, and personal growth paths. This goes beyond simply succeeding academically [6].
Teachers can assist students in choosing their future paths and utilizing their special skills and talents
by incorporating personality tests into career counseling and assistance programmes.

Promoting Mental Health and Well-Being:

Certain personality qualities, like neuroticism, may make a person more vulnerable to mental health
issues like stress and anxiety [8]. Teachers aware of these elements can put them into practice by
encouraging students to exercise self-care, supporting their emotional resilience, and giving them access
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to the right tools and services [25].

In a nutshell, analyzing the Big Five personality traits provides a comprehensive framework for compre-
hending the complex relationships among individual deviations, educational outcomes, and learning processes.
Educators can use this information to design more effective, individualized, and inclusive learning environments
that enable students to succeed academically, socially, and personally.

1.2. Research Contributions. The following are the major contributions of this article:

e The Big Five personality traits and their effects on academic success are explored, along with the
introduction of personality psychology in the context of educational achievement.

e Comprehensive review and analysis of existing research in personality psychology and academic achieve-
ment is presented.

e A comprehensive framework outlining the sequential influence of Big Five personality traits, major
identity, and self-esteem on academic outcomes is proposed.

e Popular clustering techniques (K-means, DBSCAN, Hierarchical clustering) are utilized to uncover
complex relationships among personality traits, major identity, and self-esteem.

e Based on the obtained results, distinct personality profiles among student participants are identified
and characterized.

e Discussion of existing challenges, suggested personalized educational approaches, and future research
directions are presented.

1.3. Taxonomy of the Paper. The rest of the paper is organized as follows. Section 2 delves into prior
research on analyzing personality traits and discussing the key contributions of the existing solutions. Section 3
outlines the objectives of the proposed model, experimental setup, data acquisition process, data cleaning and
preprocessing, and key features of our proposed framework to analyze the relations among Big Five personality
traits, major identity, and self-esteem for the participating students through statistical analysis. Different
Clustering algorithms and their implementations are discussed in Section 3.5. The results are analyzed to derive
the linkages between the education outcome and other psychological factors in section 3.6. This section also
evaluates the performance of different clustering outcomes using standard metrics. Finally, Section 4 concludes
the study by explaining the effect of analyzing student personality attributes on academic achievements.

2. Related Works. Incorporating machine learning (ML) approaches into educational research has es-
tablished novel pathways for comprehending the complex connections between individual differences and ed-
ucational achievements. This section summarizes the latest developments in machine learning algorithms’
application to analyze the Big Five personality traits in educational settings. A thorough overview of state-of-
the-art techniques and their impact on educational practices and policies is presented by investigating major
studies, methodologies, findings, and implications.

To predict students’ academic achievement, the authors of [35] created a prediction model that combines
demographic and personality traits. Partial least squares and mathematical modeling of structural equations
were used to collect and analyze data from 305 students studying at Al-Zintan University in Libya. Research
presented in [17] analyzing the Big Five personality traits of 1735 female and 565 male teacher candidates found
that teacher candidates are more extraverted than non-teaching counterparts, highlighting the importance of
considering personality group differences in teacher recruitment and training.

The work in [18] used the Big Five Factor model and temporal difference learning analytics to investigate
how personality variables affected learning. At the same time, students with high neuroticism had mood swings,
and those with higher conscientiousness, openness to experience, and emotional stability performed better.
Academic improvement Success requires both conscientiousness and extraversion. Based on the OCEAN big
five personality theories, the work in [37] examined how well machine learning algorithms such as SVM, Random
Forest, and Neural Network classified students’ personalities. With an accuracy of 76%, the Neural Network
approach was the most accurate, followed by Random Forest and SVM, with an accuracy of 56% and 40%,
respectively. This work aimed to determine if machine learning algorithms may use personality traits to predict
students’ academic success.

The work in [40] describes a decision tree, gradient boosting decision tree (GBDT), and cat boost approach
for personality trait analysis. The Big Five attributes offer dimensional criteria for characterizing people’s
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behaviors and traits through a statistical and semantic combination. The technique uses preprocessed data
trained to predict personality types through heatmaps and broken lines analysis. Because personality types
are predictable when employing conventional algorithms, the results demonstrate the viability of this approach
in psychometric analysis. Another work presented in [21] explores the connection between academic procras-
tination and personality qualities in young adults. Using a correlational research methodology, it measures
procrastination tendencies and the Big Five qualities. The results may inform the creation of individualized
programs to help young people attain better academic results and time management skills. Educational institu-
tions, counselors, and lawmakers may find this information helpful in developing interventions that will lessen
procrastination.

Age, gender, ethnicity, the Big Five personality traits, and children’s self-efficacy were all linked to academic
cheating behaviors that authors examined in [42]. According to the findings, boys cheated more than girls, and
youngsters cheated less as they grew older. However, no significant correlation was found between cheating
and either of the Big Five personality traits or self-efficacy. The results indicate that academic cheating is a
problem that emerges in early to middle childhood and that personal traits must develop further before they
have strong correlations. [1] examined personality traits’ impact on biology students’ academic performance
in Makurdi, Nigeria. The study involved 384 students and found no significant difference in personality traits
based on gender or offered biology. This suggests that gender does not influence personality traits and academic
performance. The study recommends improving biology performance and providing male and female students
equal opportunities.

The study of the four-dimensional Dark Tetrad personality model in Arab society and its connection to
cyber-fraudulent trolling were investigated in [2]. 1093 fourth-year university students majoring in science
and literature were involved. The model mediated the relationship between traits of the personality and
cyber-fraudulent trolling, and the results indicated a stable model with correlational relationships between
the model and the Big Six personality factors. The correlation between gender, academic specialization, and
cyber-fraudulent trolling scores was insignificant. This study, [34], investigated the connection between math
students’ attitudes and teachers’ personalities. Teachers in a public school were found to have high levels of
conscientiousness, openness, and agreeableness based on data obtained from 118 students. Students expressed
poor self-efficacy, moderate curiosity, anxiety, self-concept, and high levels of extrinsic motivation in mathemat-
ics. The study’s findings, which indicated the significance of instructors in fostering positive surroundings and
positive personalities to support learning, showed a somewhat favorable link between teachers’ personalities
and students’ attitudes. Table 2.1 summarizes the input methods, machine learning or deep learning techniques
utilized, performance metrics, and personality traits (O = Openness to Experience, C = Conscientiousness, E
= Extraversion, A = Agreeableness, N = Neuroticism) for the existing state-of-the-art solutions using the Big
Five personality traits in the academics.

An increasing quantity of research in the academic world supports the conclusion that personality traits
significantly impact students’ academic success. How these traits have an effect is twofold: first, the new
human capital theory suggests that certain personality traits boost academic achievement; second, matching
personality traits to specific majors creates psychological and motivational incentives. Through their self-
efficacy, personality traits within these two pathways impact students’ final academic achievements, though the
precise nature of this relationship is still unclear. Moreover, there is a major difficulty in the complex matching
model between personality traits and professional traits. Consequently, our research avoids the difficulties of
matching personality traits with majors by focusing on a specific set of professional students. The emphasis is
rather on examining how a student’s personality traits affect their core identity in a certain professional context.
Adding a new, factual foundation to this research domain is the aim of investigating the dual mediating chain
impact between major identity and self-efficacy.

3. Materials and Methods. The main objective of our proposed framework is to analyze the impact of
Big Five personality traits (openness, conscientiousness, extraversion, agreeableness, and neuroticism) among
undergraduate college students, especially on their learning outcomes. We used various clustering techniques to
identify the personality attributes of the participating students. This section describes the experimental setup,
data collection, and preprocessing steps, highlighting our proposed framework to meet the objectives.
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Table 2.1: Analysis of the Existing Approaches using Big Five Personality Traits for Education Domain

Paper | Input Method Statistical ML/DL Model Performance Personalities
Method Metrics
[35] Survey  question- | Partial Least | - Accuracy, Efi-| O,C,E, A)N
naire with Likert | Squares (PLS), ciency of Model
scale Structural  Equa- Performance
tion Modeling
(SEM)
[17] Computer-assisted | MANOVA, Confi- | - Internal  Consis- | O, C, E, A, N
telephone inter- | dence Intervals tency, Retest
views Reliability
[18] Questionnaire, Ap- | Structural Equa- | Random  Forest, | Personality traits | O, C, E, A, N
titude Tests tion Modeling | J48, Naive Bayes correlation, predic-
(SEM),  Descrip- tion accuracy
tive and Analytical
Approach
[37] 50-item Likert | Descriptive Statis- | Support Vector | Accuracy (76%, | O, C, E, A, N
Scale tics, Machine | Machine (SVM), | 56%, 40%)
Learning Algo- | Random Forest
rithms (RF), Neural
Network (NN)
[40] Pre-processing, Analysis in broken- | Decision Trees, | Predictive accu- | O, C, E, A, N
Data Conversion, | lines and Heatmap | GBDT, Cat Boost | racy: Decision
Data Cleansing Trees - 0.52,
GBDT - 0.68, Cat
Boost - 0.78
[21] Big Five Inventory- | Pearson Correla- | - - O,C,E, AN
10 (BFI-10), | tion Coefficients,
General Procrasti- | T-tests
nation Scale
[42] Zoom Recruitment | Correlation Analy- | - - 0, C, E, A, N, Self-
sis, T-tests efficacy
1] Five-Factor Inven- | Mean, Stan- | - - O,C,E, AN
tory Questionnaire | dard Deviation,
(FFIQ), Biology | ANOVA, T-tests
Performance Test
(BPT)
2] Dark Tetrad | Correlational Linear Regression, | Correlation Coeffi- | O, C, E, A, N
four-dimensional Analysis, Media- | Mediation Analy- | cients, Mediation
personality scale, | tion Analysis sis Effects
Cyber Fraudulent
Trolling scale, Big
Six personality
factors scale
[34] Questionnaires Correlation Analy- | - Correlation Coeffi- | O, C, E, A| N
from 118 randomly | sis cient
selected Students

3.1. Experimental Setup. During the data collection process, 1016 undergraduate students from an
engineering college in Gujarat volunteered to participate. These students were between 18 and 24 years old.
Of the 1016 participants, 642 were male, and 374 were female. All participants were from the same technical
background and thus had the same fundamental knowledge of that technical domain.

The participants were given a standardized questionnaire based on the Big Five Inventory (BFI) and similar
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Table 3.1: Questionnaire Used in the Proposed Framework

Extraversion

Neuroticism

Agreeableness

Conscientiousness

Openness to Ex-
perience

the center of atten-
tion.

other people.

putting things back
in their place

Ql | I am a party ani- | I don’t often feel | I make fun of peo- | I focus on the de- | I have really good
mal. down. ple. tails. ideas.

Q2 | I'm not a big talker. | I get upset easily. I have no interest | I refuse to do my | I have a lot on my

in the troubles of | work. mind.
other people.

Q3 | Being among peo- | I'm easily stressed | I don’t really care | I finish chores im- | My imagination is
ple makes me feel at | out. about other people. | mediately. not very strong.
ease.

Q4 | Being the center | My emotional | I am sensitive to | I adhere to a sched- | I take some time
of attention doesn’t | swings are fre- | the feelings of oth- | ule. to think things
bother me. quent. ers. through.

Q5 | I strike up discus- | I quickly get an- | My care for other | 'm prepared at all | I  have trouble
sions. noyed. people is little. times. grasping abstract

concepts.

Q6 | At gatherings, | A lot of things | I understand the | I ~work meticu- | Abstract Ideas
I converse with | bother me. emotions of others. | lously. don’t appeal to me.
a wide range of
people.

Q7 | I prefer to remain | I get depressed of- | People  stimulate | I screw up a lot of | My vocabulary is
unnoticed. ten. my curiosity. stuff. extensive.

Q8 | I don’t have much | I get mood swingsa | My heart is gentle. | I enjoy discipline | My understanding
to say. lot. and organization. of things is swift.

Q9 | I keep quiet around | Most of the time, I | I make people com- | I leave my stuff | I make use of tricky
new people. am relaxed. fortable. around. words.

Q10 | I prefer not to be | I'm easily agitated. | I make time for | 'm  terrible at | My imagination is

powerful.

scales. The questionnaire consisted of 50 questions/statements in total. There were 10 questions/statements for
each personality trait from the Big Five model. Each Big Five personality trait is evaluated using a sequence
of statements or questions in the questionnaire. Participants were required to respond to each statement or
question using a Likert scale (Strongly Disagree, Disagree, Neutral, Agree, Strongly Agree). Participants were
made aware of the purpose of the study and the fact that their answers would be recorded before the exam
started. They were asked to affirm their consent after finishing the test.

The questionnaires were circulated via email or other digital channels, accompanied by a clear explanation
outlining the survey’s purpose and significance. Upon receiving student responses, the data was stored on our
computer for thorough analysis. Furthermore, to ensure accessibility and future reference, the results were also
stored in the cloud. This dataset now serves as the fundamental repository for training and testing the machine
learning model, promising valuable insights into the determinants of undergraduate academic performance. The
questions included in the questionnaire are shown in Table 3.1.

3.2. Data Preprocessing. The steps involved in preparing data from a microscopic perspective for sta-
tistical analysis are explained in this subsection. The feature selection reasoning is described in detail, focusing
on the standards for limiting the selection to particular columns. We investigate the conversion of categorical
values into numerical representations and discuss how this could affect reliable clustering analyses. The crucial
significance that data preparation plays in maintaining the integrity of subsequent analyses is highlighted in this
section. The procedure includes converting and modifying unprocessed data to guarantee its quality, relevance,
and compatibility for further investigation.
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Fig. 3.1: Proposed Model Architecture

After the file has been downloaded from the cloud server, the data is scrutinized to ensure it is in an easily
processed format. This procedure involves removing redundant or irrelevant columns and unwanted columns.
The data is also cleaned up to remove outliers, inconsistent data, and missing values. The category responses
are converted into numerical form so clustering algorithms can utilize them. The data is normalized as needed
to guarantee that each feature has the same scale.

We finally divide the columns based on a question list to categorize the data according to particular questions
or themes. After grouping and categorizing the questions, the extraversion attribute was assigned to questions 1
through 10 in our form. Likewise, questions 11-20 assess neuroticism, 21-30 assess agreeableness, 31-40 assess
conscientiousness, and 41-50 assess openness. We remove any missing values from the data collection to ensure
the data is accurate and complete.

3.3. Proposed Framework. This section examines the complex relationships between critical psycho-
logical factors and how they affect academic performance. We analyze the association between personality
traits and academic performance based on the Big Five personality traits model: neuroticism, agreeableness,
extraversion, and conscientiousness. We integrate major identity and self-esteem into the paradigm to fully
comprehend their mediating roles. We aim to identify unique patterns and groupings in the data using ad-
vanced clustering techniques. We offer insights into how combinations of personality traits, major identity, and
self-esteem influence different academic outcomes. Our framework aims to provide detailed insights into the
complex connection between psychological traits and academic success in the educational setting.

Based on the synthesis of prior research, it has been observed that conscientiousness, as one of the Big Five
personality traits, often exhibits a positive direct impact on students’ academic performance. Additionally, it
can indirectly enhance academic performance by fostering improved self-esteem. Other dimensions of personality
traits may have different effects depending on certain contextual elements like circumstances, cultural variations,
and professional backgrounds. Major identity, on the other hand, tends to contribute to elevated self-esteem
and positively affects academic achievement. The mechanism through which personality traits affect major
identity is unclear. Still, there is a potential to measure the alignment between personality attributes and
majors for students in the given academic disciplines within particular environments.

Building upon these insights, as shown in our proposed architecture in Fig.3.1, aims to examine the effects
of personality attributes on major identity, academic self-esteem, and academic performance. Moreover, the
combined impact of both factors’ chain mediating effects will be analyzed to observe the possible implications
of assessing how personality traits influence academic success.

Here, the direct impact of personality attributes on academic performance is denoted by D,,; the inde-
pendent mediating effects of major identity and self-esteem are denoted by I; and I, respectively; the joint
chain mediating effect of major identity and self-esteem is denoted by I;.; and the total impact of personality
attributes on academic performance is denoted by T},,. The coefficient vector of attributes associated with a
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Table 3.2: Statistical Significance of Samples Aggregated based on Personality Traits

Personality Traits Mean Median Standard Deviation
Extraversion 32.30556 32 3.111979
Neurotic 29.27778 30 4.865474
Agreeable 33.97434 34 4.637148
Conscientious 31.91667 31.5 3.555397
Openness 31.15278 30 3.928739

personality type is represented as 3. x; represents the vector of independent variables related to an individual 4.

Dypa = F(Bpa, i) (3.1)

Ii = F(Byi - Bia, i) (3.2)

I = F(Bpe  Bear i) (3.3)
Lic = F(Bpi * Bic * Bea, i) (34)
Tpa = Dpa + Ii + I + Iic (3.5)

3.4. Statistical Analysis. To find the relationship between the variables in our proposed assessment
approach, we first constructed a structural equation model for each of the following: academic performance,
self-esteem, major identities, and the Big Five personality traits. These effect estimation results are then
used to compute the chain mediation effects produced by both variables and the mediation effects of the
significant identity and self-esteem factors. Initially, there were a total of 50,800 samples in the dataset. After
removing 49 inadequate samples and 67 outliers, 50,684 observations remained. A more thorough analysis of
the psychometric characteristics of the Big 5 Personality traits might be conducted using these data. The
statistics of the aggregated personality traits are shown in Table 3.2.

3.5. Clustering Techniques. Using various clustering techniques, grouping students according to their
academic achievement indicators and personality trait profiles is essential. Clustering allows for examining
students’ academic performance metrics and personality traits, gaining valuable insights that can be used to
improve academic advising, prevent dropouts, personalize curriculum, support research and policy development,
and allocate resources optimally in educational settings [9]. Our proposed framework implements popular
clustering techniques such as K-means, DBSCAN, and Hierarchical clustering.

3.5.1. K-means Clustering. K-means clustering is a useful tool in student support systems and educa-
tional research when it comes to investigating the Big Five personality traits for academic achievement [23].
With this approach, different student profiles or clusters were found according to their academic performance
and personality characteristics. The dataset was divided into five clusters, each representing a grouping of stu-
dents with related attributes. This enables educators to better understand the relationship between academic
success and personality traits. Students were placed into groups using K-means clustering based on shared per-
sonality qualities, including neuroticism, agreeableness, extraversion, conscientiousness, and openness, as well
as the academic achievement indicators accompanying them. This segmentation made academic advice, early
intervention, dropout prevention, and curriculum modification possible, making targeted support techniques
and personalized interventions possible. However, while using this approach to analyze the Big Five personal-
ity traits for academic achievement, it’s important to consider the constraints of K-means clustering, such as
sensitivity to initial centroid location and the requirement to provide the number of clusters beforehand.
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Table 3.3: Statistical Parameters of Student Cluster groups

Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5
Mean SD Mean SD Mean SD Mean SD Mean SD
Extraversion 32.2142857 2.85803557 32.2068966 3.17728262 33.3571429 2.91809975 30.7692308 2.45431633 31.6722312 2.7965321
Neurotic 23.7857143 4.42684298 31.2068966 3.7174269 31.4285714 4.38690072 27.9230769 0.5756396 27.5423365 3.1973822

Agreeable 34.7857143 3.50873545 33.8965517 2.15510345 34.8571429 4.06829453 30.3846154 2.40315375 30.9427364 2.8753924
Conscientious 29.7857143 3.36321639 31.1724138 2.90147365 34.7857143 3.42633856 32.6153846 3.1265233 31.2788427 3.1635921

Openness 30.92857  3.514547  29.89655  2.368541 35 3.70328 28.61538  2.338259 29.7146581 2.697812
N = 50684 9859 13896 11291 8846 6792
Percentage 19.45 27.42 22.28 17.45 13.4

3.5.2. DBSCAN Clustering. An effective method for comprehending the complex relationships between
students’ personalities and their academic success is to apply DBSCAN (Density-Based Spatial Clustering of
Applications with Noise) clustering to the analysis of Big Five personality traits for academic performance
[26]. DBSCAN is very useful for handling noise in the data and finding clusters of any shape, in contrast to
conventional clustering techniques. Even in datasets with irregularly shaped or overlapping clusters, DBSCAN
may identify groups of students with comparable personality trait profiles and academic achievement measures
by identifying clusters based on the density of data points rather than fixed centroids. This makes it possible
for researchers and educators to find subtle links and patterns that other clustering techniques might miss.

Based on their academic performance and personality features, students were categorized into clusters by
DBSCAN clustering. This enabled the development of individualized support plans and targeted interventions
catering to each cluster’s unique needs. However, it’s crucial to remember that DBSCAN may not function as
well in datasets with different densities or high-dimensional spaces. It requires careful adjustment of its param-
eters. Despite these limitations, DBSCAN clustering effectively reveals significant insights into the relationship
between personality traits and academic achievement in learning environments.

3.5.3. Hierarchical Agglomerative Clustering (HAC). When the Big Five personality traits are an-
alyzed for academic performance, hierarchical clustering provides a holistic approach to comprehending the
complex relationships between students’ personalities and their academic accomplishments [14]. The dendro-
gram, a hierarchical tree-like structure of clusters created by hierarchical clustering instead of other clustering
techniques, shows the nested interactions between clusters at various granularities. This enables educators and
academics to systematically investigate the variety of personality profiles and academic performance measures
among the student community. Hierarchical clustering finds student clusters with comparable psychological
trait profiles and academic achievement metrics by iteratively merging or dividing clusters based on similar
metrics. This makes it possible to identify common traits and behaviors among students.

By using hierarchical clustering, teachers may better understand the diversity of their learners and create
individualized support plans and focused interventions suited to the requirements of various groups. On the
other hand, hierarchical clustering can be computationally demanding for large datasets and may necessitate
careful consideration of linking criteria and distance measurements. Although all of this, hierarchical clustering
effectively offers significant insights into the complex connection between academic success and personality
traits in educational settings.

We have used global and native clustering for K-means, DBSCAN, and Hierarchical models. Native clus-
tering involves grouping within smaller, localized regions, accounting for spatial or temporal variation in the
data distribution, whereas global clustering concentrates on dividing the entire dataset into clusters. We have
trained the global model on the Big Five personality dataset and the native model on the dataset generated
through our survey. The assignment of participants to different clusters based on their responses is depicted in
Table 3.3.

3.6. Result Analysis. This section analyzes the results obtained for K-means, DBSCAN, and Hierarchi-
cal clustering techniques employed to categorize participants based on their personality traits as extroverted,
neurotic, agreeable, conscientious, and open to experience.
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Peruonaity Clustery aftes PCA

Fig. 3.2: Visualization of Clusters using Principal Component Analysis

Fig. 3.3: Visualization of Global Model Clusters using K-means

3.6.1. Principal Component Analysis (PCA). Principal Component Analysis (PCA) [20] is a pop-
ular dimensionality reduction technique used in data analysis and machine learning. Here, the objective of
performing PCA is to preserve the most significant information while converting high-dimensional data into a
lower-dimensional space. Principal components, or the orthogonal directions in the data that capture the most
variation, are found by PCA to accomplish this. These major components are arranged according to how much
variance they explain to reduce dimensionality while preserving as much variance as feasible.

Our proposed framework uses PCA to visualize the data and identify potential clusters. The outcome of
the same is shown in Fig.3.2.

Fig.3.3 and Fig.3.4 depict the visualizations of global and native clusters when K-means clustering is applied.
Five clusters are generated to reflect the five personality traits. K-means clustering results are assessed using
Adjusted Random Index (ARI), Silhouette score, Davies Bouldin Index (DRI), and Calinski-Harabasz Index
(CHI) metrics and are described later in this section.



In the Educational Nexus: Understanding the Sequential Influence of Big Five Personality Traits, Major Identity, and Self-Esteem 4487

Fig. 3.4: Visualization of Native Model Clusters using K-means
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Fig. 3.5: Native and Global DBSCAN Clusters

Fig.3.5 shows the global and native model clusters when the DBSCAN clustering technique is used.

Fig.3.6 represent the global and native model clusters when the hierarchical clustering (HAC) technique is
implemented. HAC clusters are visually represented in a hierarchical tree-like structure, dendrogram, and are
shown in Fig.3.7.

We use different metrics such as Adjusted Random Index (ARI), Silhouette Score, Davies Bouldin Index
(DBI), and Calinski-Harabasz Index (CHI) [14] [31] to assess the performance of the clustering algorithms used
in our proposed framework. The following descriptions discuss the reasons behind choosing these performance
evaluation metrics and the outcome of the clustering assessment.

3.6.2. Adjusted Random Index (ARI). The Adjusted Rand Index (ARI) [15] compares two clusterings
of the same dataset in terms of similarity. The agreement between sample pairs concerning their cluster
assignments between the two clusterings under comparison is computed. Concerning cluster assignments, the
ARI considers agreement and disagreement, yielding a normalized measure from -1 to 1. Strong agreement
between the clusterings is indicated by a value around 1. In contrast, random agreement is implied by a
value close to 0, and strong disagreement is indicated by a number close to -1. The ”adjusted” part of the
ARI considers the predicted agreement resulting from chance. Because of this, it is beneficial for comparing
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Fig. 3.7: Hierarchical Clustering: Dendrogram

clustering outcomes or assessing clustering algorithms in situations where ground truth labels are unavailable.

3.6.3. Silhouette Score. The quality of the clusters created by a clustering algorithm is assessed using
a metric called the Silhouette Score [15]. The degree to which each data point, relative to other clusters, fits
into the designated cluster is measured. From -1 to 1, the Silhouette Score is a numerical representation of
the distance between a data point and other points in the same cluster. A high score denotes a well-clustered
data point. If a point’s score is almost zero, it may be close to the line dividing two clusters. The average
Silhouette Score measures the clustering algorithm’s overall performance across all data points. Higher average

scores indicate better-defined clusters.
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Fig. 3.8: Silhouette Score and Davies Bouldin Index Comparison for Clustering Algorithms

3.6.4. Davies Bouldin Index (DBI). The Davies—Bouldin Index (DBI) [15] is a metric used for evalu-
ating the quality of clustering in a dataset. The distance between clusters and the clusters’ compactness are
quantified. Better clustering, when clusters are closely spaced and densely populated, is indicated by lower
DBI values. In addition to considering average cluster size, the index considers the average similarity between
each cluster and its most similar cluster. Through the DBI, a single score representing the overall quality of
the clustering is generated by computing the ratio of these two parameters across all clusters.

3.6.5. Calinski-Harabasz Index (CHI). The Calinski-Harabasz Index (CHI) [15] is a metric used to
assess the quality of clustering in a dataset. Higher values indicate better clustering. It measures the ratio of
within-cluster dispersion to between-cluster dispersion. To be more precise, the CHI simultaneously assesses
both the compactness of clusters and the distance between them. It calculates the ratio of the within-group
dispersion to the between-group dispersion; higher values denote more compact and well-defined clusters.

3.6.6. Evaluation of Clustering Results. This section shows how various metrics are utilized to eval-
uate the quality of clusters generated through K-means, DBSCAN, and Hierarchical clustering.

Fig.3.8 depicts the comparison among K-means, DBSCAN, and Hierarchical clustering algorithms for global
and native models using Davies Bouldin Index (DBI) and Silhouette scores.

The comparison of clustering algorithms is done using the Adjusted Rand Index (ARI), a metric quantifying
the similarity between two clusterings while correcting for chance. ARI is computed for K-Means, DBSCAN, and
Hierarchical clustering against ground truth labels, providing a standardized measure of clustering agreement.
A high ARI indicates a robust agreement between the predicted and actual clusters. These facts can be seen
in Fig.3.8.

As shown in Fig.3.8, the Silhouette Score is used for cluster cohesion and separation in comparative analysis.
This metric assesses the results of all three clustering algorithms to provide insights into the internal consistency
of clusters. A higher silhouette score indicates distinct, well-defined clusters. For native models, DBSCAN
outperforms the other two clustering algorithms. For global models, the K-means algorithm performs better
than the other two.

The Davies-Bouldin Index (DBI), a cluster compactness and separation measure, is applied to clustering
results. As depicted in Fig.3.8, a lower index signifies better clustering, indicating well-separated and compact
clusters. Here, DBSCAN implies better clustering for native models; hierarchical clustering outperforms the
other two clustering algorithms for global models.

The Calinski-Harabasz Index (CHI) is used to assess the ratio of between-cluster variance to within-cluster
variance, and the values of CHI for the same are included in Fig.3.9 for the three clustering algorithms. This
index helps measure how separable and compact a cluster is. The comparison of CHI values provides insights
into clustering algorithms’ ability to form cohesive and distinct clusters.
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E Means DBSCAN HALC

index
Adjusted Random Index |(ARI) 1.000000 O0.000000  1.000000
Silhoutte Score for Native Model 0.048233 0.142936 -0.046188
Silhoustte Score for Global Model 0.049233 0226887 -0.131080
Davies Bouldin Index for Native Modal 2702828 0791410 1.8908324
Davies Bouldin Index for Global Model 2702828 2675913 1.808324
Calinski-Harabasz Index for Mative Model 4047788 90728206 10717508

Calinski-Harabasz Index for Global Model 4 047788 1.585338 10.7175049

Fig. 3.9: Computational Analysis of Clustering Algorithms

Fig.3.9 represents the values of different assessment metrics for the three clustering algorithms: K-means,
DBSCAN, and Hierarchical. This computational analysis clearly shows which clustering algorithm performs
better for global and native models.

In summary, comparing the performance of clustering algorithms is crucial for evaluating their effectiveness
in organizing data into meaningful groups. The similarity between actual and predicted cluster assignments
is measured by the Adjusted Rand Index (ARI), which provides information about the algorithm’s accuracy.
A higher ARI indicates better agreement between the predicted and actual clusters. A higher silhouette score
indicates more significant distinction and clarity of clusters. The silhouette score evaluates the cohesiveness and
separation of clusters. To evaluate the algorithm’s capacity to form distinct and coherent clusters, it calculates
the distance between each point in a given cluster and the points in its neighboring clusters. Lastly, the
Davies-Bouldin index quantifies the compactness and separation between clusters, with lower values indicating
more optimal clustering. Considering these metrics collectively, one comprehensively understands a clustering
algorithm’s accuracy, cohesion, and separation performance. This facilitates informed decisions in choosing the
most suitable algorithm for identifying Big Five personality traits among the participants.

The clustering analysis results offer insightful information about the complex relationships between the
factors in the educational setting. Students are grouped according to shared personality traits, primary iden-
tities, and self-esteem; this allows the analysis to reveal patterns and linkages that might not be immediately
obvious when looking at individual variables separately. These clusters provide a sophisticated knowledge
of how various amalgamations of self-esteem, primary identity, and personality factors might affect academic
performance. Educators and researchers can also customize interventions and support systems to match the
unique requirements and challenges experienced by various student groups by identifying discrete clusters. This
will ultimately promote a more inclusive and productive learning environment.

4. Conclusion. This work presents strong evidence supporting the significant effect of personality at-
tributes on the academic achievement of students majoring in computer science within the engineering program.
The investigation, employing a chain mediating effects framework, sheds light on the mediating roles of major
identity and self-esteem, particularly emphasizing the behavioral efficacy dimension. Notably, self-identity and
self-esteem emerge as crucial factors influencing academic success. Based on the Big Five personality attributes,
five unique personality groups were identified using K-means, DBSCAN, and Hierarchical clustering analysis.

By offering a deeper awareness of the complex interactions between personality characteristics, psychological
variables, and academic performance, the study’s findings can enhance the body of literature already in existence
and impact psychology and education theory, research, and practice. Longitudinal research would be more
appropriate to analyze the progressive impact of self-esteem, major identity, and personality factors on learning
results over time. The future scope is to compare the end-of-semester academic results and derive meaningful
validation. The results may not be as applicable to students in other academic programmes or institutions or
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to people with diverse origins in terms of demographics due to their homogeneity.

This work compares clustering algorithms and their performance analysis, proving high accuracy in cate-
gorizing students according to their personality traits. Specifically, the models demonstrated that extraversion
and conscientiousness are pivotal in positively influencing students’ academic achievements. These findings
provide valuable insights into the intersection of personality traits and academic performance. They also have
implications for interventions and instructional strategies specifically designed to address the special needs of
computer science students in the engineering field. Our proposed framework also comprehensively explains a
clustering algorithm’s accuracy, cohesion, and separation performance, facilitating informed decisions in choos-
ing the most suitable algorithm for a Big Five dataset.
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COMPUTER-ASSISTED ONLINE LEARNING OF ENGLISH ORAL PRONUNCIATION
BASED ON DAE END-TO-END RECURRENT NEURAL NETWORKS

KANGSHENG LAT*AND LIUJUN MOf

Abstract. With the development of globalization, learning a second language has received increasing attention from people.
To improve English oral proficiency, a computer-aided online learning system for English oral pronunciation is studied. A denoising
autoencoder is integrated into the system to create a simplified end-to-end recurrent neural network for pronunciation detection
and diagnosis based on deep learning. The study first collected and preprocessed oral pronunciation data of English learners,
including enhancing speech signals and reducing noise. Next, an RNN model with Long Short-Term Memory (LSTM) as the core
was constructed to capture time series characteristics in pronunciation. And use DAE to extract features and reduce the influence
of background noise to enhance the recognition of pronunciation features. At the same time, the study utilized web crawler
technology to collect a large amount of oral pronunciation data from non-native English learners, and constructed an English
oral corpus containing pronunciation errors. And in order to simulate real situations, white noise and pink noise were artificially
added to the corpus in the study, and they were divided into training and testing sets in a ratio of 60% to 40%. The results
showed that the classification accuracy of the system in the training and testing sets under white noise environment was 78.97%
and 94.01%, respectively, and the classification accuracy in the pink noise environment was 76.19% and 94.03%, respectively. The
system’s error detection accuracy in vowel and consonant pronunciation detection is 88.91% and 91.68%, respectively, and the error
correction accuracy in vowel and consonant pronunciation detection is 90.67% and 91.96%, respectively. In summary, the research
on computer-aided online learning of English oral pronunciation based on Denoising Auto Encoders end-to-end recurrent neural
networks has effectively improved learning efficiency.

Key words: Denoising autoencoder; Spoken English pronunciation; Recurrent neural network; End-to-end

1. Introduction. Under the background of economic globalization, global cultural integration has become
an inevitable development trend in the future [1]. English, as an international official language, is a universal
language, and fluent spoken English is the basis and prerequisite for international cultural exchange [2]. China
has long recognized the importance of English, and English learning has become one of the compulsory courses
in schools, and English has always been a compulsory subject in all kinds of examinations for further studies.
However, traditional English teaching, like other subjects, still adopts the traditional one-way teaching mode,
neglecting students’ oral application ability and independent learning ability [3]. As a result, many students’
oral English proficiency is generally poor. Some English learners are afraid to speak up because they cannot
understand or speak well, which will lead to a vicious circle and prevent them from improving their oral
proficiency. Especially in the traditional one-to-many learning mode, teachers are unable to identify and
correct students’ oral pronunciation problems on a one-to-one basis, resulting in students not being able to get
their oral pronunciation corrected, which leads to psychological fear of opening their mouths [4]. At the same
time, failing to pronounce will also lead to students failing to speak and their listening will also be affected,
thus affecting the whole foundation of English learning. With the development of computer technology, the
development of computer-assisted English oral pronunciation online learning system provides students with
an effective oral practice tool [5]. However, when students practise pronunciation on their own, they are
often affected by the pronunciation of their mother tongue and have subtle pronunciation deviations. Current
diagnostic techniques for automatic pronunciation detection are not as accurate as they should be due to the
limitations of the corpus. Feng et al. designed an end-to-end pronunciation error detection algorithm that
integrates attention mechanisms and is applied to an L2-ARCTIC corpus specifically labeled for pronunciation
errors by non-native English speakers. However, this method is mainly limited to diagnosing and detecting
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pronunciation errors in L2 learners [6]. Zhang et al. proposed an end-to-end pronunciation error detection
algorithm that combines connected temporal classification and attention mechanism. Due to the lack of expert
annotated L2 pronunciation error data, this algorithm can only recognize pronunciation errors of L2 learners
and cannot provide specific diagnostic information [7]. Against this background, this study innovatively adds
a denoising autoencoder to the pronunciation detection and diagnosis module of the computer-assisted oral
English pronunciation online learning system, and constructs a denoising autoencoder pronunciation detection
and diagnosis system based on end-to-end recurrent neural networks using transfer learning. Therefore, in
order to accurately detect errors in English pronunciation by learners in complex environments, and effectively
conduct pronunciation training to improve the efficiency and quality of English oral pronunciation learning
for English learners. The main contribution of the research is to integrate a denoising autoencoder into the
pronunciation detection and diagnosis module of a computer-aided English oral pronunciation online learning
system, thereby providing clearer feature information to enhance the detection and diagnosis capabilities of
pronunciation errors. In order to effectively improve the accuracy of English oral pronunciation detection
and diagnosis, and provide students with more accurate pronunciation correction and guidance. The research
content mainly includes four parts. The second part is a review of the current research status of pronunciation
detection diagnosis technology and recurrent neural networks both domestically and internationally; The third
part discusses the design scheme of a computer-aided English oral English online learning model; The fourth
part is to validate the online learning model proposed by the research institute and analyze its specific value
in practical applications; The last part is a summary of the entire content and an outlook on future research
directions.

2. Related works. Pronunciation detection and diagnostic techniques in second language learning have
received a lot of attention from many researchers and have been studied extensively with fruitful results. A
team of researchers from Algabri M used deep learning techniques to build a pronunciation detection and diag-
nostic system for Arabic in order to design a powerful computer-assisted pronunciation system with immediate
feedback. The results show that the system has an error recognition rate of only 3.73% in the phoneme recogni-
tion process, which significantly improves the accuracy of pronunciation [8]. Wadud M A H and other scholars
propose to combine non-self-recursive techniques with end-to-end neural modelling in order to improve the real-
time detection of pronunciation errors and to design a new diagnostic model for the detection and diagnosis of
mispronunciation. The results show that it exhibits significant advantages in improving detection efficiency [9].
Zhang and other researchers constructed an end-to-end automatic speech recognition system based on hybrid
connectionism in order to design an automatic speech recognition system with high performance. The results
show that the system can meet the requirements of automatic pronunciation error detection task and achieve
high performance index [10].

Recurrent neural networks play an important role in pronunciation detection and diagnostic techniques.
Wang’s research team, in order to predict future images from historical backgrounds, proposed to utilise the
memory decoupling loss of recurrent neural networks for explicit decoupling of memory cells. The results show
that this method also prevents the cells from learning redundant features and improves the efficiency and
accuracy of the model [11]. Shang and other scholars, in order to be able to accurately predict the degree
of haze pollution, proposed to use recurrent neural networks to construct a deep recurrent neural network
haze prediction model with time series. The results show that the model can accurately and efficiently predict
the degree of haze pollution [12]. Khan and other researchers designed a novel intrusion detection system in
order to defend against cyber-attacks, which combines the neural recurrent network structure and machine
learning techniques, aiming to effectively defend against cyber-attacks. The results show that the system has
high intrusion detection performance [13]. In summary, Algabri M’s research points out the effectiveness of
deep learning techniques in pronunciation detection and diagnosis, which suggests that when designing English
oral pronunciation learning models, this study can also use deep learning frameworks to improve the accuracy
of the system. Meanwhile, Wang Y’s team’s research emphasizes the ability of recurrent neural networks to
extract features from time-series data. Therefore, in speech detection, the model in this study can also use
RNN to capture temporal information in speech, thereby more accurately identifying pronunciation errors.
Therefore, the study aims to construct an end-to-end recurrent neural network model for computer-assisted
online learning of spoken English pronunciation with a view to improving the accuracy of spoken English
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pronunciation detection.

3. Design of a Computer-Assisted English Spoken Pronunciation Online Learning Model
Based on DAE End-to-End Recurrent Neural Networks. The computer-assisted learning system is the
basis of this study, and the study builds a DAE-based framework for English spoken pronunciation detection
based on the architecture of this system. Recurrent neural networks and end-to-end techniques are also intro-
duced to design an acoustic detection system architecture based on DAE end-to-end recurrent neural networks,
and finally the effectiveness of the system is verified using experiments.

3.1. Construction of DAE-based English Spoken Pronunciation Detection Framework. In re-
cent years, with the continuous development of artificial intelligence and machine learning technology, the
application of computer-aided learning systems has become more and more extensive [14]. Among them, deep
learning technology has achieved remarkable results in the fields of speech recognition and natural language
processing. This provides strong technical support for the design of English spoken pronunciation detection
and diagnosis system. By using deep learning technology, automatic detection and diagnosis of spoken English
pronunciation can be realized to help learners find pronunciation problems in time and take corresponding
corrective measures [15]. The design framework of the spoken English pronunciation detection and diagnosis
system constructed by using computer technology is shown in Fig. 3.1.

As shown in Fig. 3.1, the study built a database of English pronunciation errors using web scraping,
then preprocessed the data with steps like cleaning, feature extraction, and standardization [16]. Then, by
constructing an acoustic model for English spoken mispronunciation recognition, the system can identify and
judge the correctness of pronunciation more accurately. Finally, the acoustic model is used for the recognition of
spoken English mispronunciation to achieve real-time monitoring and correction of spoken English pronunciation
[17]. The data processing flow is shown in Fig. 3.2.

As shown in Fig. 3.2, in the data processing process using web crawling technology, the target website is
first analyzed, and then the server is accessed based on the website address to obtain a response. After parsing
the webpage source code, the desired target label is located and the data is downloaded. Finally, the obtained
data is processed and saved uniformly. The data is obtained from web pages, and research is conducted on using
web crawler technology to automatically crawl audio data from web pages. When performing data scraping,
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first identify and collect the target webpage URLs containing audio, and place them in the processing queue.
Next, using Python and the Requests library, the crawler initiates HTTP requests for URLs in the queue to
retrieve webpage content. Then the crawler parses the HTML, identifying audio links and incorrect annotations.
Finally, extract these audio download links and error information, crawl and download the audio, and save it
locally. The main goal of the data preprocessing stage is to ensure that the audio data in the corpus has a
high-quality and unified data format for subsequent model processing. Data cleaning is aimed at removing poor
quality audio samples from the corpus, such as records that contain excessive background noise, recording errors,
or unclear pronunciation. Then, in order to achieve uniformity in format, research was conducted to convert all
audio files into WAV format, and pulse coding modulation was used as the encoding method for the audio. At
the same time, during feature extraction, the sampling rate is unified to 16kHz and the data transmission rate
of the audio signal is ensured to be 16 bits per second. Finally, in order to standardize the grouping of data,
all audio files are set to mono format for saving. In real life, learners’ learning environments may encompass a
variety of complex and noisy environments, such as streets with noisy traffic, shopping malls with a lot of people,
or indoor rooms with reverberating voices [18]. In order to remove or reduce the interference of such noise, the
study innovatively adds Denoising Auto Encoders (DAE) to the English spoken pronunciation detection and
diagnosis system. DAE achieves the function of removing noise and restoring data by introducing noise into
the input data and trying to restore the original data from the noisy data [19]. The DAE’s network structure
is shown in Fig. 3.3.

As can be seen in Fig. 3.3, the network structure of the DAE is very similar to that of an autoencoder, which
can also be divided into three layers: the output layer, the input layer, and the hidden layer, and the overall
structure consists of an encoder and a decoder [20-21]. The encoder maps the input data to a representation
in the latent space, and unlike a normal autoencoder, the encoder is still responsible for mapping the noisy
data to the latent representation after noise is introduced in the input data. The decoder maps the potential
representation of the encoder output back to the original input space and tries to reduce the original data. The
goal of the decoder is to minimize the interference of noise and restore a result similar to the original data. The
training process of the denoising autoencoder can be divided into two steps: adding noise and reconstructing
the data. When encoding with DAE, the ReLLU activation function is used for calculation. In the calculation
equation, the representation of the ReLU activation function is f (t). The phonemic features of the input spoken
English are encoded using DAE as shown in equation (3.1).

Co=f(wz+b) (3.1)

In equation (3.1),C, denotes the coded output of the hidden layer,w denotes the weight matrix from the
input layer to the hidden layer,x denotes the input data, f (¢) denotes the ReLU activation function, andb denotes
the bias. The input data needs to be reconstructed with contamination and the mathematical expression for
the reconstructed data is shown in equation (3.2).

Z = f4 (wC,y +b) (3.2)
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Fig. 3.4: Architecture of acoustic detection system based on DAE end-to-end recurrent neural network

In equation (3.2),Z denotes the reconstruction of the input datax andfs (t) denotes the softplus function.
Assuming the same number of neural nodes in the input and output layers, i.e., the datat € (0,1) , then the
mathematical expression of the softplus function is shown in Eq. (3.3).

[ log(1+4e€"),t€(0,1)
fa(t) = { t , otherwise (3.3)

The DAE network structure is learnt using a loss function as shown in equation (3.4).
d A
L(a) =3 lrslog (20) + (1 — ) log (1 - )] + 5 [ W] (3.4)

i=1

In Eq. (3.4),L (z) denotes the loss function, and3 |W||* denotes the regularity term, whereX denotes the
parameter that controls the degree of regularisation. By stacking the network structure of DAE, a deep learning
model can be formed, which is able to realise the cycle of the above process, continuously training from noisy
speech data and obtaining a representation closer to the original data. In this way, i.e., the accuracy of spoken
English recognition can be improved.

3.2. Architecture design of acoustic detection system based on DAE end-to-end recurrent
neural network. Recurrent Neural Network (RNN) is a type of neural network specialized in processing
sequential data, which recursively moves in the direction of sequence evolution and connects all nodes according
to chaining. RNNs have an excellent memory capability, which enables them to combine the contents of
previous memories with the current inputs, and thus apply the previous information to the current task. Unlike
Convolutional Neural Network (CNN), RNN not only considers the current input, but also remembers the
information from previous moments, and this memory capability gives RNN a great advantage in processing
sequential data. In the process of English pronunciation detection, the mispronunciation of spoken English is
often associated with its preceding and following phonemes. Therefore, in order to strengthen the connection
between spoken English in terms of the preceding and following phonemes, it is necessary to process the features
using RNN after extracting them using the DAE English Spoken Pronunciation Detection System. Since the
input speech signals of spoken English are often very long and the dimension of the input is large, the duration
of a phoneme is usually ten times the length of a frame [22]. In order to deal with such audio with excessive
input length, the study introduces end-to-end processing in the construction of the system. The architecture
of the acoustic detection system based on DAE end-to-end recurrent neural network is shown in Fig. 3.4.

As shown in Fig. 3.4, the acoustic detection system architecture combines DAE and RNN with the goal
of recovering the original data from noisy speech data. Firstly, the spoken English audio data is captured and
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acoustic features are extracted, then input to DAE network for learning, after that the learned features are
input to RNN network structure. The output of RNN is classified by softmax layer for output, and finally
the student’s mispronunciation is corrected based on the predicted output sequences. LSTM is a kind of RNN
designed to deal with the long term dependency problem. RNN is difficult to handle long-term dependency
problems, while LSTM can solve this problem by introducing several gating units. This unique structure allows
the network to selectively remember or forget information, which is very effective for capturing long-term
dependencies. Meanwhile, the forget gate of LSTM allows the model to discard unwanted information, which
is very useful when dealing with continuous speech streams. And the unique gating mechanism of LSTM can
protect gradients from damage during long sequence transmission, making the training process more stable.
Therefore, choosing LSTM as a specific network architecture is more advantageous for research. When dealing
with sequence data such as speech and text, if the sequence is too long, the RNN will suffer from the gradient
explosion or vanishing problem, making the network difficult to train and optimize. To solve this problem, the
study introduces LSTM instead of traditional RNN structure. The expression of LSTM network forgetting gate
is shown in equation (3.5).

fo =0 (ws*[ys—1, 2] + by) (3.5)

In equation (3.5),f; denotes the forgetting gate,o denotes the activation function,wy denotes the weight
matrix,r; denotes the current neuron input,t denotes the time,b; denotes the residual value, andy;_; denotes
the output of the previous neuron. The activation functiono is generally used as a sigmoid function and its
mathematical expression is shown in equation (3.6).

1

o) =T

(3.6)

Candidate cells are utilised for updating and the formula for updating is shown in equation (3.7).

Z‘t =0 (wl * [yt—la'rt] + bl)
Cr=froCioi+i0C, (3.7)
C} = tanh (we * [yi—1, T¢] + be)

In Equation (3.7),C denotes the memory celli; denotes the input gate,C; denotes the candidate value
cell,C’tl denotes the updated candidate value cell,we denotes the weight value of the memory cell,w; denotes the
weight value matrix of the input gate,b. denotes the offset value of the memory cell, andb; denotes the offset
value of the input gate. The expression of the output gate is shown in equation (3.8).

{ Yt = Ot e tanh (Ct)

O1 = 0 (wo ® [y1—1, 7] + by) (3.8)

In Eq. (3.8),0; denotes the output gate,w, denotes the weight value of the output gate, andb, denotes the
deviation value of the output gate. In the acoustic detection system architecture, the DAE network is first used
to learn and compute the loss function, then this loss function is used to train the LSTM network, and finally
the output of the LSTM network is fed back to the DAE network through the sigmoid function in order to
optimise the system performance. The expression of the loss function after training is shown in equation (3.9).

L' (z,2) = —In[P(z|z)] (3.9)

In Eq. (3.9),L' (z,2) denotes the loss function after training andP denotes the output probability. After
performing forward and backward calculations through the LSTM network, the forward and backward variables
will be initialized. In LSTM networks, before each processing of sequence data begins, it is necessary to initialize
the forward variable. These variables include a set of loss function gradients, which will be updated during the
training process. The mathematical expression of the initialized forward variable is shown in equation (3.10).

Clu=1
a(lu)y={ C% u=2 (3.10)
0,Q
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In Eq. (3.10),« denotes the initialized forward variable,u denotes the set of gradients of thelL’ (z,z) loss
function and@ denotes the others. Backward variables also need to be initialized before processing begins, and
these variables involve a set of all phoneme labels. The mathematical expression of the initialized backward
variable is shown in equation (3.11).

B(T,u) = { (1)222: Z (3.11)

In Eq. (3.11),8 denotes the initialised backward variable andT denotes the set of all phoneme labels.
Forward propagation refers to the process of data transmission from the input layer to the output layer in a
network. The mathematical expression for forward propagation is shown in equation (3.12).

u

altu) =y, > alt— 1) (3.12)
i=1(u)

In Eq. (3.12),« (t,u) denotes the forward propagation,y: denotes the output of the softmax layer at the
timet andk denotes the phoneme labels. Backpropagation is a crucial step in the learning process, which involves
calculating the gradient of weights for each layer based on the loss function and updating weights according to
these gradients. The mathematical expression for backward propagation is shown in equation (3.13).

Bltu) =SB+ 1,0) 4 (3.13)

In Eq. (3.13),0 (t,u) denotes backward propagation. The boundary conditions for the forward and back-
ward variables are shown in equation (3.14).

a(t,0)=0,vt
{ B(t,1Z] +1)=0,Vt (3.14)

As shown in equation (3.14), the boundary conditions of the forward and backward variables define the
values of the forward and backward variables under specific conditions. The difference between the predicted
and actual values of the output layer is the error gradient, which can adjust the weight of the network to reduce
future prediction errors. The mathematical expression of the output layer output error gradient is shown in
equation (3.15).

1
=7 — W;a(t,u)ﬂ(t,u) (3.15)

In Eq. (3.15),7} denotes the gradient of the output error of the output layer. When training the LSTM
model, the gradient of the output error can be used to update and learn the parameters of the network. Once
the LSTM model is trained, the target pronunciation sequence can be recognised. However, during the initial
phoneme training recognition process, the LSTM model is prone to overfitting in the training set. To avoid
this, a Dropout strategy can be used, where a portion of neurons are randomly discarded during the training
process.The Dropout process of the LSTM model is shown in Fig. 3.5.

As shown in Fig. 3.5, the Dropout process of the LSTM model is a neuron dropout on the feedforward
network of the LSTM, with a probability of 0.5 to randomly drop some neurons at each layer. This process can
effectively reduce the sequence modelling ability of the recurrent neural network, thus effectively mitigating the
overfitting phenomenon. At the same time, since Dropout is performed on the feedforward neural network, it
can prevent information from being lost during the looping process, thus ensuring the performance and accuracy
of the model.

4. Validation of a DAE end-to-end recurrent neural network-based model for computer-
assisted online learning of spoken English pronunciation. In this chapter, the configuration of the
experimental environment and parameters is carried out, then the analysis of the model parameters of the
LSTM network structure is analysed, followed by the performance validation of the model for learning spoken
English pronunciation
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Table 4.1: Experimental Environment and Parameter Configuration

Experimental environment Configuration Parameter Value

Operating system Windows 10 Optimizer Adam
Memory 64GB Iterations 500
GPUs NVIDIA TITAN BLACK GPUs Batchsize 64

Video storage 6G Learning Rate | 0.001
Programming Language Python Dropout 0.5

4.1. Experimental environment and parameter configuration. In order to verify the effectiveness
of the computer-assisted English oral pronunciation online learning model based on DAE end-to-end recurrent
neural network, the experimental environment is firstly constructed and the parameters are set. The exper-
imental operating system is Windows 10, the programming language is Python, and the acoustic model for
pronunciation detection is TensorFlow 1.4.0.The dataset used in the experiment is collected from the Internet
by web crawler technology to construct a corpus of English spoken pronunciation errors. On this basis, in order
to be closer to real scenarios, the study added white noise and pink noise to this corpus, and divided this corpus
into a training set and a test set according to the ratio of 60%:40%. In the experiment, a neural network with
three hidden layers was constructed, with a number of neurons of 39, 50, and 50, respectively. To enhance
generalization and avoid overfitting, both the input layer and hidden layer adopt a 10% Dropout rate. The
training parameters are set to 500 Epochs, with a batch size of 40 and a learning rate of 0.0001. The study
selected Adam as the optimizer, with hyperparameters for first-order and second-order moment estimation set
to 0.9 and 0.999, respectively. The batch size during training is set to 64 to save memory. To further prevent
overfitting, the Dropout rate is set to 0.5. he specific experimental environment and parameter configuration
are shown in Table 4.1.

4.2. Analysis of model parameters for LSTM network structure. In order to verify the effect
of the number of layers of the LSTM network on the performance of the DAE end-to-end recurrent neural
network-based computer-assisted oral English pronunciation online learning model, the number of LSTM layers
was set from 1 to 4, and the phoneme error recognition accuracies were compared with different numbers of
LSTM network layers as shown in Fig. 4.1. From Fig‘4.1, it can be seen that the values of the parameters
such as insertion, deletion, substitution and phoneme error recognition accuracy gradually increase with the
increase in the number of LSTM network layers. When the number of LSTM network layers reaches 4, the
recognition accuracy reaches the highest value of 84.04%. This is an improvement of 20.07%, 12.48% and 7.81%
as compared to when the number of layers is 1, 2 and 3 respectively. Thus it can be seen that the performance
of phoneme recognition is better when the number of layers of LSTM network is 4.

In order to investigate the effect of the number of LSTM network nodes on the performance of the computer-
assisted oral English pronunciation online learning model with DAE end-to-end recurrent neural network, the
study experimented with the number of network nodes in the hidden layer of 100, 150, 200, and 300, and the
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Fig. 4.1: The accuracy of phoneme error recognition for different LSTM network layers

Table 4.2: The impact of different numbers of LSTM network nodes on model performance

Number Insert/% | Delete/% | Replace/% | Phoneme | Accuracy/pgrRecall/% | F1 value/% | Recognition

of network sequence cent rate of

nodes recog- mispro-
nition nounced
rate/% phonemes

100 2.65 7.33 2.65 85.65 89.01 81.35 88.18 84.16

150 2.65 5.33 2.65 87.69 87.98 87.48 87.15 87.06

200 2.65 13.00 6.33 75.97 82.16 76.15 78.61 77.94

300 6.00 15.33 1.33 78.12 82.16 86.70 86.19 83.76

effect of the different number of LSTM network nodes on the performance of the model is shown in Table 4.2.
From Table 4.2, it can be seen that when the number of LSTM network nodes is 150, the phoneme sequence
recognition rate is 87.69%, which is an improvement of 2.04%, 11.72% and 9.57% compared to the cases of
number of nodes 100, 200 and 300, respectively. When the number of nodes in the LSTM network is 150, the
mispronunciation phoneme recognition rate reaches a maximum value of 87.06%, which is an improvement of
2.9%, 9.12% and 3.3% compared to the cases of 100, 200 and 300 nodes, respectively. In summary, considering
various factors such as phoneme sequence recognition rate and mispronunciation phoneme recognition rate,
it can be seen that the number of nodes of LSTM network set to 150 is the most appropriate. When the
number of nodes in the LSTM network is set to 150, the model performs the best in phoneme sequence and
mispronunciation recognition tasks. This finding emphasizes the importance of selecting an appropriate network
size, that is, a depth and width that is neither excessive nor insufficient, for the model to capture key information
and generalize new data.

4.3. Performance Validation of English Spoken Pronunciation Learning Model. In order to
verify the classification performance of the English spoken pronunciation learning model in a noisy environment,
a comparison of the classification performance of the model in different noise environments is plotted as shown
in Fig. 7. As can be seen from Fig. 7(a), before 50 iterations, the classification accuracy of the training
and testing sets was the same. However, after 50 iterations, the classification accuracy of the testing set
gradually widened compared to the training set, indicating overfitting in the training set. In the white noise
environment, the model gradually becomes stable after 400 iterations, and the classification accuracy in the
training set and test set reaches 78.97% and 94.01%, respectively. This indicates that the model has a better
classification performance under white noise environment. As can be seen in Fig. 7(b), after 50 iterations, the
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Fig. 4.2: Comparison of Model Classification Performance in Different Noise Environments

classification accuracy of the training set showed a downward trend, which remained stable for a period of time
before returning to a slow upward trend. This indicates that the model can better generalize to unseen data
after further learning and adjustment, indicating its robustness. The classification accuracy of the model in
pink noise environment reaches 76.19% and 94.03%, respectively. This indicates that the model also has good
classification performance in pink noise environment. In summary, it can be seen that the model still maintains
a high classification accuracy in white and pink noise environments, indicating that the model still has good
adaptability in the presence of background noise.

In order to further verify the recognition performance of the English spoken pronunciation learning model
in the noise environment, the loss function profiles of the model in different noise environments are plotted as
shown in Fig. 4.3. As can be seen from Fig. 4.3, before the number of iterations approaches 60, the value of
the loss function shows a rapid decline trend. After 60 iterations, the decline rate gradually slows down and
gradually stabilizes around 100 iterations. This indicates that the model learns quickly in the initial iteration
process, effectively reducing errors. However, as learning progresses, the model’s fitting of the data gradually
approaches its potential optimal state, and the decline rate of the loss function slows down until it reaches
a relatively stable state, reflecting that the learning process of the model is beginning to saturate. The loss
function curves in white noise and pink noise environments have very similar trends, both of which begin to
converge around 100 iterations, and the values of the loss function eventually converge and stabilize at 0.5 or
below. It shows that the model has good adaptability in both white noise and pink noise environments, and
can effectively reduce the value of the loss function and improve the classification accuracy of the model.

In order to validate the effectiveness of the spoken English pronunciation learning model, a comparison
of the audio data pairs of spoken English before and after DAE network processing is shown in Fig. 9. As
can be seen from Fig. 4.5(a) and Fig. 4.5(b), the vowel signals after DAE network processing are sparser
compared with the original vowel signals. At the same time, the vowel signal processed by DAE network has
some enhancement in the high frequency part of the signal compared to the original vowel signal. As can be
seen in Fig. 9(c) and Fig. 9(d), the spectral images of the consonant signals processed by the DAE network
become smoother and smoother compared with the original consonant signals. This indicates that the DAE
network can effectively reduce the noise and interference in the audio signal and improve the quality and clarity
of the signal. In summary, it can be seen that the audio signal processed by the DAE network becomes sparser
in the high-frequency part, indicating that the network can effectively filter out unnecessary noise and retain
useful speech information.

In order to verify the effectiveness of the English spoken pronunciation learning model in practical applica-
tions, the acoustic detection system based on DAE end-to-end recurrent neural network is compared with the
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acoustic detection system based on convolutional neural network. The pronunciation detection performance of
the validation model is shown in Fig. 4.5a. As can be seen in Fig. 4.5a(a), in vowel articulation detection,
the accuracy of the recurrent neural network-based model reaches 94.07%, which is 13.43% higher than the
accuracy of the convolutional neural network-based model. In consonant articulation detection, the accuracy
of the recurrent neural network-based model is 89.12%, which is 10.15% higher than the accuracy of the con-
volutional neural network-based model. As can be seen in Fig. 4.5a(b), in vowel pronunciation detection, the
recall based on the recurrent neural network model is 91.89%, which is 5.55% higher than the recall based on
the convolutional neural network model. In consonant articulation detection, the recall based on the recurrent
neural network model is 94.27%, which is 12.24% higher than the recall based on the convolutional neural
network model of 82.03%. As can be seen in Fig. 10(c), in vowel articulation detection, the F1 value based
on the recurrent neural network model is 93.76%, which is 10.49% higher than the F1 value based on the con-
volutional neural network model. In consonant articulation detection, the F1 value based on recurrent neural
network model is 91.52%, which is 6.29% higher than the F1 value based on convolutional neural network
model. Thus it can be seen that the DAE end-to-end recurrent neural network based acoustic detection system
has better articulation detection performance compared to the convolutional neural network based acoustic
detection system.

In order to more intuitively verify the effectiveness of the English spoken pronunciation learning model
in practical applications, the acoustic detection system based on DAE end-to-end recurrent neural network
was inductively compared with the acoustic detection system based on convolutional neural network, and the
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Table 4.3: Performance of Two Models in English Oral Pronunciation

Performance CNN based system | RNN based system

Vowel | Consonant | Vowel | Consonant
Accuracy/per cent 80.64 78.97 94.07 89.12
Recall/% 86.34 82.03 91.89 94.27
F1 value/% 83.27 85.23 93.76 91.52
Error detection accuracy/% | 75.32 74.06 88.91 91.68
Error correction accuracy/% | 73.16 60.16 90.67 91.96

performance of the two models on English spoken pronunciation is shown in Table 4.3. As can be seen in
Table 4.3, in terms of error detection correctness, the correctness of the recurrent neural network-based model
for vowels and consonants is 88.91% and 91.68%, which is an improvement of 13.59% and 17.62%, respectively,
compared to the convolutional neural network-based model. In terms of the correct rate of error correction, the
correct rates of vowels and consonants based on the recurrent neural network model are 90.67% and 91.96%,
which are improved by 17.51% and 31.8%, respectively, compared with the model based on convolutional neural
network. In summary, the effectiveness of the computer-assisted oral English pronunciation online learning
model in practical applications is verified through comparative experiments.

5. Conclusion. As a globally used communication language, fluent spoken English can significantly en-
hance one’s social competitiveness. In order to improve the pronunciation and error correction ability of online
learning of spoken English, the study is based on a computer-assisted online learning system for spoken English
pronunciation, which extracts the acoustic features of the audio by introducing a DAE module and processes
the audio data using a recurrent neural network structure. The results show that under the white noise environ-
ment, the classification accuracies of the training set and test set are as high as 78.97% and 94.01%, respectively.
In pink noise environment, the classification accuracy is 76.19% and 94.03%, respectively. In the vowel pronun-
ciation detection task, the accuracy, recall and F1 value of the recurrent neural network-based model reached
94.07%, 91.89% and 93.76%, respectively. In the consonant pronunciation detection task, the values of these
three metrics were 89.12%, 94.27% and 91.52%, respectively. In terms of the correct rate of error detection, the
model was 88.91% and 91.68% correct in vowel and consonant pronunciation detection, respectively. In terms
of the correct rate of error correction, the correct rates of the recurrent neural network-based model in vowel
and consonant articulation detection are 90.67% and 91.96%, respectively. In summary, the DAE end-to-end
recurrent neural network-based acoustic detection system has significant advantages in terms of error detection,
error correction, and overall classification performance for spoken English pronunciation. However, only vowels
and consonants in spoken pronunciation were analyzed in this study, and the study can be further improved
in the future to include other types of phonemes in the analysis in order to evaluate the performance of the
model more comprehensively. Faced with existing challenges such as the lack of immediate feedback in online
learning environments, this system provides learners with a powerful self-learning platform through its high
accuracy error correction function. The potential application of this technology in research is not limited to
personalized tutoring for language learners, but may also extend to the diagnosis of acoustic barriers, promo-
tion of cross-cultural communication, and optimization of distance education resources. In the future, research
can be expanded to include analysis of more phonemes to comprehensively evaluate and enhance the model’s
universality and adaptability in multilingual environments. In addition, researchers should also consider how
to integrate this technology into existing digital learning platforms to achieve a wider educational impact and
contribute to language education in the era of globalization.
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SCALABLE INNOVATIVE FACTORS FOR SHAPING CONSUMER INTENTIONS ON
ELECTRIC TWO-WHEELERS ADOPTIONS

SAILATHA KARPURAPU} KAYAM SATKUMAR] LAXMAIAH KOCHARLA} P. SYAMALA RAO} AND DR
SUDEEPTHI GOVATHOTIY

Abstract. Electric two-wheelers (ET'Ws) have emerged as a dominant choice over traditional counterparts in global consumer
markets, prompting a shift in consumer behaviour. While existing research has delved into the adoption of ETWs, there remains a
notable gap in understanding the intricate factors driving consumer adoption, particularly their inclination toward innovation. This
study investigates the landscape of ETWs in India, focusing on facilitating conditions, pricing dynamics, personal innovativeness,
and behavioral intentions. Utilizing the Unified Theory of Acceptance and Use of Technology (UTAUT) framework, 220 Indian
ETW users were surveyed to elucidate the interplay between facilitating conditions, price, and behavioral intentions, mediated
by personal innovativeness. The findings underscore the significant impact of facilitating conditions and price on behavioral
intentions, with personal innovativeness serving as a pivotal mediator in this relationship. Moreover, this study underscores the
importance for ETW businesses to prioritize user-friendly designs, ensuring a seamless and enjoyable experience for consumers.
Furthermore, targeting highly innovative consumers emerges as a strategic imperative for businesses in devising effective marketing
strategies. By shedding light on facilitating conditions, price dynamics, personal innovation, and behavioral intentions, this study
contributes valuable insights to the existing literature. In terms of environmental sustainability, the scalability of electric two-
wheelers contributes to reducing greenhouse gas emissions and mitigating air pollution in urban areas. As more individuals switch
from gasoline-powered vehicles to electric two-wheelers, the collective impact on reducing carbon emissions and improving air
quality becomes increasingly significant, especially in densely populated regions where transportation-related pollution is a major
concern. Additionally, it offers a nuanced understanding of the mediating role of personal innovation in the context of ETWs,
thereby informing future research and strategic initiatives in the field of electric mobility.

Key words: Electric two-wheelers, Innovative nature, Unified Theory of Acceptance and Use of Technology (UTAUT),
Marketing strategies, User experience, Global consumer behavior, Technology acceptance

1. Introduction. Consumers’ experiences with conventional vehicles have changed because of the rise of
electric vehicles. Since the previous ten years, people have started using ETWs to carry out their regular duties.
Consumers will become increasingly reliant on their ETWs because of their growing reliance on them for all
purchases. The adoption of electric two-wheelers (ETWs) is gaining momentum in India, as the government
and private sector invest in infrastructure and incentives to promote this technology. ETWs offer several
advantages over traditional fuel-powered vehicles, including lower emissions, lower operating costs, and a quiet
ride. However, there are still some barriers to adoption, such as the lack of facilitating conditions and the high
price of ETWs. Facilitating conditions refer to the factors that make it easier or more difficult to adopt a new
technology. For ETWs, these factors include the availability of public charging stations, the cost of ETWs, and
the government’s policies on ETWs. Price is another important factor that influences the adoption of ETWs.
ETWs are still relatively expensive, and this can be a barrier for some consumers.

The goal of prior research has been to examine the technology influences on consumer behavior. However,
very few research have investigated the personal traits that affect behavioural intention. This study bridges
the gap by investigating the personal characteristic of personal innovativeness. We hypothesize that personal
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innovativeness will mediate the relationship between facilitating conditions and price on ETW behavioural
intention. We will examine the effects of facilitating conditions, price, and personal innovativeness on ETW
behavioural intention among Indian customers. We will use the Unified Theory of Acceptance and Use of
Technology (UTAUT) framework to understand how these factors influence behavioural intention.

In India, two-wheelers account for a significant share of the transportation market. In 2020, two-wheelers
accounted for about 26% of all vehicles registered in India. The popularity of two-wheelers is due to several
factors, including their affordability, their convenience, and their ability to navigate congested streets. ETWs
offer several advantages over traditional fuel-powered two-wheelers. ETWs produce zero emissions, which is
a major advantage in a country like India, where air pollution is a major problem. ETWs also have lower
operating costs, as they do not require gasoline. Additionally, ETWs are quieter than traditional two-wheelers,
which is an advantage in crowded cities. The government of India has taken several steps to promote the
adoption of ETWs. In 2019, FAME India (Faster Adoption and Manufacturing of Hybrid and Electric Vehicles)
is a government initiative, which provides subsidies for the purchase of ETWs. The government has also
announced plans to build a network of public charging stations for ETWs. The private sector is also playing
a role in promoting the adoption of ETWs. Several companies, such as Hero Electric, Bajaj Auto, and Ather
Energy, are manufacturing ETWs in India. Companies are investing in research and development to improve
the performance and affordability of electric two-wheelers (ETWs). This is likely to lead to an increase in ETW
adoption in India in the coming years. The government’s support for ETWs and the efforts of the private sector
are likely to make ETWs more affordable and accessible to consumers. Additionally, the increasing awareness
of the environmental benefits of ETWs is likely to drive demand for these vehicles. As a result, it has been
decided to investigate the factors that influence ETW adoption in India, with a specific focus on technological
factors and personal innovativeness.

2. Research model and hypothesis development.

2.1. Electric Two-Wheeler in India. Electric two-wheeler vehicles (ETVs) in the Indian context refer to
electric-powered two-wheeled vehicles, such as electric scooters and electric motorcycles, that run on electricity
rather than conventional fossil fuels like petrol or diesel. These vehicles have gained significant popularity in
India in recent years due to the growing concern over air pollution, increasing fuel prices, and the need for
sustainable transportation solutions. ETVs are equipped with a rechargeable battery that provides power to
an electric motor. The battery is charged using electricity from a regular household power outlet or specialized
charging stations. One of the primary advantages of ETVs is that they produce zero tailpipe emissions, making
them environmentally friendly and contributing to reduced air pollution and greenhouse gas emissions. ETVs
are generally more cost-effective to operate compared to conventional internal combustion engine vehicles as
electricity is usually cheaper than petrol or diesel, resulting in lower running costs. They have fewer moving
parts and a simpler drivetrain compared to internal combustion engine vehicles, leading to reduced maintenance
requirements and lower maintenance costs. ETVs operate silently, contributing to a quieter environment and
reducing noise pollution in urban areas.

To promote the adoption of electric vehicles, the Indian government has introduced various incentives, such
as subsidies, tax benefits, and reduced registration fees, to make ETVs more affordable for consumers. The
range of ETVs varies depending on the battery capacity and type, with some models offering ranges suitable
for short commutes and city use. The availability of charging infrastructure, including public charging stations,
is continuously expanding in major Indian cities. As awareness about environmental concerns and the benefit
of electric mobility grows, the demand for ETVs in India has been steadily increasing, leading to the entry of
numerous manufacturers offering a variety of electric two-wheeler models.

Electric two-wheeler vehicles have emerged as a promising solution for sustainable and eco-friendly urban
transportation in India. As the government and industry continue to work on overcoming challenges and
improving the overall ecosystem for electric mobility, ET'Vs are likely to play a significant role in transforming
India’s urban transportation landscape and contributing to a greener and cleaner future.

The adoption of electric two-wheeler vehicles (ETVs) has gained significant attention in recent years due to
the pressing need for sustainable transportation solutions and the increasing environmental concerns associated
with conventional fuel-powered vehicles. Among the various factors influencing consumers’ intentions to adopt
ETVs, facilitating conditions and price play crucial roles. This literature review aims to explore and synthesize
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the existing research on how facilitating conditions and price influence Indian consumers’ adoption intentions
for ETVs, considering the mediating effect of personal innovativeness.

2.2. Unified Theory of Acceptance and Use of Technology (UTAUTZ2). Most research studies on
consumer acceptance in the electric two-wheeler context have traditionally relied on well-established technology
acceptance theories. These theories include the Theory of Reasoned Action (TRA) (Jiang, 2009), Innovation
Diffusion Theory (IDT) (Lu et al., 2011), Technology Acceptance Model (TAM) (Davis, 1989; Davis et al.,
1992), Motivational Model (MM) (Davis et al., 1992), Theory of Planned Behaviour (TPB) (Ajzen, 1991;
Schifter & Ajzen, 1985), Model of PC Utilization (MPCU) (Thompson et al., 1991), Decomposed Theory of
Planned Behaviour (DTPB) (Taylor & Todd, 1995), Innovation Diffusion Theory (IDT) (Moore & Benbasat,
1991), and Socio Cognitive Theory (SCT) (Compeau & Higgins, 1995). While the TAM has been widely used
in technology acceptance research, it has some limitations, particularly in explaining the acceptance and usage
of technology (Dai & Palvia, 2008). In 2003, to address these limitations and consolidate insights from the
theories, Venkatesh et al. introduced the Unified Theory of Acceptance and Use of Technology 2 (UTAUT2).
This comprehensive theoretical framework was selected as the foundation for the current research study on
consumer acceptance of electric two-wheelers, alongside individual variables.

The seven essential constructs of UTAUT2 performance expectancy, effort expectancy, social influence,
facilitating conditions, price, hedonic motivation, and habit form the foundation of the model and shape our
understanding of consumer behavior towards technology adoption and usage.

The primary focus of this study is the behavioural intention of consumers to adopt electric two-wheelers as
their preferred mode of transportation. Understanding the impact of facilitating conditions and price within the
UTAUT?2 framework is crucial for comprehending the factors that influence consumer behaviour and intention
to adopt electric two-wheelers.

Facilitating conditions, such as the availability and accessibility of charging infrastructure, government
incentives, and after-sales support services, play a vital role in influencing consumers towards electric two-
wheeler adoption. Moreover, the price of electric two-wheelers, along with any associated financial incentives
or subsidies, can significantly influence consumers’ decision-making process and their intention to adopt this
eco-friendly mode of transportation. By considering these contextual factors of facilitating conditions and
price within the UTAUT2 framework, researchers and industry stakeholders can develop targeted strategies to
enhance consumer acceptance and adoption of electric two-wheelers in the Indian context.

2.3. Behavioural Intension to Adopt Electric Two-Wheeler. An established predictor known as
behavioral intention can be used to forecast consumer behavior toward the adoption and actual use of novel
technologies, particularly electric two-wheelers, (Zhang et al., 2012). The role of behavioral intention is crucial
in both the Technology Acceptance Model (TAM) introduced by (Davis, 1989) and the Unified Theory of
Acceptance and Use of Technology 2(UTAUT2) introduced by (Venkatesh, 2012). In the context of electric
two-wheelers, behavioural intention refers to consumers’ subjective approach and willingness to adopt and use
this innovative technology for their commuting needs. The concept of electric two-wheelers, while not yet fully
matured, has evolved over the last one decade and is still in the process of being implemented, especially in
developing nations. Thus, the current study focuses on exploring consumers’ behavioural intentions towards the
acceptance of electric two-wheelers, rather than investigating their actual usage. This approach is consistent
with previous research on similar technologies, like mobile commerce (Chong et al., 2012; Dai & Palvi, 2009;
Wei et al., 2009; Zarmpou et al., 2012). By understanding consumers’ behavioral intentions towards adopting
electric two-wheelers, researchers can gain valuable insights into the factors that influence their decisions and
preferences, ultimately contributing to the promotion of sustainable and eco-friendly transportation solutions
in the context of electric two-wheelers.

2.4. Facilitating Conditions and ETV Adoption Intention. Facilitating conditions investigate the
availability and accessibility of support systems and resources that ease the adoption process. This dimension
includes charging infrastructure, government incentives, and after-sales support services. A conducive environ-
ment with ample facilitating conditions can positively influence consumers’ adoption intentions, making it more
convenient and appealing to embrace electric two-wheelers. By facilitating conditions, we mean the degree to
which people believe that there are resources and other supports available to help them adopt new technology.
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In the context of ETV adoption, these conditions may include the availability of charging infrastructure, gov-
ernment incentives, access to financing options, and after-sales support. Several studies have highlighted the
positive impact of facilitating conditions on consumers’ intentions to adopt ETVs. For instance, (Rana et al.,
2014) found that the presence of charging stations and government subsidies significantly influenced consumers’
willingness to adopt ETVs in India. Therefore, the following hypothesis was proposed:

H1: There is a positive relationship between facilitating conditions and behavioral intention

to adopt electric two-wheeler vehicles.

2.5. Price and ETV Adoption Intention. Price explores the role of cost considerations in consumers’
adoption intentions. It examines how consumers perceive the pricing of electric two-wheelers in comparison to
conventional alternatives. Affordability and financial incentives, such as subsidies, can significantly impact con-
sumers’ decision-making process and influence their intention to adopt this eco-friendly mode of transportation.
Price is one of the most critical factors affecting consumers’ adoption decisions, especially in a price-sensitive
market like India. Electric vehicles, including ETVs, tend to have higher upfront costs compared to their conven-
tional counterparts, making price a significant barrier to adoption. However, several studies have investigated
the role of pricing strategies and incentives in mitigating this barrier. (Johnson et al., 2018) reported that
consumers’ willingness to pay for ETVs increased when offered attractive government subsidies and reduced
electricity rates for charging. Therefore, the following hypothesis was proposed:

H2: There is a positive relationship between price and behavioral intention to adopt electric
two-wheeler vehicles.

2.6. Personal Innovativeness and ETV Adoption Intention. Investigators have extensively explored
consumers’ individual characteristics related to technological adoption, in addition to technological factors.
Among these individual characteristics, personal innovativeness has garnered significant attention in marketing
and information technologies research (Thakur & Srivastava, 2014). However, previous UTAUT models have
not specifically addressed this individual variable. Personal innovativeness is considered a significant psycho-
logical antecedent that influences consumer behavior concerning technological adoption in various contexts.
Researchers have observed its impact in different areas, such as e-payment adoption (Lin, 2011) and online
purchasing intention in rural tourism (Herrero & San Martin, 2017).

Understanding the role of personal innovativeness in technology adoption is essential for comprehending
the varying degrees of consumers’ willingness to embrace and adopt innovative technologies. By recognizing
this individual characteristic, researchers and marketers can tailor strategies and interventions to appeal to con-
sumers with higher levels of personal innovativeness, potentially accelerating the adoption of new technological
advancements in different domains.

Personal innovativeness refers to an individual’s predisposition to adopt new technologies and innovations.
It is a key individual-level factor that can influence consumers’ perceptions and intentions towards ETV adop-
tion. High levels of personal innovativeness are likely to positively affect the adoption intention of ETVs as
innovative individuals are more open to new ideas and technologies. (Xu et al., 2017) found a significant pos-
itive relationship between personal innovativeness and ETV adoption intention among Indian consumers, as
shown in Figure 2.1.

Research model. Given the potential significance of personal innovativeness in shaping ETV adoption inten-
tion, some studies have explored its mediating role between facilitating conditions, price, and adoption intention.
For instance, (Slade et al., 2015) found that personal innovativeness partially mediated the relationship between
facilitating conditions and ETV adoption intention, while it fully mediated the relationship between price and
adoption intention. This suggests that personal innovativeness acts as an essential psychological factor that
can attenuate the influence of external factors such as price and facilitating conditions. Therefore, the following
hypothesis was proposed:

H3: The relationship between facilitating conditions, price, and behavioral intentions to adopt electric two-
wheeler vehicles may be mediated by personal innovativeness.

H3a: The relationship between facilitating conditions and behavioral intentions to adopt electric two-wheeler
vehicles may be partially mediated by personal innovativeness.

H3b: The interplay between price and the inclination to adopt electric two-wheeler vehicles will be channeled
through the mediating factor of personal innovativeness.
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Fig. 2.1: Proposed Research model

3. Methodology. The study adopts a positivist philosophy in the context of electric two-wheelers to
explore the factors that influence customer behavior in this adoption innovative transportation technology. The
positivist philosophy is chosen because it aligns with the nature of the research and allows for the collection of
numerical data for analysis, similar to previous marketing studies that have investigated consumer behaviour
in technology adoption (Boateng & Owusu, 2013).

Consistent with the positivist philosophy, the study employs a deductive research approach. This approach
enables researchers to formulate hypotheses based on existing theories and prior knowledge in the field of electric
two-wheeler adoption. By employing deductive reasoning, the study develops specific research designs to test
these hypotheses, facilitating structured and systematic investigations (Bagozzi, 1992).

3.1. Measurement and Variable Concept. The purpose of this study is to identify the factors that
influence consumers’ intentions to adopt electric two-wheelers. Two types of hypotheses were developed to
test this purpose. The first type of hypotheses relates to technological factors, such as facilitating conditions
and price, which may have a positive influence on behavioral intentions to adopt electric two-wheelers. The
second type of hypotheses examines indirect paths, where the relationship between independent and dependent
variables may be mediated by individual-level traits like creative inventiveness. This study question was investi-
gated using an explanatory survey research methodology. With the help of this survey study design, positivist
thinking is allowed, and it enables scientists to test the idea (Saunders et al., 2009). The study’s positivist
research philosophy and quantitative survey technique were chosen to collect numerical data. The explanatory
nature of the study contributes to existing knowledge, and the correlational design is due to the involvement
of multiple variables.

3.2. Sample and Sampling Technique. The primary data is gathered through a survey administered
to respondents. The survey comprises a total of 16 elements, ensuring that all element is delineated by no fewer
than three constituent items. Convenience sampling is used to select respondents who are at least 18 years old
and have a vehicle and license in India. The sample size is 160, adopting the 10:1 ratio as recommended by
(Tanaka, 1987). The survey questionnaires are distributed in hard form during fieldwork to collect data. The
data collected are entered into Partial Least Squares (PLS) analysis using Smart PLS 3.2.7 (Ringle, 2015) for
data analysis, applying various statistical techniques.

4. Outcomes and elucidation.

4.1. Evaluation Protocol. Upon completing data screening and cleaning, a preliminary analysis was
conducted to ensure the dataset’s appropriateness for further statistical techniques. IBM SPSS version 23 was
utilized for this purpose. Subsequently, the Structural Equation Modelling (SEM) technique to examine variable
interdependencies and delve into the character of connections. SEM offers the benefit of assessing interrelated
dependencies in a single phase. When a study involves multiple dependent, independent, mediating, and
moderating variables, SEM becomes a more suitable technique for examining hypotheses. Moreover, SEM
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Table 4.1: Demographic Profile of Respondents (N=160)

Demographic profile | Frequency | Percentage
Age

18-28 32 20

29-38 51 32

39-48 33 20

49-58 24 15

59 &above 20 13
Gender

Male 105 66

Female 55 34

Monthly Income

Less than 30k 32 20

31-40k 52 33

41-50k 44 27

51k Above 32 20

enables the evaluation of the overall model fit. To perform the statistical analysis and apply SEM, the data
underwent Partial Least Square (PLS) analysis using Smart PLS 3.2.7 (Ringle, 2015). PLS allows for modelling
both formative and reflective measurements together. Unlike more common covariance-based SEM approaches,
PLS requires fewer assumptions about the data distribution, enhancing its applicability (Hair, 2014). The
research model was assessed using PLS in two stages. First, the measurement model’s validity and dependability
of the various variables were tested. The structural model was then assessed. These two steps provide a
systematic method for making judgments about the potential relationships between the constructs (Henseler
et al., 2014).

4.2. Demographic Profile. The demographic profile of the study participants reveals a varied distri-
bution across different age groups. Table 4.1 shows the largest proportion falls within the 29-38 age bracket,
constituting 32%, followed by the 18-28 and 39-48 age groups, both comprising 20% of the sample. The 49-58
and 59& above age categories represent 15% and 13% respectively. In terms of gender, the study includes a
higher percentage of male participants at 66%, while female participants make up the remaining 34%. Regard-
ing monthly income, the distribution is as follows: 20% of participants have an income less than 30k, 33% fall
within the 31-40k range, 27% have an income of 41-50k, and 20% earn 51k or more. These demographic insights
provide a comprehensive overview of the study sample’s age, gender, and income distribution, which are vital
for interpreting the research findings in a broader context.

4.3. Measurement Model. Table 4.2 shows, that the results indicate that Behavioural Intention (BI)
exhibits strong loading factors, ranging from 0.758 to 0.882, with a composite reliability (CR) value of 0.904
and Cronbach’s Alpha value of 0.858, indicating good internal consistency and reliability. The Average Variance
Extracted (AVE) value of 0.702 suggests that the indicators capture a substantial amount of variance in the
construct. Similarly, Facilitating Conditions (FC) shows high loading factors, ranging from 0.849 to 0.860, with
a CR value of 0.909 and Cronbach’s Alpha value of 0.867, indicating good reliability and internal consistency.
The AVE value of 0.714 indicates that the indicators collectively explain a significant amount of variance in
the construct. Price (PR) demonstrates strong loading factors, ranging from 0.847 to 0.864, with a CR value
of 0.914 and Cronbach’s Alpha value of 0.875, indicating high internal consistency and reliability. The AVE
value of 0.727 suggests that the indicators capture a substantial amount of variance in the construct. Personal
Innovativeness (PI) shows good loading factors, ranging from 0.811 to 0.873, with a CR value of 0.898 and
Cronbach’s Alpha value of 0.848, indicating good internal consistency and reliability. The AVE value of 0.688
suggests that the indicators explain a moderate amount of variance in the construct (KOLLLS et.al 2024).

The PLS analysis reveals that all four constructs, namely Behavioral Intention, Facilitating Conditions,
Price, and Personal Innovativeness, exhibit strong indicator loadings, indicating that the chosen indicators are
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Table 4.2: Results of Confirmatory Factor Analysis for the Measurement Model

Scalable computing measurements
Construct | Indicator | Loading Factor | CR | Cronbach’s Alpha | AVE
0.758
0.851 0.904 0.858 0.702
0.855
0.882
0.849
0.835 0.909 0.867 0.714
0.837
0.860
0.847
0.848 0.914 0.875 0.727
0.864
0.851
0.811
0.811 0.873 0.898 0.848 0.688
0.844
0.786

[y

BI

FC

PR

PI

W N R WN R WN R R WN

reliable and adequately represent their respective constructs. The high values of CR and Cronbach’s Alpha for
each construct further confirm the internal consistency and reliability of the measurement items. Additionally,
the AVE values indicate that the constructs capture a significant amount of variance, supporting their convergent
validity (Bommagani, N. J et.al 2024).

The findings suggest that the research model is well-supported by the data and provides a reliable basis for
understanding the relationships between the constructs. The indicators for each construct have demonstrated
satisfactory reliability and validity, enhancing confidence in the study’s results shown in table 4.2.

Overall, the PLS analysis provides a robust assessment of the measurement model and establishes the foun-
dation for the subsequent evaluation of the structural model. The study’s results can serve as a valuable reference
for understanding the factors influencing consumers’ adoption intentions regarding electric two-wheelers, with
facilitating conditions, price, and personal innovativeness playing crucial mediating roles in shaping consumer
behaviour in this context.

4.4. Fornell-Larcker criteria. The correlation matrix reveals the relationships between the constructs
Behavioural Intention (BI), Facilitating Conditions (FC), Personal Innovativeness (PI), and Price (PR) in the
context of electric two-wheeler adoption. Table 4.3 shows Behavioural Intention shows strong positive corre-
lations with Facilitating Conditions (0.838), indicating that higher perceived facilitating conditions contribute
to a greater intention to adopt electric two-wheelers. Additionally, it has moderate positive correlations with
Personal Innovativeness (0.504) and Price (0.606), suggesting that consumers’ personal innovativeness and price
perceptions influence their behavioral intention to adopt electric two-wheelers. Facilitating Conditions exhibits
strong positive correlations with Personal Innovativeness (0.723) and moderate positive correlation with Price
(0.762), implying that personal innovativeness and price perceptions may influence consumers’ perceptions of
facilitating conditions and adoption intention. Personal Innovativeness has a moderate positive correlation
with Price (0.719), indicating that consumers with higher personal innovativeness may also be influenced by
price perceptions in their adoption intention. Overall, the correlation matrix highlights the importance of fa-
cilitating conditions, personal innovativeness, and price in shaping consumers’ adoption intentions for electric
two-wheelers.

4.5. Structural Model. We assess the structural model’s validity and performance using three essential
metrics: the significance level of path coefficients, the variance explained (R2), and the Q2 value for predictive
relevance in the path model (Hair, 2014). T-values were computed with 5000 resamples through bootstrapping
using both one-tailed and two-tailed distributions (Ringle, 2016). The detailed outcomes of the PLS-SEM
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Table 4.3: Results of Fornel-Larcker Criteria

Construct BI FC PI PR
BI 0.838
FC 0.546 | 0.845
PI 0.504 | 0.723 | 0.829
PR 0.606 | 0.762 | 0.719 | 0.853

Table 4.4: Outcome analysis of structural model Assessments

Path-coefficients | Standard Beta | t-value f2 P values | Hypothesis validation
FC->BI 0.418 8.520 | 0.303 0.000 Supported
PI->BI 0.200 4.233 0.127 0.000 Supported
PR->BI 0.421 4.313 | 0.104 0.000 Supported
FC->PI->BI 0.417 5.128 | 0.178 0.000 Supported
PR->PI->BI 0.402 4.129 0.166 0.000 Supported

[P11] [Pi2] [P13] P14
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Fig. 4.1: Proposed Model

analysis are presented in Table 4.4 and visually represented in Figure 4.1.

The path coefficients in the structural model, along with their associated standard beta values, t-values, {2
effect sizes, and p-values, provide insights into the relationships between constructs in the context of electric
two-wheeler adoption. The path from Facilitating Conditions (FC) to Behavioural Intention (BI) has a sig-
nificant positive coefficient of 0.418 (t-value = 8.520), indicating that higher perceived facilitating conditions
positively influence consumers’ behavioural intention to adopt electric two-wheelers. Similarly, the path from
Personal Innovativeness (PI) to BI has a positive coefficient of 0.200 (t-value = 4.233), suggesting that con-
sumers’ personal innovativeness plays a role in shaping their adoption intention. The path from Price (PR)
to BI also shows a significant positive coefficient of 0.421 (t-value = 4.313), indicating that price perceptions
influence consumers’ adoption intention. The combined effect of FC and PI on BI, as indicated by the path
FC->PI->BI (0.417, t-value = 5.128), highlights the mediating role of personal innovativeness in the relation-
ship between facilitating conditions and adoption intention. Similarly, the path PR~->PI->BI (0.402, t-value
= 4.129) underscores the mediating effect of personal innovativeness in the relationship between price and
adoption intention. Overall, these findings validate the hypothesized relationships and support the significant
impact of facilitating conditions, personal innovativeness, and price on consumers’ behavioural intention to
adopt electric two-wheelers.
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Examination of the measurement model demonstrates that all coefficients align with the tested model
outcomes, confirming the strength and reliability of our findings.

5. Discussions, Implications, and limitations.

5.1. Discussion of findings. The path coefficients and their respective standard beta values and t-
values provide valuable insights into the relationships within the research model. Notably, the path from
Facilitating Conditions (FC) to Behavioural Intention (BI) demonstrates a substantial coefficient of 0.418,
indicating a strong positive influence. This is further supported by a high t-value of 8.520, which is statistically
significant at a p-value of 0.000. The effect size (f2) of 0.303 suggests that Facilitating Conditions explain
around 30.3% of the variance in Behavioural Intention. Similarly, the path from Personal Innovativeness (PI)
to Behavioural Intention (BI) exhibits a positive impact with a coefficient of 0.200, validated by a significant
t-value of 4.233 (p-value = 0.000). The effect size (f2) of 0.127 indicates that Personal Innovativeness accounts
for approximately 12.7% of the variance in Behavioural Intention. Additionally, the relationship between Price
(PR) and Behavioural Intention (BI) is noteworthy, as the path coefficient is 0.421, supported by a significant
t-value of 4.313 (p-value = 0.000). The effect size (f2) of 0.104 suggests that Price explains about 10.4% of the
variance in Behavioural Intention. Moreover, the indirect paths, FC->PI->BI and PR->PI->BI, also exhibit
substantial effects on Behavioural Intention. The former has a coefficient of 0.417, a t-value of 5.128, and an
effect size (f2) of 0.178, while the latter shows a coefficient of 0.402, a t-value of 4.129, and an effect size (£2)
of 0.166. These findings collectively support the hypotheses formulated and confirm the role of Facilitating
Conditions, Personal Innovativeness, and Price in mediating the relationship between individual constructs and
Behavioural Intention. The results underscore the significance of these factors in shaping consumers’ intentions
towards adopting electric two-wheelers, thereby contributing to our understanding of the complex dynamics
driving consumer behaviour.

5.2. Theoretical implications. The confirmed positive impact of Facilitating Conditions on Behavioral
Intention emphasizes the importance of accessible charging infrastructure, government incentives, and after-
sales support services in facilitating the adoption of electric two-wheelers. This underscores the significance
of external support systems in encouraging individuals to embrace this innovative mode of transportation.
Similarly, the established link between Personal Innovativeness and Behavioral Intention underscores the role
of individual characteristics in driving the adoption process. The higher propensity of innovative individuals
to adopt new technologies highlights the psychological dimension of technology acceptance. Furthermore, the
study’s affirmation of the relationship between Price and Behavioral Intention highlights the critical influence of
cost considerations in the decision-making process. As electric two-wheelers may entail higher upfront costs, the
provision of financial incentives and subsidies emerges as a crucial driver in fostering adoption intentions. This
underscores the economic implications of pricing strategies on consumer behavior in the context of eco-friendly
transportation alternatives.

The mediating roles of Facilitating Conditions, Personal Innovativeness, and Price in shaping the relation-
ship between individual constructs and Behavioral Intention provide a nuanced perspective on the underlying
mechanisms of technology adoption. This offers a more comprehensive understanding of the complex interplay
of factors that drive consumers’ intentions towards adopting electric two-wheelers. Overall, the theoretical
implications of this study contribute to the advancement of consumer behavior theories by substantiating the
role of specific determinants and their interconnections in influencing technology adoption. These findings
offer valuable insights for researchers, policymakers, and practitioners seeking to promote sustainable and eco-
friendly modes of transportation, and they provide a foundation for the development of targeted strategies to
encourage the adoption of electric two-wheelers in various contexts.

5.3. Operational significance. The outcomes of this study hold valuable managerial implications that
can guide decision-making and strategy formulation for stakeholders in the electric two-wheeler industry, gov-
ernment bodies, and marketing professionals. Firstly, recognizing the pivotal role of Facilitating Conditions in
driving consumers’ intentions to adopt electric two-wheelers, industry players should focus on enhancing the
availability and accessibility of charging infrastructure. Collaborative efforts with governments and other rele-
vant stakeholders are essential to establish a robust network of charging stations, thereby alleviating concerns
related to range anxiety and enhancing the overall appeal of electric two-wheelers.
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Secondly, acknowledging the influence of Personal Innovativeness on adoption intentions, marketing ef-
forts can be tailored to appeal to innovative individuals. Highlighting the technological advancements, unique
features, and environmental benefits of electric two-wheelers can resonate with this segment of consumers. Cus-
tomized marketing campaigns that emphasize the innovative aspects of these vehicles can attract early adopters
and technology enthusiasts. Furthermore, the demonstrated impact of Price on adoption intentions suggests
the importance of price-related strategies. Manufacturers and policymakers can explore options to make elec-
tric two-wheelers more economically viable, such as providing financial incentives, subsidies, and affordable
financing options. Transparent pricing information and cost-benefit comparisons with conventional vehicles
can help alleviate price-related concerns and stimulate adoption.

Moreover, the mediating roles of Facilitating Conditions, Personal Innovativeness, and Price underscore the
interconnected nature of these determinants. This implies that an integrated approach is crucial for a successful
adoption strategy. Synergistic efforts that address multiple factors simultaneously, such as providing financial
incentives while also improving charging infrastructure, can create a conducive environment for higher adoption
rates. In conclusion, the managerial implications of this study underscore the importance of collaborative efforts,
innovative marketing strategies, and pricing interventions to promote the adoption of electric two-wheelers. By
leveraging these insights, stakeholders can play an active role in shaping consumer behaviour and driving the
widespread acceptance of eco-friendly transportation alternatives.

5.4. Limitations and suggested study. The study’s provides pivotal perspectives into the determi-
nants of consumers’ adoption intentions towards electric two-wheelers, yet its scope is not without limitations.
The predominantly student-based sample and cross-sectional design may restrict generalizability and causal
inferences. Social desirability bias could influence self-reported data accuracy. Future research avenues in-
clude longitudinal analyses for a deeper understanding of adoption behaviour, qualitative approaches for richer
insights, and comparative studies to uncover unique adoption drivers. Additionally, investigating policy im-
pacts, alternative theoretical frameworks, and mediating factors could enhance our comprehension of electric
two-wheeler adoption. Acknowledging these limitations while pursuing these future directions will offer a more
comprehensive and refined perspective on sustainable transportation adoption dynamics.

6. Conclusion. In conclusion, this study sheds light on the intricate landscape of consumers’ adoption in-
tentions regarding electric two-wheelers. Through a meticulous exploration of the interplay between facilitating
conditions, price, personal innovativeness, and behavioural intention, we have unveiled significant insights that
contribute to both academia and industry. The robustness of our findings, supported by rigorous statistical
analysis, underscores the relevance of these factors in shaping consumer behaviour. While limitations exist, such
as the sample composition and cross-sectional design, our study paves the way for future research endeavours.
The implications drawn from our findings offer valuable guidance for practitioners and policymakers seeking to
promote the adoption of sustainable transportation options. As electric mobility continues to gain momentum,
our study serves as a steppingstone towards a more sustainable and eco-friendly future, where the adoption of
electric two-wheelers plays a pivotal role in transforming urban transportation landscapes.
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IDENTIFYING CROP DISTRESS AND STRESS-INDUCED PLANT DISEASES USING
HYPER SPECTRAL IMAGE ANALYSIS

BYUNGCHAN MIN*

Abstract. The purpose of this study is to determine whether hyper spectral images can be used to identify plant diseases
and crop pressure from aerial photographs. With extensive research on the prevalent methods used closer to the problem, this
study offers a potent strategy for identifying crop distress and illnesses using this efficient imaging technique. To identify the
spectral fingerprints of common indications and symptoms of plant diseases and crop strains, this study evaluates the available
hyper spectral photo datasets. After that, the data are examined using two learning algorithms—the highly randomized trees and
the Random Woodland set of rules—to create predictions that are entirely dependent on the results that are discovered. In the end,
a benchmarked set of test statistics is used to assess the prediction accuracy. The results of this study show that hyper spectral
photo evaluation has a strong and promising utility for crop stress and disease identification. Hyper spectral light evaluation is a
method for identifying plant diseases caused by strain on crops. By gathering and evaluating high-dimensional spectral reflection
data from satellite or aircraft structures, details regarding the physiological homes of flowers can be identified. The health of
plants, illnesses brought on by stress, and agricultural productivity predictions can all be made using these facts. Hyper spectral
recordings can also be used to create actions that reduce agricultural losses and enhance the health of plants that are prone to
disease.

Key words: Hyper Spectral Images, Crop Pressure, Plant Disease, Accuracy, Crop Pressure.

1. Introduction. To develop effective management measures to provide wholesome and nutritious meals,
it is essential to be able to identify plant diseases caused by stress and crop distress [1]. A useful tool for
accurately identifying differences in agricultural fields, identifying capacity problems, and implementing manual
interventions to reduce illness and suffering is hyper spectral picture analysis. In classical distant sensing,
detection is a mission because the effects of crop stressors and illnesses can be reasonably localized in a place
or even within an individual’s plant life [2]. Accurate identification and categorization of stressors and illnesses
is made possible by the precise statistics that hyper spectral photo analysis may provide regarding differences
in reflectance among healthy and harmful flora. The acquisition of hyper spectral images at many wavelengths
marks the beginning of the evolution of multispectral imaging [3]. By merging this data with other statistical
resources, such as topography, soil composition, vegetation indices, and other spectrum records, correlations
between spectral responses, stressors, and illnesses in the target area can be found. Reliable information
is provided by hyper spectral photo analysis, which may help farmers make well-informed decisions on crop
management [4]. These data can be utilized to identify problem locations, identify possible illnesses, and develop
strategies to lessen negative effects, which will increase yield potential [5]. It is fascinating and ground-breaking
to discover that hyper spectral photo analysis can be used to detect plant diseases and crop distress. It has the
potential to completely transform modern agriculture by enabling farmers to anticipate crop fitness issues before
they arise and support them in taking the necessary action to address them [6]. Hyper spectral picture analysis,
which combines artificial intelligence with sophisticated satellite photography, is able to detect, as it should, the
telltale indicators of illness and suffering in flowers. After that, models anticipating the likelihood of favorable
crop fitness issues are developed using this information [7]. With these details at hand, farmers may more
effectively time their spraying and planting operations to guarantee the success of their crops. Furthermore,
by using this knowledge, farmers can reduce the quantity of resources required for crop production, including
fertilizers, water, and insecticides, thereby lowering expenses. Additionally, research and development of new
and extremely effective disorder prevention approaches may be traced back to this era [8]. This invention
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would help to improve crop fitness as well as lessen significant financial losses brought on by crop losses and
illnesses. That is especially useful in underdeveloped nations because crop diseases are more common and
their destruction has a substantial effect on people’s ability to support themselves. Hyper spectral picture
analysis would close the infrastructure gap that these countries often have in order to provide crop health
tracking [9]. All things considered, hyper spectral photo analysis can transform contemporary agriculture by
raising awareness of pressure-induced plant illnesses and crop distress. It can be applied in numerous unique
areas where crop fitness is essential and provide valuable resources to both farmers and researchers [10]. It
has the potential to have a very good impact on farming’s future and sustainable farming methods. The main
contribution of the research has the following,

* Enhance a set of guidelines for hyper spectral photo evaluation that accurately determines plant illnesses
caused by strains and crop distress.

* The introduction of an automated method for the quick identification and classification of plant illnesses
caused by strain and crop suffering; the use of computerized guide vector machines to advance and
rectify the identification of plant illnesses caused by strain and crop suffering.

These approaches include reduced pesticide programmers, improved soil fertility control, and advanced irrigation
timing. Farmers may minimize yield loss due to plant pressure and make educated decisions about crop
management with the help of this evaluation.

2. Materials and Methods. A common condition brought on by fungal contamination of the wild rocket
plant is early detection of a wild rocket using hyper spectral picture-based fully machine learning, which makes
use of hyper spectral imaging and gadget-learning-to-know algorithms to identify the presence of the fungus
[11]. The technique helps vector machines detect the fungus and determine the extent of infection by combin-
ing hyper spectral photography with algorithms such as clustering and supervised and unsupervised learning
[12]. In order to reduce the disorder’s impact on plant productivity, control strategies, such as implement-
ing preventive measures or planning fungicide treatments, can be informed by this early detection strategy.
Utilizing aircraft or satellite-based total stations, far-reaching sensing of biotic strains in crop blossoms helps
identify the signs of biotic strains (i.e., pests or disease) in plants [13]. Using this technology, one may find
the location, spread, and presence of a pest or disease inside a field. With this knowledge, the pest or disease
can subsequently be controlled, for example, by using fungicides or pesticides, or by adopting other measures
to stop it from spreading. Farmers can make sure they’re only applying the right number of sources to solve
the issue by keeping an eye on the crop’s biotic pressure [14]. By reducing undesirable pests and diseases,
it helps guarantee that crop output is optimized. Promising fields of disease prognosis now include superior
packages of Raman and floor-greater Raman spectroscopy (SERS) in plant illness diagnosis. The analysis of
plant tissue for biochemical components suggestive of vegetative diseases is becoming more and more common
using these approaches. Utilizing Raman spectroscopy, researchers have identified disease-specific biomarkers
from pigments and metabolites that may be present in plant tissue [15]. Similar to this, SERS has been used
to examine the biochemical composition of plant tissue; yet, it works particularly well for identifying trace
biochemical substances such illness-specific proteins [16]. It has been demonstrated that this approach is a kind
way to identify illnesses in flowers, even in the initial stages of infection. Without the need for complicated
laboratory procedures or pattern preparation, Raman and SERS spectroscopy provide quick, non-destructive,
and valuable investigation of biochemical’s unique to disorders. As a result, these methods are now well-known
for their ability to identify early illnesses in flowers.

One way to read the effects of salinity on a wheat boom and photosynthesis is to estimate growth and
photosynthetic activities of wheat grown in simulated saline subject settings using hyper spectral reflectance
sensing and multivariate assessment. Wheat boom and photosynthetic qualities are measured using hyper
spectral reflectance sensing, which detects the amount of light reflected off the plants over a wide range of
salinity levels. The reflectance statistics are then examined using multivariate analysis to determine how salinity
affects wheat growth and photosynthesis [17]. This approach has the potential to improve our understanding
of how saline region conditions affect crop health and yield, as well as to develop more sensible and affordable
crop management strategies to support agricultural manufacturing in these environments. A system that uses a
unique imaging generation to gauge the health and growth of flora is tracking and screening plant populations
using blended thermal and chlorophyll fluorescence imaging. In order to monitor changes in the flora, the
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imaging generation uses heat and chlorophyll fluorescence readings [18]. Stress ranges, leaf temperature, and
photosynthetic efficiency can all be determined using those data. The information can be used to inform
decisions about crop management, including the usage of fertilizer and irrigation. Following the thorough
examination mentioned above, the following problems were found. They are,

* Limited availability of hyper spectral image data: To reliably diagnose crop distress and stress-induced
plant diseases, hyper spectral image analysis needs a lot of data. It can be expensive and time-
consuming to obtain hyper spectral images, which makes it challenging to gather enough information
for analysis.

Complex data analysis methods: A thorough understanding of data analysis methods and algorithms
is necessary for the interpretation of hyper spectral pictures. From hyper spectral photos, crop distress
and plant illnesses can be identified using complex mathematical models, statistical analysis, and pat-
tern recognition algorithms. It is difficult for academics and practitioners without specialized knowledge
to employ hyper spectral image analysis for agriculture applications because of its complexity.
Absence of standardized protocols: At the moment, hyper spectral image analysis in agriculture lacks
a standardized protocol. It can be challenging to compare and reproduce studies since different re-
searchers and organizations may use different approaches and techniques. The broad use and integration
of hyper spectral image analysis in agricultural activities is hampered by this lack of standardization.
Dependency on ground truth data: Ground truth data is required for calibration and validation in
order to correctly identify crop distress and plant diseases from hyper spectral images. However, as it
necessitates physical crop inspection and sampling, gathering ground truth data can be difficult and
time-consuming.

The use of hyper spectral imaging technology for precise and timely diagnosis of crop distress and stress-induced
plant illnesses is what makes the research on "Identifying Crop Distress and Stress-Induced Plant Diseases Using
Hyper spectral Image Analysis” innovative. The use of hyper spectral imaging, which entails recording and
analyzing a wide variety of wavelengths to gather comprehensive spectral information about an object or scene,
is one of the study’s innovative features. In this study, the spectral signatures of plants under various stress
circumstances are captured using hyper spectral imaging. When compared to conventional imaging methods
or visual inspection, the usage of this sophisticated imaging approach provides a more thorough and accurate
investigation of crop conditions.

2.1. Proposed Model. The study deals with the detection of crop distress, which is defined as any
irregularity or departure from a crop’s ideal condition of health. The study intends to identify and categories
several types of suffering, such as nutrient deficits, water scarcity, pest infestations, herbicide damage, or
physical injuries, by analyzing hyper spectral photos. Swift and precise identification of these stressors can
assist farmers in promptly implementing corrective measures, potentially reducing agricultural yield loss and
maximizing resource utilization. This proposed device will be aware of crop distress and strain-caused plant
diseases by employing hyper spectral image analysis. The system may be able to recognize and analyze plant
life’s indicators and symptoms as needed. Images will be examined, and certain criteria will be applied to
distinguish between nutritious and unhealthy crops. The system might be able to identify a wide range of
indicators of crop distress, such as infections, nutritional deficiencies, and drought pressure. It will also shed
light on the nature and gravity of the issue. With its comprehensive and targeted study of crop health, the
tool will help farmers identify solutions and implement the best possible control measures. The computer will
identify and evaluate plant life indices from field and satellite photos using device-studying algorithms.

Hyper spectral image dataset: This refers to a collection of digital images that have captured information
across hundreds of narrow and continuous spectral bands [19]. These images are used to study the
composition, structure, and characteristics of objects and materials on the Earth’s surface.

Separating the data: The first step in working with a hyper spectral image dataset is to separate the data into
training, validation, and testing sets. This is important to ensure that the final model is trained on a
diverse set of data and can perform well on unseen data.

Deep learning model: In order to analyze the hyper spectral image dataset, a deep learning model is used.
This type of model uses multiple layers of artificial neural networks to learn and extract features from
the images. These features are then used to classify and map the objects and materials in the images.
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Fig. 2.1: Proposed architecture diagram

Training module: The deep learning model is trained on the training set of the dataset. During the training
process, the model adjusts its parameters based on the input data in order to improve its performance
and increase accuracy.

Validation module: After training the model, it is validated on the validation set. This set of data is used
to evaluate the performance of the model and make any necessary adjustments before finalizing the
model.

Performance metrics: To measure the performance of the model, different metrics are used such as accuracy,
precision, and recall. These metrics help to assess the model’s ability to correctly identify and classify
objects and materials in the images.

Visualization: After the model has been trained and validated, the final step is to visualize the results.
This is done by mapping the classified objects and materials back to the original hyper spectral image,
creating a visual representation of the data. These visualizations can provide valuable insights and help
to identify patterns and trends in the data. By following these sequential operations, hyper spectral
image datasets can be effectively analyzed and used for various applications such as environmental
monitoring, urban planning, and agriculture.

2.2. Pre-processing. The spectral unmixing techniques used pre-processing. This technique involves
separating the mixed signals obtained from different tissues or components within an image, and then analyzing
each component individually. This allows for a more accurate and detailed understanding of the underlying
tissue structures and biochemical compositions, which is essential for effective disease diagnosis. Plant disease-
induced stress and crop distress can be perceived by hyper spectral image analysis. Vegetation indices in
the spectral indices are used to study plant fitness and cover reflectance. One such popular metric is the
Inexperienced Plant Life metric.

P=0xv (2.1)

1
P:i*wO?’*v (2.2)
The energy of photosynthetic interest has been measured by GVI using the near-infrared and inexperienced
spectrum bands. The plant is healthier the higher its GVI value. Another widely used indicator to gauge
vegetation reflectance is the Normalized Difference Plants indicator. It indicates the amount of green vegetation



4522 Byungchan Min

that is present and is far from the red and near-infrared wavelengths.
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Pressure and plant fitness can also be measured via hyper spectral image evaluation. For instance, a number of
spectral indices, the Warmth Strain Index, and the Water Stress Index were created. Whereas the HSI gauges
the temperature stress experienced by vegetation, the WSI measures the relative water content of the material
in vegetation. By measuring those indices, one may build a clear picture of crop fitness.

2.3. Feature Extraction. Spectral Imaging technique used in medical imaging for capturing and analyz-
ing detailed information about the chemical, physical, and biological properties. It involves the acquisition of
multiple images at different wavelengths of the electromagnetic spectrum. The application of hyper spectral
image analysis and information-driven algorithms, such as deep learning and convolutional neural networks,
are covered in the paper. These algorithms are aware of plant diseases by extracting important features from
hyper spectral photos of flowers and using the information to identify certain diseases and crop distress.

op ={01,02,03......,0,} (2.5)

Po ={P1,P2,P3-ccs P} (2.6)

The hyper-spectral image analysis of vegetation for the purpose of identifying illnesses was done right away on
two distinct types of vegetation, wheat and maize, according to the authors’ documentation. The Radiometric
Normalization Tree method (RN-TREE) was used to handle the data gathered from hyper spectral images
measurements of diverse pressures on various plant styles.

DS% — >~ Classfrequency x scoreofclass

100 2.7
tota In umbero fplants x Maximumscore % 27)

1(0) = Zl@wyi) + ZU (fx) (2.8)
: K

By applying these criteria, the reflectance spectra were improved and the statistical noise and artifacts were
diminished. CNNs are discussed by the writers as a means of classifying crop kinds and diagnosing diseases in
the interim.

U=o0p,+po (2.9)
U ={01,02,03.......; 04 } + {p1, P2, P35y Db } (2.10)
U, = Zox(p_l) + Py(p—1) (2.11)

p=1

The CNNs were taught to categories crop varieties and identify prompted regions using datasets produced from
hyper spectral photos. It made it possible to correctly forecast the state of the tree in the image, and the
authors note that the use of deep learning improved the model’s accuracy
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2.4. Detection. Spectral wavelength detection technique has used to detect the parts in an image. The
algorithm initializes i = 0 and begins with an initial graph G0. After that, it applies the coarsening procedure
and increases i by 1 to create a new, coarser graph, Gi. The graph’s overall structure is maintained despite
fewer vertices and edges are present thanks to the coarsening process. Next, the method determines whether
the graph is sufficiently small to be divided into k subsets. If not, it moves on to the next stage, where it uses
the current graph Gi to initialize a partition Pi using an initial partitioning technique.

p(0) = p1(0) * pa(0) (2.12)

o(p) = 01(p) * 02(p) (2.13)

The approach uses the Tubu refinement algorithm, a local search algorithm, to enhance the quality of the
partition after obtaining the initial partition Pi. In order to optimize for a certain objective function, this
refinement procedure iteratively shifts vertices between subsets. Subsequently, the algorithm begins the un-
coarsening process by decreasing i by 1. The refined partition Pi+1 is retrieved from the coarser graph Gi using
the uncoarsening function, and the Tubu refinement procedure is then applied once more to further enhance the
partition quality. Until i > 0, this cycle of coarsening, first partitioning, and Tubu refinement is repeated. The
method progressively returns the partition to the original network by refining it on a coarser graph generated
from the previous iteration at each iteration.

U= {p(o)—i—o(p)} (2.14)

o(p,0)

v {(pl(o) % p2(0)) + (01(p) * 02(19))} (2.15)

p(p,0) * o(p,0)

Finally, when i become 0, the algorithm terminates and returns the final partition. Overall, this technique
steadily reduces the size of the input graph and enhances the quality of the partition by combining coarsening,
initial partitioning, and Tubu refining. While the Tubu refinement approach seeks to optimize the partition
quality by iteratively moving vertices across subsets, the coarsening procedure helps to reduce computational
cost by operating on a smaller graph.

2.5. Classification. A wide range of spectral band classification technique is used in hyper spectral picture
analysis, which is concerned with recognizing strain-induced plant diseases and crop distress, to assess the
reflectance intensity of items within the analyzed discipline scene. The discovered reflectance data is utilized to
predict the kind, quantity, and presence of stress or other material that the plant and plant life are problematic
for.

p(0) = {01 *p1(0) + O2 % p2(0) + ... + P, x 05(p)} (2.16)

0= / (p1 % po) (2.17)

—1 Y(p1* Po)

01(p) = {x(pl)} (2.18)

y(p1)

Two key elements of the hyper spectral photo analysis system are a suitable imaging sensor and advanced
processing algorithms. The computer is able to carry out a thorough assessment and evaluation of the scene
since the imaging sensor records a variety of spectral bands. In reflectance mode, the spectral bands are
employed to precisely quantify the light depth, producing images that contain a multitude of environmental
recordings. The algorithms employed in the hyper spectral image analysis often use supervised machine learning
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techniques. The process entails training the algorithm on a database that contains a vast number of manually
annotated samples from various spectral bands. The regions inside the picture that include stress classes are
identified by the resulting classifier. It uses the reflectance reflections of the spectral bands to make a statistical
classification. The proposed algorithm has shown in the following:

Proposed Algorithm

Step.1 | INPUT: HIS Images;

Step.2 | INITIATE Pre Processing ( );

Step.3 | EXT_SF.Features ( ); // Extract the
spatial features

Step.4 | FEATURE SEL ( ); Perform feature se-
lection

Step.5 | DETERMINE_ Features ( );

Step.5 | COM_ Spatial Correlation;

Step.6 | GEN_REP_ Bands;

Step.7 | COM__OPT_ Feature Weights;

Step.8 | Begin

Step.9 | If Ay, > G,

Step.10| A=Ay;
Step.11| Else
Step.12| A=Cy;
Step.13| End

. Input: The first step in the sequential operation is to input the High-resolution Images (HIS Images)

into the system. These images can be aerial or satellite images that capture a particular area.

. Initiate Pre-Processing: Once the images are imported, the system will go through a pre-processing

step to clean and enhance the images. This may include removing noise, correcting distortions, and
adjusting the contrast and brightness.

. Extract Spatial Features (EXT_SF): Next, the system will extract spatial features from the pre-

processed images. These features are characteristics of the recorded landscape, such as land cover,
land use, or terrain elevation.

. Feature Selection (FEATURE SEL): In this step, the system will determine the most relevant features

to use for the analysis. This can be based on factors such as data quality, importance, and correlation
with the target variable.

. Determine Features (DETERMINE_Features): After selecting the appropriate features, the system

will use statistical or machine learning techniques to determine the specific features that contribute the
most to the final analysis.

. Compute Spatial Correlation (COM__ Spatial Correlation): The system will then calculate the spatial

correlation between the selected features and the target variable. This helps to identify which features
have the strongest relationship with the target variable.

. Generate Representative Bands (GEN__REP_ Bands): Based on the selected features and their correla-

tion with the target variable, the system will generate representative spectral bands that best represent
the features.

. Compute Optimal Feature Weights (COM__OPT _Feature Weights): In this step, the system will

compute the optimal weights for each feature based on their importance and contribution to the target
variable. These weights are crucial in determining the overall accuracy of the analysis.

Overall, this operation aims to extract, select, and compute the most relevant features and their weights to
perform accurate analysis and modeling using the HIS Images.

3. Results and discussion. The device might provide a thorough examination of the entire crop devel-
opment cycle, from planting to harvesting. Additionally, the system is accurate in detecting the presence of
bacterial and fungal infections that affect plants. It will be able to distinguish between healthy plants and
those that are afflicted with illness. Analyzing the symptoms in flowers, such as stunted growth, yellowing or
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Fig. 3.1: Computation of disease incidence

withering leaves, discoloration, and more, will finish it. Consequently, farmers can also receive tips from the
device regarding how to address the issue and keep it from becoming routine. Farmers will be able to use the
information produced by the system to optimize their crop management techniques. It may result in increased
crop fitness and yields. Here the matlab r2023 b is the simulation tool used to execute the results.

3.1. Disease Incidence. Hyper spectral photo analysis identifies plant diseases brought on by pressure
and crop distress. This method is mainly predicated on the understanding that every type of crop or plant
exhibits a distinct set of spectral properties. Determining the types of light that are contemplated makes it
much easier to identify the existence of particular illnesses. The technique is based on spectral unmixing, which
is splitting one unmarried hyper spectral image into many images representing distinct plant additives (e.g.,
water, additives, and chlorophyll). Fig. 3.1 shows the computation of disease incidence.

By examining each image in a sequence, spectral signatures that indicate the existence of different ranges
of strain. It is also possible to determine the type and quantity of strain that is present, along with other
important variables like ammonia levels and other minerals, by analyzing the spectral signature of a particular
plant. In addition, the technique can identify pests and disease vectors in a specific area. In the end, hyper
spectral image analysis is utilized to create predictive models that support the tracking of the overall health
status of plantations and surrounding surroundings.

3.2. Selectivity (Cr). Crop monitoring is made possible via hyper spectral image evaluation for a variety
of crops, including soybean, maize, and wheat. In this type of photo analysis, multiple wavelengths are tracked
in order to identify exceptional compounds that enable the detection of crop illnesses and stress. It should be
possible for the photo analysis to distinguish between different types of crop pressure, such as dietary stress,
water loss, cold, pests, and viral or fungal diseases. Selectivity is one of the essential components of this photo
evaluation. The capacity to distinguish between distinct plant forms in a picture is known as selectivity. Usually,
this is accomplished by first segmenting the image into distinct classes (such as wheat, maize, and soybeans),
and then use a variety of algorithms to identify the crop varieties represented in each class. Fig. 3.2 shows the
computation of selectivity

Furthermore, the selection needs to take into account the fluctuations in the crop’s pressure response under
specific environmental variables, such as temperature, drought, and other factors. The wavelength ranges used
and the spectral choice are two distinct crucial components of selectivity. Since the decision is multiplied, an
outstanding photo evaluation must be able to honestly distinguish between various floral styles utilizing the
spectral range. Accuracy must also increase. Along with reflectance and absorptance, selectivity also needs to
take mild transmission into account.

3.3. True Positive Reflectance. The number of successful version predictions of crop distress and disease
symptoms made using the Hyper Spectral photo evaluation machine is first calculated, and the number of hit
predictions is then divided by the total variety of observations to determine the proper tremendous rate of
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Fig. 3.3: Computation of true positive reflectance

hyper spectral image analysis used in identifying Crop distress and strain-prompted Plant sicknesses. The
actual fantastic charge or percent rating is obtained by converting the achievement rate. The device has been
more accurate in identifying crop distress or disease symptoms when the TPR is higher. Fig. 3.3 shows the
computation of true positive reflectance.

The TPR is compared to other metrics, such as accuracy, precision, take into account, and the F1 score,
in order to assess a device’s correctness. The appropriate enormous fee is also employed to assess the degree
to which a device misidentifies signs and symptoms of crop distress or disease. The number of times the
computer correctly classifies a healthy crop as wholesome, divided by the total number of healthy plants, is
the appropriate inadequate charge. This rate, which is usually given as a percentage, indicates how well the
algorithm determines what constitutes a wholesome crop.

3.4. Frequency distribution. The choice of the hyper spectral photo and the degree of floor fact informa-
tion accessible are the two primary factors that govern the accuracy in detecting crop distress and stress-induced
plant diseases in hyper spectral image evaluation. A higher resolution yields more significant distinct informa-
tion set when examining the hyper spectral pictures, which increases the likelihood of a thorough detection of
agricultural distress or burdened plant infections. Fig. 3.4 shows the computation of frequency distribution.

The large range of pixels in line with inches can define and change this resolution. Usually, high-resolution
photos have a pixel count of 50 or higher. Furthermore, the resolution is powered by the range of bands in the
facts set. More bands imply a more remarkable designated records set, which may yield more amazing records
on the scene’s spectral distribution.
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4. Conclusion. The hyper spectral image analysis will be used to diagnose plant diseases caused by strain

and crop suffering. Artificial intelligence is used in this contemporary method to improve agricultural methods.
This method treats flora diseases such as leaf spot, wilt, and illness-causing microbes utilizing hyper spectral
recordings from crop fields. Spectral information about vegetation in the visible and near-infrared range is
captured by special cameras, which are used to collect hyper spectral data. This data is then analyzed to find
changes in the plant and may identify anomalies that could indicate deficiencies or illnesses. This method can
assist farmers in identifying capacity problems before they cause significant harm, enabling them to address
the problem promptly and boost overall yield. Additionally, this approach is economical and an excellent tool
for monitoring vast areas without requiring an excessive amount of human resources.
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AN IMPROVED HYPER SPECTRAL IMAGING FOR ACCURATE DISEASE DIAGNOSIS
IN SUSTAINABLE MEDICAL ENVIRONMENTS

OK HUE CHO *

Abstract. Hyper spectral imaging (HSI) has emerged as a powerful technique for accurate disease diagnosis in medical
environments. It provides high-resolution images with detailed spectral information, making it possible to identify subtle differences
between healthy and diseased tissues. However, current HSI systems face challenges in terms of accuracy and efficiency, limiting
their widespread application in sustainable medical environments. To overcome these challenges, our team has developed an
improved HSI system that utilizes state-of-the-art spectral imaging technology and machine learning algorithms. This system is
capable of capturing and analyzing a wider range of spectral data, enabling more precise identification of disease-specific spectral
signatures. Furthermore, our system has been optimized to operate with minimal power consumption, making it environmentally
friendly and suitable for sustainable medical environments. The improved HSI system has been successfully tested in clinical
settings and has shown promising results in accurately diagnosing various diseases such as cancer, dermatitis, and cardiovascular
conditions. Its high accuracy and fast processing time make it a valuable tool for early disease detection and treatment planning.
Moreover, the ability to operate with low energy consumption makes it a sustainable solution for medical facilities in resource-
limited areas. In addition to its accuracy and efficiency, our improved HSI system is also user-friendly and can be easily integrated
into existing medical imaging systems.

Key words: Hyper spectral imaging, High Resolution, Tissues, Medical, Machine Learning, Accuracy

1. Introduction. Accurate disease diagnosis is critical in maintaining sustainable medical environments
as it plays a crucial role in providing effective and timely treatment to patients. In recent years, there has been
a growing emphasis on sustainable healthcare, which involves the use of resources to support the health and
well-being of present and future generations [1]. Accurate and timely disease diagnosis is a key component of
sustainable healthcare as it ensures efficient utilization of resources and reduces the burden on the healthcare
system [2]. One of the main benefits of accurate disease diagnosis in sustainable medical environments is
the proper identification and treatment of diseases [3]. It helps in providing targeted treatment and avoiding
unnecessary procedures, thereby reducing the cost of healthcare. Inaccurate or delayed diagnosis can result in
prolonged illness, increased hospital stays, and higher healthcare costs, making it essential to prioritize accurate
diagnosis [4]. Moreover, accurate disease diagnosis also contributes to sustainable healthcare by minimizing the
use of resources. Correct diagnosis helps in identifying the most appropriate treatment and reducing the need
for multiple treatments or hospitalizations. It also prevents the over prescription of medications, which can lead
to adverse effects on the environment [5]. Additionally, proper diagnosis can prevent the spread of infectious
diseases, ultimately reducing the overall healthcare burden. Another significant aspect of accurate disease
diagnosis in sustainable medical environments is the use of advanced technology [6]. With the advancement of
technology, healthcare professionals have access to more sophisticated and accurate diagnostic tools, such as
imaging techniques, genetic testing, and telemedicine. These tools not only aid in accurate diagnosis but also
reduce the need for invasive procedures, thereby reducing healthcare costs and minimizing the environmental
impact [7]. Moreover, accurate disease diagnosis is vital in promoting preventative care. By identifying diseases
at an early stage, healthcare providers can intervene early and potentially prevent the progression of the disease
[8]. This approach is not only beneficial for patients’ health but also for the sustainability of the healthcare
system as it reduces the need and cost of long-term treatment. The accurate disease diagnosis plays a crucial
role in maintaining sustainable healthcare environments [9]. It helps in optimizing the use of resources, reducing
healthcare costs, and promoting preventative care. With the continuous advancement of technology, it is crucial
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to prioritize accurate diagnosis to ensure the sustainability of healthcare for future generations [10]. The main
contributions of the research has the following,

o Cost-effective: HSI technology has the potential to reduce healthcare costs by eliminating the need for
multiple tests and procedures. It also reduces the need for invasive procedures, leading to cost savings
for both patients and healthcare systems.

e Environmental Sustainability: HSI has a lower impact on the environment compared to traditional
imaging methods. It does not require the use of chemicals or radiation, reducing the generation of
hazardous medical waste.

« Portable and Versatile: HSI devices are becoming more portable and affordable, making them suitable
for use in remote and underprivileged areas. This enables quick and accurate diagnosis in areas with
limited medical facilities, promoting sustainable healthcare.

e Improving Rural Healthcare: HSI has the potential to improve healthcare in rural and underdeveloped
areas. Its portable and non-invasive nature makes it suitable for use in mobile clinics, bringing medical
imaging and diagnosis to underprivileged communities.

¢ Promoting Preventative Care: By enabling early detection and accurate diagnosis, HSI technology pro-
motes preventative care and empowers individuals to take proactive steps towards their health. This
leads to a healthier population and reduced healthcare costs in the long run.

2. Materials and Methods. Accurate disease diagnosis is a critical aspect of sustainable medical envi-
ronments. It involves correctly identifying the underlying cause of an illness or health condition in order to
provide appropriate treatment and prevent further spread of the disease. However, there are several challenges
that make accurate diagnosis a daunting task in sustainable medical environments [11]. One of the main chal-
lenges is the lack of access to advanced diagnostic technology and facilities. Many developing countries and
rural areas face this issue, making it difficult to accurately diagnose diseases. This can result in misdiagnosis or
delayed diagnosis, leading to ineffective treatment and potential spread of the disease [12]. Another challenge
is the limited availability of trained medical professionals. In many developing countries, there is a shortage of
skilled doctors and healthcare workers who are trained in accurate disease diagnosis. This can lead to errors in
diagnosis and treatment, further exacerbating the spread of diseases [13]. Cultural and language barriers also
present challenges in accurate diagnosis. In some communities, there may be strong cultural beliefs or taboos
surrounding certain diseases, making it difficult for patients to provide accurate information about their symp-
toms [14]. Moreover, language barriers can make it challenging for healthcare professionals to communicate
effectively with patients, leading to miscommunication and potential misdiagnosis. There is also the issue of
over diagnosis and overtreatment [15]. In some cases, medical professionals may be influenced by financial inter-
ests or pressure to prescribe unnecessary tests or treatments, leading to unnecessary costs and potential harm
to patients [16]. The constantly evolving nature of diseases and their symptoms can also be a major challenge
in accurate diagnosis [17]. New diseases and strains may emerge, making it difficult for healthcare professionals
to keep up with the latest diagnostic methods and techniques. An accurate disease diagnosis in sustainable
medical environments is a complex process that faces numerous challenges [18]. To overcome these challenges,
it is important for governments and healthcare organizations to invest in advanced diagnostic technology train
and retain skilled medical professionals, and address cultural and language barriers. Collaboration between
different stakeholders and continuous education and research are crucial in ensuring accurate disease diagnosis
in sustainable medical environments [19].

The novelty of proposed research is the following;:

« Early Detection of Diseases: Hyper spectral imaging (HSI) has the ability to detect small changes in
tissue characteristics that are not visible to the human eye. This makes it possible to detect diseases
at an early stage, even before symptoms become noticeable. This leads to early treatment and better
disease management, resulting in improved patient outcomes and reduced healthcare costs.

e Accurate Diagnosis: HSI technology provides detailed and accurate information about the composition
of tissues and cells, allowing for more precise and accurate diagnosis of diseases. This reduces the
chances of misdiagnosis and ensures that patients receive the appropriate treatment.

e Non-invasive and Safe Method: HSI is a non-invasive and safe imaging technique, which means it does
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Fig. 2.1: Proposed model architecture

not involve any radiation exposure or use of contrast agents. This makes it a preferred choice for
patients who cannot undergo traditional imaging methods like X-rays or CT scans.

e Personalized Treatment Plans: By providing detailed information about the chemical and molecular
composition of tissues, HSI helps in developing personalized treatment plans for patients. This ensures
that the treatment is targeted towards individual needs, resulting in better treatment outcomes.

e Monitoring Treatment Progress: HSI can be used to monitor the progression of diseases and the
effectiveness of treatment. This allows for timely adjustments to treatment plans, leading to improved
patient outcomes.

2.1. Proposed Model. Hyper Spectral Imaging (HSI) can accurately identify and differentiate various
disease biomarkers in a patient’s body. By analyzing the spectral response of different tissues, HSI can detect
subtle changes in the composition and structure of cells that can indicate the presence of diseases. This helps
in early detection and accurate diagnosis of diseases, leading to better treatment outcomes. One of the main
functions of HSI is its non-invasive nature, which makes it a safer and more comfortable option for patients.
HSI does not require the use of contrast agents or ionizing radiation, which can have potential side effects. This
makes it an ideal imaging tool for patients in sustainable medical environments, where minimizing the use of
hazardous substances is a top priority. The architecture of proposed model has shown in the following fig. 2.1.

2.2. Pre-Processing. The spectral unmixing techniques used pre-processing. HSI can be used for medical
purposes, the collected data must undergo a series of pre-processing operations to ensure accurate and reliable
results. The first step in pre-processing HSI data is calibration. This involves correcting for any physical and
environmental factors that may affect the data, such as light sources, temperature, and noise.
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Calibration ensures that the data is accurate and consistent, which is crucial for disease diagnosis. The data is
corrected for atmospheric and spectral effects. HSI collects data from a wide range of wavelengths, which can
be affected by atmospheric conditions such as scattering and absorption.
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These effects may introduce noise or distortions to the data, so they must be corrected to accurately reflect the
desired tissue properties.HSI can be used to guide surgeons during procedures by providing real-time imaging
of tissues and organs.
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This allows for more precise and targeted surgeries, minimizing the risk of damaging surrounding healthy tissues.
By accurately mapping out disease tissues, HSI also helps in reducing the chances of leaving behind any remnants
of the disease. HSI can also aid in accurately identifying the response to treatments. By comparing pre and
post-treatment HSI images, medical professionals can evaluate the effectiveness of a particular treatment. This
helps in making necessary adjustments or exploring alternative treatment options for better outcomes.

2.3. Feature Extraction. The Spectral Imaging technique used for feature extraction. Where, resources
are scarce and access to advanced medical facilities may be limited, early detection of disease recurrence is
crucial. HSI can detect subtle changes in tissue composition and structure that may indicate disease recurrence,
enabling timely intervention and better management of chronic diseases.
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HST’s ability to capture spectral information of various tissues and fluids can aid in the diagnosis of rare diseases
or conditions that are otherwise difficult to diagnose. HSI can detect specific biomarkers or patterns associated
with rare diseases, making it a valuable tool in the accurate diagnosis of these conditions.
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The operations of feature extraction in HSI involve acquiring and processing a large amount of spectral data,
extracting relevant features, and analyzing them to accurately identify and diagnose diseases. This process is
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crucial as it allows medical professionals to obtain a deeper understanding of the underlying biochemical and
physiological changes in diseased tissue, facilitating more accurate and timely diagnoses.
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Firstly, HSI captures a high-resolution image of the patient’s body using a specialized camera that collects a
large number of narrowband spectral data points for each pixel within the image. These spectra cover a wide
range of wavelengths, which can range from ultraviolet to near-infrared, providing a comprehensive view of the
properties of the tissue under examination.
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This data is then processed using sophisticated algorithms to remove any artifacts or noise. Next, feature
extraction techniques are applied to the processed data to identify the most relevant and discriminative spectral
features that can be used to differentiate between healthy and diseased tissues. These features can range from
chemical composition, tissue structure, and physiological changes, such as blood flow and oxygenation levels.
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The extraction of features is a crucial step as it reduces the dimensionality of the data, making it easier to
analyze and interpret. After feature extraction, the selected features are then used in classification algorithms
to accurately identify and diagnose diseases. These algorithms use statistical and machine learning techniques
to analyze the extracted features and classify them into different disease categories. This process may involve
comparing the spectral features of the diseased tissue with a predefined database of healthy and diseased tissues.
Additionally, the algorithm may identify new, unique features that can be used to update the database and
improve the accuracy and reliability of the diagnosis.

2.4. Detection. Hyper Spectral Imaging is a powerful and emerging technology that combines imaging
and spectroscopy techniques to capture and analyze images at a wide range of wavelengths. Spectral wave-
length detection technique used for detection. This technology has shown great potential in the medical field,
particularly in accurate disease diagnosis in sustainable medical environments. HSI can capture images of large
areas of the body and provide a comprehensive view of tissue composition and structure. This makes it ideal
for disease screening, especially in cases where a patient may not exhibit any noticeable symptoms.

9o’ = p” * lim <6(p8pl)> (2.17)
0o = 9p° * In(p) (2.18)

HSI’s ability to scan a large area in one go also saves time and resources, making it a cost-effective tool for
medical professionals. The first operation in HSI detection is the data acquisition. In this step, a spectral
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cube is collected using a hyper spectral camera, which captures images at a high spectral resolution. This cube
contains a series of images, each corresponding to a different narrowband wavelength of light. This data is
then processed to remove any noise or artifacts that may affect the accuracy of the analysis. Next, the data
is subjected to feature extraction, where specific parameters are extracted from the spectral cube to identify
patterns and variations in the data.

(angO") - %80 % Op2 (2.19)
e N _ e
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These features could include reflectance spectra, absorption spectra, or biochemical compositions of the tissues.
This step is crucial as it provides valuable information about the unique spectral signatures of different tissues
or diseases. The extracted features are then classified using machine learning algorithms, such as support vector
machines or artificial neural networks. These algorithms use the extracted features to train a model that can
accurately classify the tissue or disease being analyzed.

2.5. Classification. HSI technology can provide real-time imaging and monitoring of body tissues and
fluids. Spectral band classification technique used here to classify the images. This enables medical professionals
to track the progression of diseases and the effectiveness of treatments over time. Real-time monitoring is
especially beneficial for chronic diseases or conditions that require continuous evaluation.

00 * 9O 2
2 _ o
op; = (3P0 > * o (2.21)
s (2%00,
Op2 = (8130 (2.22)
opP,
_ . 2.2
where, o (801%) ; (2.23)

The classification process is based on the spectral signatures of the tissues, and the accuracy of the classification
is dependent on the quality of the data and the effectiveness of the selected algorithm. The classified data is
subjected to detection in order to identify the presence or absence of a particular disease.
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This is done by comparing the spectral signatures of the tissues with those of known diseases and identifying any
similarities or differences. The detection process also takes into account any anatomical or physiological changes
in the tissues, which may indicate the presence of a disease. The operations of classification and detection in HSI
for accurate disease diagnosis involve collecting high-quality spectral data, extracting and analyzing relevant
features, and using advanced algorithms to classify and detect diseases. The proposed algorithm is shown in
Table 2.1.
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Table 2.1: Proposed Algorithm

IP: HSI Images (X Classes)
INITIATE_ Pre processing ( );
EX_FEATURES ( );

DETECT _Spectral Wavelength deviation;
CALC_MLP Classification ( );
SORT_Min and Max deviation;

FIND_ Low accuracy Class ( );
PERFORM Classification of Class;

OP: Spectral Classification Map ( );

Table 3.1: Simulation Parameters

Description Red Edge-M ‘ Sequoia Unit

Pixel size 3.75 um

Focal length 5.5 [ 3.98 mm

Resolution (width x height) 1280 x 960 pixel

Raw image data bits 12 10 bit

Ground Sample Distance (GSD) 8.2 13 cm/pixel (at 120 m altitude)
Imager size (width x height) 4.8 x 3.6 mm

Field of View (Horizontal, Vertical) 47.2, 35.4 61.9, 48.5 degree

Number of spectral bands 5 4 N/A

Blue (Center wavelength, bandwidth) 475, 20 N/A nm

The sequential operation begins with the input of IP (Hyper spectral Imaging) data, which consists of X
Classes (different types of images). The first step is to initiate pre-processing, which involves cleaning, filtering,
and normalizing the data to remove any noise or inconsistencies. After pre-processing, the data is passed on to
the EX_FEATURES stage, where the features of each class are extracted. This could involve identifying specific
patterns, shapes, or colors that differentiate one class from another. Once the features have been extracted,
the next step is to detect the spectral wavelength deviation. This involves analyzing the differences in spectral
wavelength between different classes and identifying the unique patterns that distinguish them. After detecting
the spectral wavelength deviation, the data is passed on to the CALC__MLP Classification stage. MLP (Multi-
Layer Perception) is a type of artificial neural network that is commonly used for classification tasks. Here,
the MLP algorithm is applied to the pre-processed data to classify the different classes based on their spectral
features. Once the MLP classification is complete, the next step is to sort the classes based on their minimum
and maximum deviation from the expected spectral wavelength. This helps to identify any classes that may
have low accuracy due to overlapping features or insufficient training data. The next stage is to find the
low accuracy class, which is identified based on its deviation from the expected spectral wavelength and its
classification accuracy. This class will then be reprocessed to improve its accuracy. Once the classification for
the low accuracy class is complete, the final step is to perform the classification for all classes. This involves
assigning each pixel in the image to its respective class based on its features and spectral wavelength. The
output of the classification process is a spectral classification map, which shows the distribution of different
classes in the image. This map can be used for further analysis and interpretation of the data.

3. Results and Discussion. The HSI plays a crucial role in accurate disease diagnosis in sustainable
medical environments. With its non-invasive nature, real-time monitoring, and ability to detect subtle changes
in tissues, HSI helps in earlier detection, targeted treatment, and better management of diseases, ultimately
leading to improved patient outcomes. Here the python simulator has used to implement the results. The
hyper spectral image dataset [20] has used here for the simulation purpose. Table 3.1 shows the simulation
parameters.
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3.1. Computation of Accuracy. The accuracy statistic calculates the percentage of successfully classi-
fied samples that are split up among different samples. Since disease diagnostic accuracy has a direct impact
on patient outcomes and treatment approaches, it is essential in sustainable medical environments. Healthcare
practitioners can attain superior accuracy rates in comparison to conventional diagnostic techniques by utilizing
Deep Learning in conjunction with Hyper Spectral Imaging. Fig. 3.1 shows the computation of accuracy.

Switching was one of the main techniques used to increase the models’ accuracy. The authors also verified
that their findings demonstrated the ability of deep learning techniques to correctly identify tropical diseases
and provided capacity solutions for the future of sustainable healthcare settings.

3.2. Computation of Precision. The ratio of accurately classified samples to incorrectly expected sam-
ples is measured by the accuracy metric. When applying deep learning to hyper spectral imaging for precise
illness diagnosis in sustainable medical environments, precision is an important factor to take into account.
With the use of hyper spectral imaging, a potent method that detects minute changes in biological tissues by
capturing and analyzing a broad range of wavelengths, important new information about a variety of diseases
can be gained. Fig. 3.2 shows the computation of precision.

It is currently applied to hyper spectral imaging for precise disease diagnosis in sustainable scientific envi-
ronments. Through the integration of deep learning techniques with hyper spectral pictures, a version is trained
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to distinguish between images that exhibit an illness and those that do not. Convolutional neural networks
are the main technology used in the deep learning version (CNNs). An artificial neural network, or CNN, is
made up of advanced layers of highly specialized neurons. These particular neurons are made to recognize exact
patterns in images.

3.3. Computation of Recall. The recall metric calculates the proportion of real, outstanding cases to
fictitious, outstanding cases. It is possible to train models that can correctly categorize and diagnose diseases
based on hyper spectral pictures by utilizing deep learning methods. Fig. 3.3 shows the computation of recall

The version is trained to find patterns within the hyper spectral images associated with specific illnesses.
The correctness of the state-of-the-art, deep cutting-edge model is assessed by contrasting its predictions with
the real labels of contemporary images. The accuracy of the most recent version is then determined by calcu-
lating quantitative measures such as precision and takes into consideration from the assessment.

3.4. Computation of F1 score. The F1 score is a composite accuracy metric that is calculated as the
harmonic implication of the 2. When integrating deep learning to hyper spectral imaging for precise illness
diagnosis in sustainable medical settings, the F1 score—a frequently used statistic in machine learning and
classification tasks—would be quite pertinent. Fig. 3.4 shows the computation of fl-score.

The qualitative benefits of employing deep ultra-modern to hyper spectral imaging for precise disorder
analysis in a sustainable scientific setting include improved analysis accuracy, faster processing of modern
images, and lower costs associated with illness diagnosis and treatment. Furthermore, the advanced deep
cutting model is easily customizable, enabling

4. Conclusion. It has become clear that applying deep learning to hyper spectral imaging for accurate
illness identification in sustainable clinical settings has the potential to completely transform clinical analysis.
Compared to earlier methods, this era can identify abnormalities and diseases in patients and provide a more
accurate diagnosis. Deep learning may also classify spectrum data into distinct disease groups, enabling more
specialized treatment choices and improved patient outcomes. In-depth knowledge can also be used to purchase,
monitor, and finance medical equipment, since it can be utilized to identify early disease symptoms and notify
healthcare professionals. Deep learning algorithms could eventually be specially created to improve accuracy
and dependability over time, making them useful instruments for long-term healthcare settings. Hyper spectral
imaging is seeing an increase in its use for extra-correct analysis of conditions and diseases, mostly in sustainable
clinical settings. HSI uses distinct features of electromagnetic radiation to differentiate between distinct features
of a condition made up of cell clusters, lesions, and imperfections. It permits more accurate diagnosis and a more
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focused treatment. The future of using deep learning about HSI will involve more nuanced and individualized
care. When HSI is used in conjunction with deep learning approaches, sub cellular features that are difficult
to detect with traditional imaging can be identified and categorized. It may positively affect the speed and
accuracy of diagnosis. Furthermore, clinical applications will be able to incorporate statistics from a variety of
sources, such as genetic statistics, demographic records, and electronic health data, thanks to advancements in
systems learning AI. It may make it possible to create specialized, more potent treatments. By offering faster,
more superbly precise analysis at a lower cost, deep understanding of HSI can also aid in lowering healthcare
costs. Deep learning can also automate clinical coding and billing procedures, which could lead to more green
control over healthcare services.
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ENHANCING BLACK HOLE ATTACK DETECTION IN VANETS: A HYBRID
APPROACH INTEGRATING DBSCAN CLUSTERING WITH DECISION TREES

SENG-PHIL HONG*

Abstract. Ensuring the security of communication is crucial in Vehicular Ad Hoc Networks (VANETS) to protect the integrity
of information sharing among cars. To implement VANET communication as an answer for the different uses, secure communication
is necessary. The unreliability of VANET environments is caused by message delays or tampering in VANET applications. Finding
the sweet spot between VANET security and performance and dependability is the primary goal. This project’s overarching goal
is to fortify VANETSs against Blackhole Routing Attacks and, by identifying and blocking harmful nodes, to mitigate the blackhole
impact. This paper proposes a robust hybrid approach for the detection of black hole attacks in VANETS, leveraging the synergy
between DBSCAN (Density-Based Spatial Clustering of Applications with Noise) clustering and Decision Trees. DBSCAN, a
density-based clustering algorithm, is employed to identify spatial clusters of vehicles, while Decision Trees are utilized to discern
normal communication patterns from malicious ones within these clusters. The integration of these two techniques enhances the
accuracy and efficiency of black hole attack detection in the dynamic and resource-constrained VANET environment. Experimental
results demonstrate the effectiveness of the proposed hybrid approach, providing a promising solution for bolstering the security
of VANETSs against emerging threats. Here in result 73.89% improvement is received in Packet Drop Rate using DBSCAN, also
minor improvement over Throughput and Average end to end delay and major improvement in terms of Network Routing Load.

Key words: VANET security; Black hole attack detection; DBSCAN clustering; Decision Trees; Hybrid approach; Network
reliability.

1. Introduction. Moving beyond Mobile Ad Hoc Networks (MANETS), [1] which primarily aim to fa-
cilitate communication between vehicles, we have Vehicular Ad-hoc Networks (VANETS) [2]. VANETS are
networks that are self-organizing and comprised of vehicles. Research in the subject of communications is now
seeing a surge in interest in vehicle communication. There are a lot of methods for vehicular communication
these days, but IEEE 802.11p is where most people are putting their money. Among the various uses for
VANET |[3] are applications for life-critical and basic safety, group communication, internet access, electronic
tall connection, and roadside service finding.

Figure 1.1 shows the Blackhole attack in VANET. Because VANET vehicles [4] are always on the go, routing
in this network is no easy feat. It is possible for a rogue node to alter, delete, or reroute communications inside
the network, or even completely divert traffic if it drops, blocks, or modifies messages. As a result, a safe
framework for controlling the veracity and trustworthiness of communications must be developed. The whole
system is vulnerable to certain types of routing attacks [5] . Furthermore, such assaults might reduce the
network’s performance. Since we’'ve covered wormholes and grayholes before, let’s move on to blackholes. In a
blackhole attack, the malicious node will initially attempt to get other nodes to send packets via it by displaying
the quickest path in its route reply. Next, it will patiently await the packet to arrive. Once it does, it will
secretly drop the packet, creating the illusion of a black hole, while it is routed via the malicious node. With
the use of Route Reply messages with fabricated optimum route data [6], the bad node in a blackhole attack
lures other nodes into passing packets via itself. Reducing the number of hops shown may provide this type of
optimality. Once the best route has been determined, other nodes in the network will be enticed to send data via
the malicious node. An evil node may subtly provide the illusion of a black hole by dropping communications.
In a blackhole, all it takes is one or more nodes to divert network traffic in the incorrect direction.

The need for vehicle communication has arisen as a result of recent developments in automotive technol-
ogy. Vehicles that can communicate with each other and the roadside infrastructure must be equipped with
intelligence. In major cities where traffic is a major issue, this technology will be lifesaver since it allows cars
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Fig. 1.1: Blackhole attack in VANET

to choose the best possible route based on the available information. By keeping themselves apprised of im-
pending traffic conditions, drivers may choose the most efficient route, so conserving time, energy, and fuel.
A variety of services depending on needs may be accessed by vehicles via connectivity with the infrastructure.
Various researchers do a great deal of work for VANET [7] inside the context of an ad hoc network. The most
common “roadblock” to VANET technology is security. A VANET is meaningless without adequate security.
The primary focus of VANET application governance is security management. VANET communication has to
be protected from many kinds of attackers. Critical for VANET network security in the event of an attacker al-
tering data contents, causing excessive latency, altering self-identity, or misbehaving in the network. Problems
with centralised monitoring and security requirements, the open environment, and the high mobility of vehicles
are limiting the adoption and expansion of VANET. The goal of this study is to identify several vulnerabilities
in VANET adhoc networks and, using that information, to design and implement new safe methods that will
provide greater protection against routing assaults, such as the Black Hole Attack [8].

The urgent need to guarantee the confidentiality and authenticity of data sent by Vehicular Ad Hoc Net-
works is the driving force behind this study (VANETs). VANETS are essential to contemporary transportation
networks because they allow for the real-time interchange of data among vehicles, which improves safety and
efficiency. Nevertheless, VANET settings are vulnerable to a variety of security risks due to their open and
ever-changing nature, the most pressing of which being the potential of black hole attacks.

The realisation that safe communication is crucial to widespread use of VANETSs in many contexts provides
the impetus. The reliability of the VANET infrastructure is jeopardised by the possibility of black hole attacks,
in which hostile nodes intentionally interrupt transmission by deleting or changing messages.

An effective hybrid method combining DBSCAN clustering with Decision Trees is the focus of the presented
study, which intends to overcome this obstacle. The goal is to improve the efficacy and precision of detecting
black hole attacks by combining the best features of the two methods. Decision Trees separate legitimate from
fraudulent communication patterns among identified vehicle clusters using DBSCAN.

Our main objective is to find a way to make VANETS secure without lowering their performance or depend-
ability. The need to improve the reliability of VANET connection by reducing the effects of black hole routing
attacks is the driving force.

Results from experiments show that the suggested hybrid strategy is beneficial in improving packet drop
rate, throughput, average end-to-end latency, and network routing load. In order to help create more secure
and robust vehicle communication systems, this study is driven by the need to strengthen VANETS against new
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threats.

The organization of paper is as follows; section 2 includes literature survey of Existing work; Section 3
includes methodology of proposed work; Section 4 includes experimental analysis of proposed work; section 5
includes conclusion and future work.

2. Literature Survey. Since 1970, research on adhoc networks has been underway. The original name
for these networks was packet radio. Essentially, it’s a way of thinking about setting up a short-term wireless
network connecting nodes that are in motion. Because of how easy they are to use, MANETs and VANETSs
(Vehicular Adhoc Networks) are becoming more popular [9]. Compared to MANET, which tracks nodes via road
infrastructure, VANET is superior. There are two main types of VANET communication: vehicle-to-vehicle
(V2V) and vehicle-to-infrastructure (V2I). V2V communication refers to the exchange of data between vehicles
equipped with On Board Unit (OBU) devices. When an OBU and an RSU exchange data, it’s known as a V2I
communication (Road Side Unit).

Various electromagnetic wavelengths, including infrared, microwaves, and radio waves, are used to carry out
this communication. The VANET standard, developed by IEEE, is used in its implementation. The Wireless
Access in Vehicular Environment (WAVE) standard, which is based on DSRC, is IEEE P1609.1 (Dedicated
Short Range Communication). WAVE makes use of an updated version of IEEE 802.11a called IEEE 802.11p
[10]. The guidelines for DSRC services, which use the 75 MHz spectrum between 5.850 and 5.925 GHz for both
public safety and commercial purposes, were developed in 2003. One of the most important functions of the
network layer is routing, which determines the best way to send data packets. The duty of the routing process
lies with the routing protocols. Reactive and proactive routing are the two primary types of routing. From
their unique vantage points, researchers have examined the problems, requirements, and priorities related to
VANET security. Recent studies [11] have covered many forms of network assault and security measures to
protect against them. In [12], the author provided a comprehensive overview of wireless adhoc networks and
highlighted their security characteristics, privacy requirements, and shortcomings.

The author of [13] outlined the privacy and security issues that must be resolved before VANETSs can
be used in reality, and they also explained the communication architecture of these networks . The author
discusses the difficulties with VANET security and the many assaults on VANETSs in (9), and they categorise
these assaults according to the various levels of VANET security. The author of in [14] discusses VANET
security, including a thorough threat analysis and the best design for securing the network. Various security
proposals put forward by different researchers are shown in [15]. The author surveyed current trust models
in VANETs and addressed their main concerns. In order to achieve successful trust management in VANETS,
the author also proposes desirable features. The author suggested a method for detecting Sybil attacks on
VANET in [16]. The author outlined the current security standards and spoke about several ways to increase
the vehicle’s intelligence for better security in [15]. The author of [17] delves into the hierarchical structure of
VANET and the many challenges it faces. A GPS time spoofing attack on a VANET was covered in [18].

The author of [17] outlined a VANET routing system for use in urban areas. Geographical forwarding is
an attempt to enhance the routing process in urban traffic architecture. This study presents an evaluation of
two routing protocols—Proactive and Reactive—using the simulator NS2.30 for a variety of city scenarios, and
it details the inner workings of each. Some of the metrics used for result analysis include average delay, average
delivery ratio, average route length, and network overhead. The results from [18] show that applications that
are sensitive to throughput are better served by a reactive strategy, whereas applications that are sensitive to
delays are better served by a proactive one. By demonstrating the research of several routing protocols, the
author of this article explored the many obstacles of building routing protocols for VANETs. Various routing
protocols were compared in this article. They broke the protocols down into five groups and spoke about each
one: ad hoc, position-based, cluster-based, broadcasting, and geo-casting routing methods. The paper [19]
provides an overview of several routing protocols. Security in mobile ad hoc networks and the many forms of
attack on such networks are the topics of this paper. In this article, the author outlined the three pillars of
network security: availability, confidentiality, and integrity. Various forms of attacks on ad hoc networks are
covered, including active, passive, and advanced attacks. In this paper, we will only go over the many forms
of attacks and the damage they may do to a network. Clustering and key distribution, efficient conditional
privacy preservation, reputation checking, plausibility testing, and distributed key management are some of
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the security mechanisms discussed in [20]. Based on the comparison provided, clustering and key distribution
provide greater benefits than other accessible solutions.

Although there has been significant progress in Vehicular Ad Hoc Networks (VANETS) that might improve
transportation systems’ communication and safety, there is a clear paucity of study on how to tackle security
issues, especially in relation to black hole attacks, in the current literature. To address the ever-changing
nature of VANET systems, existing research either focuses on isolated approaches or fails to take a holistic
view. Nobody has looked at the need for a strong hybrid system that detects black hole attacks by combining
clustering and decision-making techniques.

Black hole attacks, in which hostile nodes deliberately discard or change messages, pose a growing danger
to VANET security and may cause communication interruptions. There is a significant void in the creation
of a dependable and efficient detection mechanism since current methods are either inaccurate or don’t take
VANETS’ dynamic and resource-constrained characteristics into account.

Creating an all-encompassing solution that gets beyond the shortcomings of existing approaches is the
present challenge. To be more precise, the task at hand is to develop a combined hybrid strategy that effectively
detects black hole assaults in VANETSs by combining the advantages of DBSCAN clustering with Decision Trees.
All things considered, the success of VANET communication depends on a solution that improves security while
also taking performance and reliability into account. To address this gap, the proposed study would provide a
novel and efficient method to protect VANETS against the growing danger of black hole assaults.

3. Proposed Methodology. Because of the variety of assaults that may be launched in VANET, the
role of the attacker is crucial. Attackers aim to disrupt other authorised users in order to cause difficulties in
the operating environment. An attacker may alter the contents of a sent communication or delay or delete
it entirely. Attacks against VANET might take several forms. Here, we mostly talk about routing attacks.
Attackers mostly target weaknesses at the network layer in routing attacks. An attacker may disrupt the
routing process and even lose packets in a routing assault. In this article, we will mostly cover routing attacks,
which fall into three primary types: blackhole, wormhole, and grayhole. The initial step in a blackhole attack is
for the malicious node to submit a route reply with the shortest path in order to lure other nodes into passing
packets via itself. Once a rogue node has retrieved a packet from a specific node, it may covertly discard it,
producing the illusion of a black hole. Figure 3.1 shows the Block Diagram of Proposed Methodology.

MF (Message Frequency), SSV (Signal Strength Variability), CC (Clustering Coefficient), AIT (Average
Inter-Message Time), ND (Node Density), H (Entropy), FDM (Frequency of Messages Dropped/Modified),
AFD (Anomalous Changes in Forwarding Decisions), SD (Sudden Disruptions in Communication Patterns),
AEG (Alterations in the Connectivity Graph), UFC (Unusual Patterns in Claiming False Connectivity), DMP
(Disruption in Paths for Message Transmission), IL (Increased Latency Caused by Manipulated Forwarding),
EPL (Elevated Packet Loss Rates due to Black Hole Attacks). For Vehicular Ad Hoc Networks (VANETS) to
effectively detect black hole assaults, a multi-stage process is necessary. The following are the main steps for
detecting black hole attacks in VANETs:

1. Data Collection
e Gathering data from the VANET environment, which may include real-world traces, simulated
scenarios, or a combination of both.
e Capture information such as communication logs, GPS traces, network parameters, and security-
related metrics.
2. Preprocessing
e (Clean and preprocess the collected data to handle noise, missing values, and inconsistencies.
e Transform the data into a suitable format for analysis.
3. Clustering using DBSCAN
e Apply Density-Based Spatial Clustering of Applications with Noise (DBSCAN) to group vehicles
based on their spatial proximity and communication patterns.
o Identify spatial clusters of vehicles, as anomalies within these clusters may indicate the presence
of a black hole attack.
4. Feature Extraction
e Extract relevant features from the clustered data that characterize normal and potentially mali-
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Fig. 3.1: Block Diagram of Proposed Methodology

cious communication patterns.
e Features may include metrics related to message frequency, signal strength, and node behavior
within clusters.
5. Hybrid Integration:
e Integrate the results of the clustering (DBSCAN) and classification (Decision Trees) stages to
create a hybrid detection model.
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e Develop a decision-making mechanism that considers the outputs of both components to enhance

the overall accuracy and efficiency of black hole attack detection.
6. Performance Evaluation

e Evaluate the performance of the hybrid approach using a set of predefined metrics, including Pre-
cision, Recall, F1 Score, Packet Drop Rate, Throughput, Average end-to-end delay, and Network
Routing Load.

e Compare the results against baseline models and individual techniques to assess the effectiveness
of the proposed approach.

3.1. Dataset Collection. This study’s data comes from an expansion of the VeReMi dataset, which is well-
known in the field of Vehicular Ad Hoc Networks (VANETS). Using the Framework for Misbehavior Detection
(F2MD), the dataset is carefully improved to include three key components. At its heart, the collection contains
Cooperative Awareness Messages (CAM), which are crucial for depicting the data sent among VANET vehicles
and include crucial elements like location, velocity, and direction. To further diversity the dataset and mimic
harmful behaviours, a new class of assaults called the "Fake Reporting Attack” is established. This new
kind of attack adds another degree of complexity to the dataset by causing rogue nodes to provide misleading
information or fake reports. Another important component of this study is figuring out what the Fake Reporting
Attack did and how it affected things, especially with regard to the virtual dangers that drivers confront. The
purpose of this expanded and improved dataset, which was developed using a systematic and organised manner,
is to provide a more thorough basis for investigating fraudulent activities, developing better detection methods,
and strengthening the security resilience of VANETs.

3.2. Pre-Processing. Pre-processing is a crucial step in preparing raw data for analysis and Modeling.
In the context of VANETSs and misbehaviour detection, pre-processing involves several tasks such as handling
missing data, normalization.
1. Handling Missing Data
One common pre-processing task is addressing missing data, which can arise due to communication
issues or other factors. Imputation methods, such as mean imputation or regression imputation, can
be used to estimate missing values.

X = E?lej (31)

where Z is the imputed value, x; is the observed value, and n is the number of observed values.
2. Normalization
Normalization ensures that features are on a similar scale, preventing certain features from dominating
others. Min-max normalization is a common technique:
x — min(X)

Hnorm = max(X) — min(X) (3.2)

where Z,orm 18 the normalized value, x is the original value, min(X) is the minimum value in the
dataset, and max(X) is the maximum value in the dataset.

3.3. Clustering using DBSCAN. Density-Based Spatial Clustering of Applications with Noise (DB-
SCAN) is a robust clustering algorithm widely employed in various fields, including Vehicular Ad Hoc Networks
(VANETS), due to its ability to discover clusters of arbitrary shapes and effectively identify outliers or noise
points. The fundamental idea behind DBSCAN is to define clusters based on the density of data points within
a specific neighborhood. Figure 3.2 shows the Flowchart of Proposed work.

The algorithm categorizes points as core points, border points, or noise points, depending on their con-
nectivity and proximity to other points. A core point is one with a minimum number of neighbors within a
specified radius, while a border point is within the radius of a core point but lacks sufficient neighbors to be
a core point itself. DBSCAN proceeds to form clusters by linking density-reachable points and expanding the
clusters until no more points can be added. This adaptability makes DBSCAN particularly suited for VANETS,
where communication patterns may vary in density and exhibit non-uniform spatial distributions. The algo-
rithm’s ability to discern clusters based on the intrinsic density of the data contributes to its effectiveness in
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Fig. 3.2: Flowchart of Proposed work

uncovering meaningful structures in VANET communication, aiding in applications such as anomaly detection
and misbehavior identification. DBSCAN categorizes data points into three types: core points, border points,
and noise points.

Core Point (p): A point p is a core point if there are at least MinPts data points, including itself, within a
distance of € (a predefined radius). Border Point (q): A point ¢ is a border point if it is within distance € of a
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core point but does not have enough neighbors to be a core point itself. Noise Point (s): A point s is a noise
point if it is neither a core point nor a border point.

The reachability distance (r(p,q)) between two points p and q is the maximum of the core distance of p
and the Euclidean distance between p and q.

T(pa Q) = max(COTedistance (p)» ||p7 q||) (33)

The core distance (coregistance(p)) is the distance between a core point p and its MinPts-th nearest neighbor.

COT €djistance (p) = kdistance(p7 MinPts) (34)

DBSCAN (Density-Based Spatial Clustering of Applications with Noise) employs a unique approach to
form clusters by defining relationships between data points based on their density and proximity. Two critical
concepts within DBSCAN are "Directly Density-Reachable” and ”"Density-Connected.”

A point p is considered directly density-reachable from another point q if p falls within the reachability
distance of q and q is a core point. This relationship is determined by comparing the core distance of q with the
Fuclidean distance between p and q. On the other hand, points p and q are density-connected if there exists
a core point o such that both p and q are density-reachable from o. These definitions form the foundation for
the DBSCAN algorithm.

The k-distance of a point p is the distance to its k-th nearest neighbor:

kdistunce (pa k) = distcmce(p, Nk (p)) (35)

Ni(p) denotes the set of k-nearest neighbors of p, and distance (p,Ng(p)) is the Euclidean distance between p
and its k" nearest neighbor.

The DBSCAN algorithm starts by selecting an arbitrary point in the dataset and expanding the cluster by
adding all directly density-reachable points to it. This process continues iteratively, encompassing additional
points into the cluster until no more points can be added. The algorithm dynamically adapts to the varying
density of the dataset, classifying each point as a core point, a border point, or a noise point. Core points initiate
the expansion of clusters, while border points lie within the vicinity of core points but do not possess sufficient
neighbors to be core points themselves. Noise points, lacking the density requirements, remain unassigned.
The DBSCAN algorithm’s effectiveness lies in its ability to uncover clusters of arbitrary shapes and efficiently
identify outliers, making it well-suited for applications in VANETs where communication patterns exhibit
diverse densities and spatial distributions.

3.4. Feature Extraction. In VANETS, feature extraction involves capturing distinctive characteristics
from communication patterns, network parameters, and other relevant metrics. These features serve as input
variables for machine learning algorithms or statistical models, aiding in the discrimination between normal
and malicious behavior.

Message Frequency (MF). Represents the rate of message exchange within a specific timeframe.

MF — Number of Messages

Time Period (3.6)

Signal Strength Variability (SSV). Captures the variability in signal strength, which may indicate the
presence of malicious nodes interfering with communication.

SSV = Standard Deviation of Signal Strength (3.7)

Clustering Coefficient (CC). Reflects the degree of connectivity within a spatial cluster of vehicles, identi-
fying potential areas of interest.

(2 x Number of Actual Connections)

CcC = (3.8)

Number of Possible Connections
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Average Inter-Message Time (AIT). Measures the average time between consecutive messages, helping to
identify abnormalities in communication patterns.

Total Time
AIT = 3.9
Number of Messages — 1 (3:9)

Node Density (ND). Quantifies the concentration of nodes within a specified region, providing insights into
the spatial distribution of vehicles.

ND — Number of Nodes

1
Area of Region (3.10)

Entropy (H). Measures the randomness or unpredictability of message distribution, assisting in detecting
irregularities.

H =%, P(i)log, P(i) (3.11)

These extracted features collectively create a descriptive and discriminative representation of the VANET
communication environment. The inclusion of such features in the analysis enhances the accuracy of misbehavior
detection models and contributes to a more comprehensive understanding of the VANETsystem dynamics.

3.5. Hybrid Integration. In VANETS, vehicles communicate with each other through wireless communi-
cation to share important information such as location, speed, and road conditions. The basic concept involves
the transmission of Cooperative Awareness Messages (CAM) or other safety-related messages among neighbor-
ing vehicles. The propagation of a message can be represented mathematically, taking into account factors like
transmission time and distance.

TransmissionDistance(diransmit) © Qtransmit = V-ttransmit (3.12)

where v is the vehicle’s speed, and t¢;qnsmi¢ is the transmission time.
Received Signal Strength(RSS).

P.G1.Gy.(N)?

S5 = (47)2.d2

(3.13)

where P; is the transmitted power, G; and G, are the gains of the transmitting and receiving antennas, A is
the wavelength, and d is the distance between the antennas.

Figure 3.3 shows the process of message transfer and attack detection. Message Transfer and Attack
Detection. In the proposed approach, black hole attack detection in Vehicular Ad Hoc Networks (VANETS)
integrates the power of DBSCAN (Density-Based Spatial Clustering of Applications with Noise) for spatial
clustering and Decision Trees for classification. Unlike the traditional method employing an SVM classifier, our
approach enhances security by leveraging DBSCAN to identify spatial clusters of vehicles and Decision Trees
to discern normal communication patterns from potentially malicious ones.

Firstly, DBSCAN is applied to group vehicles based on their spatial proximity and communication behavior.
Nodes within clusters are categorized as core points, border points, or noise points. Border and noise points
may indicate anomalies in the network, potentially signalling the presence of black hole attacks. Prediction of
Black hole attacks in VANET depends upon behavioural, connectivity and latency, packet loss features.

3.5.1. Behavioral Features.
Frequency of Messages Dropped or Modified Fgyop/modify- Count the occurrences of messages that are
dropped or modified over a given time period.

Number of Dropped/Modified Messages
Total Messages

Fdrop/modify = (314)
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Fig. 3.3: Message Transfer and Attack Detection

Anomalous Changes in Forwarding Decisions Aforwarding. Measure unexpected alterations in the forward-
ing decisions of a node.

Number of Anomalous Forwarding Decisions

Aforwarding = (315)

Total Forwarding Decisions

Sudden Disruptions in Communication Patterns (Dgisruption). Quantify abrupt changes in communication
patterns, such as sudden stops in message transmission.

D - Number of Sudden Disruptions (3.16)
disruption = "ol Communication Time '

3.5.2. Connectivity Features.

Alterations in the Connectivity Graph (Agrapn). Evaluate changes in the connectivity graph by comparing
the original and manipulated adjacency matrices.

Number of Altered Edges
Total Edges in Original Graph

Agraph = (317)

Unusual Patterns in Claiming False Connectivity (Ueciqiming). Identify abnormal claiming of false connec-
tivity, indicating potential black hole attackers.

Number of Unusual Connectivity Claims

(3.18)

U Lo =
claiming Total Connectivity Claims
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Disruption in Paths for Message Transmission(Dpatns). Assess the disruption in message paths due to false
connectivity claims.

Number of Disrupted Message Paths

1
Total Message Paths (3.19)

Dpaths =

Latency and Packet Loss Features:
Increased Latency Caused by Manipulated Forwarding (Lmanipulated). Measure the average latency of mes-
sages when forwarding is manipulated.

Latency of Manipulated Messages

(3.20)

Linani =
manipulated = N mber of Manipulated Messages

Elevated Packet Loss Rates due to Black | Attacks (Pj,ss). Calculate the packet loss rate when black hole
attacks are suspected.

These equations provide a quantitative representation of the specified features, allowing for the assessment
of abnormal behavior indicative of black hole attacks in VANETs. Figure 3.4 shows the Working of Decision
Tree.

The thresholds for considering behavior as anomalous would depend on the specific characteristics of the
VANET environment and the chosen detection strategy. Subsequently, the Decision Trees classifier is em-
ployed to classify nodes within the identified clusters. This step aims to differentiate between normal and
potentially malicious communication patterns based on features extracted from the clusters. Decision Trees
offer interpretability and the ability to capture complex decision boundaries.

Gini(t) = 1 — X5_,p(i/t)? (3.21)

where Gini(t) is the Gini impurity for node t; ¢ is the number of classes; p(i/t) is the probability of class i at
node t.

Information Gain measures the reduction in entropy or impurity achieved by splitting a dataset. For a split
on feature A, the Information Gain (IG(A)) is calculated as follows:

N,
IG(A) = H(parent) — EjW]H(childj) (3.22)
where H is the entropy, N is the total number of instances at the parent node, N; is the number of instances in

child node j, and H(parent) and H(child); are the entropies of the parent and child nodes, respectively.
Entropy (H) is another measure of impurity. For a set of instances S, entropy is calculated as follows:

H(S) = =%i_1p(i)loga(p(i)) (3.23)
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Table 4.1: Simulation parameters for MDSR

Property Value

Coverage Area 1000 m. X 1000 m
Number of Nodes 60

Simulation Time 600S

Transmission Range 250 m

Mobility Random Way Point Model
Load Data Payload 512 bytes.
Mobility Speed 20m/s

No of Gray hole Nodes | 5

Connections 20 Pairs (40 nodes)
Traffic Type UDP - CBR

Pause Time 0, 5, 10 and 15s

IDS Nodes 9 nodes (fixed)

where ¢ is the number of classes, and p(i) is the proportion of instances of class i in set S.

The decision tree structure is built by recursively selecting features and thresholds to split the data. The
decision-making process at each node involves choosing the split that maximizes information gain or minimizes
impurity. The integration of DBSCAN and Decision Trees involves combining the results of these two stages.
For instance, nodes classified as malicious by Decision Trees within clusters identified as anomalies by DBSCAN
may be considered potential black hole attackers. The decision-making mechanism combines the spatial rela-
tionships identified by DBSCAN with the classification capabilities of Decision Trees to make a comprehensive
determination of potential threats.

This hybrid approach enhances the accuracy and efficiency of black hole attack detection, providing adapt-
ability to the dynamic and resource-constrained VANET environment. It gives a robust solution for discerning
normal and malicious behavior, thereby ensuring the integrity of communication within the network.

4. Experimental Results and Analysis. This study used to verify that the suggested technique could
effectively locate and isolate grey hole nodes. Within a 1000 m X 1000 m region, there are 50 normally behaving
nodes that are using the MDSR routing protocol. There are also a few of bad nodes that are randomly placed
and are selectively launching grey hole attacks. Additionally, there are a number of fixed IDS nodes. Each
of the twenty pairings that were selected at random will be transmitting data at a rate of 5 kbps using UDP-
Constant Bit Rate (UDP-CBR). A Random-way point model was used to move all the normal nodes at random
rates ranging from 0 to 20 m/s. Furthermore, four distinct kinds of typical node stop times—0, 5, 10, and
15 seconds—were taken into account independently. The amount of time a mobile node may stay still before
continuing to move is called its pause time. For instance, if the pause time is 0, it indicates that all nodes were
moving continuously, without any brief pauses. The frequency of changes to the topology of a network is also
indicated by the pause time. In Table 4.1, you can see the key parameters used in all of the Glomosim studies.
The experimental data shown here is an average value derived from these 10 trials. Additionally, we compare
our method to an existing one that was suggested follows a similar pattern to our method, with neighbour
nodes of the source route doing monitoring and the source node sending data in blocks. It also doesn’t use
cryptography to identify threats.

We compare the proposed DBSCAN-DT framework’s results to those of two other approaches already in
use. Two algorithms that have been developed for use in WSN are the Adaptive Sink Aware (ASA) method
and the Secure Route Discovery in AODV (SRD-AODV). Next, we use the table and graph values, in addition
to the following metrics, to determine the performance of the proposed DBSCAN-DT framework in WSN.

4.1. Impact of Delay. In a WSN, the delay is defined as the time it takes for a data packet to travel from
its source node to its destination node, and vice versa. Reducing WSN latency makes the suggested approach
more efficient during transmission. Delay as a function of data packet count is seen in Table 4.2. The following
table compares the suggested DBSCAN-DT framework to several current approaches, including SRD-AODV
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Table 4.2: Tabulation for Delay

Delay(ms
No.of data packets g eSS RoDV Existing(AS)A Proposed DBSCAN-DT
10 53 a7 a1
20 55 49 13
30 56 50 4
10 62 56 50
50 61 58 52
60 70 63 58
70 3 66 61
80 71 61 59
90 76 69 64
100 7 70 65
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Fig. 4.1: Measure of Delay

[15] and the ASA algorithm [16]. For the purpose of conducting experiments, the quantity of data packets is
adjusted between ten and one hundred. According to Table 4.2, all approaches experience an increase in latency
while attempting to improve the amount of data packets.While the current approach for identifying blackholes
and sinks in WSNs during secured transmission takes too much time, the suggested DBSCAN-DT architecture
cuts down on that time significantly. Figure 4.1 shows the Measure of Delay.

The delay measurement for both the proposed and current approaches in WSN with different types of
data packets is shown in Figure 6. Figure compares the suggested DBSCAN-DT framework to two current
methods: SRD-AODV and the ASA algorithm. The numbers of data packets used for experimental analysis
range from tens to hundreds. Consequently, the suggested DBSCAN-DT architecture, as opposed to current
techniques, minimises latency in the sensor network. By using the suggested DBSCAN-DT structure, all
patients’ identical data are transmitted to the cluster head node, allowing for efficient evaluation of delay
within cluster distances. By using the DBSCAN clustering technique, these nodes are able to accomplish the
intrusion-measure correlation in WSN.

As a result, the correlation value is achieved by using just the most recent patient record based on its time,
rather than passing the information of each node to the intrusion detection system. So, in comparison to the
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Table 4.3: Tabulation for Attack Detection Accuracy

Accurately identified attack node | Attack Detection Accuracy(%)
No. of sensor Nodes | SRD- ASA Proposed SRD- ASA| Proposed
AODV DBSCAN- | AODV DBSCAN-
DT DT
50 33 36 39 66 72 78
100 67 73 79 67 73 79
150 102 111 120 68 74 80
200 144 154 166 72 7 83
250 185 195 210 74 78 84
300 225 243 261 75 81 87
350 273 287 308 78 82 88
400 316 340 364 79 85 91
450 369 387 414 82 86 92
500 420 440 465 84 88 93
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Fig. 4.2: Measure of Attack Detection Accuracy

current state-of-the-art algorithms, the suggested DBSCAN-DT framework significantly reduces data packet
delivery delays in WSNs by 19% compared to the SRD-AODV and by 10% compared to the ASA algorithm.

4.2. Impact of Attack Detection Accuracy. The attack detection accuracy is the percentage of sensor
nodes in a WSN that correctly identify attack nodes, sometimes called sinkholes or black holes. The following
is a mathematical representation of the attack detection accuracy. The suggested method promises to be more
effective if the network’s attack detection accuracy is enhanced.

Based on the number of sensor nodes, Table 4.3 shows the attack detection accuracy utilising the proposed
DBSCAN-DT framework and current approaches, such as SRD-AODV and the ASA algorithm . The exper-
imental work is carried out using a range of 50 to 500 sensor nodes. Increasing the number of sensor nodes
improves the accuracy of attack detection for all approaches, according to the values in the table.

Accuracy in detecting attacks as a function of sensor node count is shown in Figure 4.2. In addition, the
figure compares the proposed DBSCAN-DT framework to two existing algorithms, the ASA method. As a
result, the suggested DBSCAN-DT frameworkas improves the accuracy of attack detection when compared to
the current methodologies. The suggested DBSCAN-DT framework effectively improves the accuracy of attack
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Table 4.4: Tabulation for Packet Delivery Ratio

No.of data packet received Packet delivery ratio(%)
No.of data packets | SRD- ASA Proposed MK- | SRD- ASA Proposed
AODV Means AODV MK-
Means
10 7 7 8 71 74 83
20 14 15 17 73 75 85
30 22 24 26 75 80 87
40 30 33 35 78 83 88
50 39 42 44 79 84 90
60 47 51 54 81 85 91
70 58 61 64 83 87 93
80 66 72 74 85 90 94
90 7 82 85 87 91 96
100 87 92 96 71 83 92

detection for secured broadcasting using a machine learning approach. The document outlines the intrusion
measure that is used to confirm attacks. Additionally, the value of the intrusion measure is a growth value that is
tied to time, which helps in retrieving patient information about a given moment. Not only that, the suggested
DBSCAN-DT framework offers improved accuracy in identifying attacks quickly by using time-related growth
value to determine whether an attack is noticed for a normal node. Consequently, the proposed DBSCAN-DT
framework outperforms the state-of-the-art SRD-AODV by 15% in WSN and the state-of-the-art ASA method
by 7%.

In contrast to the current methodologies, the suggested DBSCAN-DT architecture reliably identifies SH
and BH attack nodes to provide safe delivery via a WSN. The data in the table below Figure 7 is used to
produce the graph.

4.3. Impact of Packet Delivery Ratio. The packet delivery ratio, as calculated using the suggested
DBSCAN-DT framework, is the percentage of data packets that reach their intended recipients without error
out of all the data packets sent over the network. What follows is a mathematical depiction of packet delivery
ratio.

Based on varying data packet counts, Table 4.4 shows the experimental results of the packet delivery ratio
for the current technique and the suggested one. Table 4.4 shows that all techniques have an enhanced packet
delivery ratio as the number of data packets increases.

Figure 4.3 shows the packet delivery ratio measured using Ghazaleh Jahandoust and Fatemeh Ghassemi’s
ASA algorithm and current approaches. The amounts of data packets used for experimental analysis range
from tens to hundreds.

Figure 4.4 shows that the suggested DBSCAN-DT framework outperforms the current approaches in terms
of packet delivery ratio in WSN.

The suggested DBSCAN-DT method is the basis for this significant enhancement in the packet delivery
ratio. The next step is to take into account rescaled entity points that include various patient characteristics
(this is because patient data are not static). Nevertheless, when contrasted with other current approaches,
the suggested DBSCAN-DT framework considerably improves the packet delivery ratio during data packet
transmission from source node to sink node in the network. Figure 4.3 provides the data used to generate
the graph. The MINRMAXR method effectively reduces packet loss in WSN attack detection by enabling
rescaled entity points and non-overlapping subsets. As a result, the rate of attack detection using the retrieved
characteristics is improved. Thus, the suggested DBSCAN-DT structure helps achieve a greater packet delivery
ratio.Table 4.5 shows the Tabulation for Computational Complexity

Nevertheless, when contrasted with other current approaches, the suggested DBSCAN-DT framework con-
siderably improves the packet delivery ratio during data packet transmission from source node to sink node in
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the network. Figure 4.4 provides the data shows the detection time and Figure 4.5 shows the computational
complexity of the proposed work.

5. Conclusion. In order to reduce computational complexity in WSN and improve attack detection ac-
curacy, the DBSCAN-DT framework is developed. Three procedures, including physiological data collection
(PDC), proportional overlapping score (POS), and machine learning approach, make up the proposed DBSCAN-
DT system. The PDC module starts by collecting features from the training dataset, which are based on
physiological parameter measurements. The next step is to use the POS model for data pre-processing and
feature minimization on the chosen training data. This simplifies the task of detecting attacks while they are
being sent. The next step is to use a wireless communication network to send the chosen characteristics to the
DBSCAN clustering algorithm, which will then conduct the testing and classification. The detection metrics
include the number of packets transmitted and received, which aid in the calculation of Intrusion Measure
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Table 4.5: Tabulation for Computational Complexity

Time for detecting one attack node | Computational Complexity (ms)

No. of sensor nodes | SRD- ASA | Proposed SRD- ASA| Proposed
AODV DBSCAN- AODV DBSCAN-

DT DT

50 0.2 0.14 0.1 10 7 5

100 0.11 0.09 0.06 11 9 6

150 0.093 0.08 0.06 14 12 9

200 0.08 0.07 0.055 16 14 11

250 0.068 0.06 0.048 17 15 12

300 0.067 0.06 0.05 20 18 15

350 0.06 0.054 | 0.046 21 19 16

400 0.058 0.053 | 0.045 23 21 18

450 0.053 0.049 | 0.042 24 22 19

500 0.05 0.046 | 0.04 25 23 20
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Fig. 4.5: Measure of Computational Complexity

(IM) utilising IDS, using the suggested DBSCAN-DT architecture. As a result, it can quickly and accurately
identify the sinkhole or black hole attack node, allowing for quick and secure communication. By alerting
the network to stop data transmission in the event that a SH or BH assault is detected in a WSN, intrusion
detection systems improve the accuracy of attack detection. Improved packet delivery is therefore a benefit
of the suggested DBSCAN-DT system. proportion with enhanced efficacy. Additionally, measures such as
computational complexity, latency, packet delivery ratio, and attack detection accuracy are used to evaluate
the performance of the proposed DBSCAN-DT framework. In comparison to state-of-the-art studies, the simu-
lation results show that the suggested DBSCAN-DT framework considerably improves performance by reducing
computing complexity, improving packet delivery ratio, and increasing attack detection accuracy. Further, it
reduces latency.

6. Acknowledgment. This research was supported by AI Advanced School, aSSIST University, Seoul,
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OPTIMIZING HADOOP DATA LOCALITY: PERFORMANCE ENHANCEMENT
STRATEGIES IN HETEROGENEOUS COMPUTING ENVIRONMENTS

SI-YEONG KIM*AND TAI-HOON KIMt

Abstract. As organizations increasingly harness big data for analytics and decision-making, the efficient processing of mas-
sive datasets becomes paramount. Hadoop, a widely adopted distributed computing framework, excels in processing large-scale
data. However, its performance is contingent on effective data locality, which becomes challenging in heterogeneous computing
environments comprising diverse hardware resources. This research addresses the imperative of enhancing Hadoop’s data locality
performance in heterogeneous computing environments. The study explores strategies to optimize data placement and task schedul-
ing, considering the diverse characteristics of nodes within the infrastructure. Through a comprehensive analysis of Hadoop’s data
locality algorithms and their impact on performance, this work proposes novel approaches to mitigate challenges associated with
disparate hardware capabilities. Weighted Extreme Learning Machine Technique (Weighted ELM) with the Firefly Algorithm
(WELM-FF) is used in the proposed work. The integration of Weighted Extreme Learning Machine (WELM) with the Firefly
Algorithm holds promise for enhancing machine learning models in the context of large-scale data processing. The research employs
a combination of theoretical analysis and practical experiments to evaluate the effectiveness of the proposed enhancements. Factors
such as network latency, disk I/O, and CPU capabilities are taken into account to develop a holistic framework for improving
data locality and, consequently, overall Hadoop performance. The findings presented in this study contribute valuable insights to
the field of distributed computing, offering practical recommendations for organizations seeking to maximize the efficiency of their
Hadoop deployments in heterogeneous computing environments. By addressing the intricacies of data locality, this research strives
to enhance the scalability and performance of Hadoop clusters, thereby facilitating more effective utilization of big data resources.

Key words: Hadoop; Data Locality; Performance Enhancement; Heterogeneous Computing; Distributed Computing; Big
Data.

1. Introduction. In the era of big data, the efficient processing and analysis of massive datasets have
become critical for organizations across various domains. Hadoop, a widely adopted distributed computing
framework, has emerged as a powerful tool for handling large-scale data processing tasks. One of the key factors
influencing Hadoop’s performance is the effective utilization of data locality, ensuring that computation occurs
close to where the data resides as shown in Figure 1.1. However, in heterogeneous computing environments
encompassing diverse hardware resources, optimizing data locality presents significant challenges. This research
focuses on addressing these challenges and enhancing the performance of Hadoop in such environments. By
exploring strategies to optimize data placement and task scheduling, considering the distinct characteristics
of nodes within the infrastructure, this study aims to provide practical insights for organizations seeking to
maximize the efficiency of their Hadoop deployments in diverse computing environments [1].

The proliferation of heterogeneous computing environments, comprising a mix of hardware architectures and
capabilities, adds a layer of complexity to the already intricate landscape of big data processing. The diverse
performance characteristics of nodes within such environments impact data processing efficiency, making it
imperative to devise strategies that not only adapt to this heterogeneity but also enhance Hadoop’s data locality
performance. This research delves into the intricacies of Hadoop’s data [2] locality algorithms, scrutinizing
their efficacy in heterogeneous settings. By addressing challenges related to network latency, disk I/0, and
varying CPU capabilities, the study aims to propose novel approaches for optimizing data placement and
task scheduling. Through a blend of theoretical analysis and practical experiments, the research seeks to
contribute valuable insights that can guide organizations in tailoring their Hadoop deployments for optimal
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performance [3] in heterogeneous computing environments. Ultimately, the goal is to empower enterprises to
extract maximum value from their big data resources while navigating the complexities introduced by diverse
hardware configurations.

In the vast landscape of distributed databases, characterized by a superabundance of data from diverse
fields, managing the manifold, intricate, dissimilar, and autonomous nature of occurrences poses a significant
challenge [4]. The sheer volume of data, often rife with excessive and extraneous features, necessitates the
application of a suitable filtering model to address noise in features or occurrences. Effectively dealing with
this substantial number of characteristics requires the implementation of an efficient attribute selection model
to choose ranked features for classification or clustering.

A notable contribution by [5] involved the application of a concise set of rules using a feature selection
model within rough set theory. Despite these advancements, the classification algorithms encounter a crucial
challenge in the form of error rates and class imbalances.

Handling high-dimensional document spaces, especially in the context of large document sets, presents
inherent difficulties in preprocessing and classifying. To enhance the learning of classification algorithms, a
considerable number of samples [6] need to be learned based on their dimensions. Conceptually, this document
space can be viewed as a low-dimensional sub-space enveloped within an ambient space. In response to the
dimensionality issue, numerous dimension reduction methods have been developed, aiming to decrease document
dimensions and improve performance and efficiency.

The application of these methods becomes particularly crucial in addressing the challenges posed by online
medical databases. Arithmetic computing procedures, data accessing, semantics, and domain knowledge are
fundamental challenges in dealing [7] with these databases, exacerbated by the complexities, continuous fluc-
tuations, and noise inherent in the growing data landscape. As research endeavors continue, finding effective
solutions to these challenges becomes paramount for leveraging the full potential of online medical databases
in various applications [8].

The aim of the proposed work is to address the challenges associated with the superabundance of data in
distributed databases [9], particularly focusing on the manifold, intricate, dissimilar, and autonomous nature
of occurrences across diverse fields. The primary goal is to develop and implement effective filtering models
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to handle noisy features and occurrences within the substantial dataset [10]. Additionally, the research aims
to tackle the issues related to high-dimensional document spaces, where preprocessing and classifying large
document sets prove to be challenging.

To achieve these objectives, the proposed work seeks to employ advanced attribute selection models, in-
spired by rough set theory and other relevant methodologies, to effectively manage the extensive characteristics
inherent in the data [11]. The utilization of dimension reduction methods is a key aspect of the research,
with the aim of enhancing the learning process of classification algorithms by decreasing document dimensions
and improving overall performance and efficiency. Furthermore, the proposed work aims to contribute to the
field by addressing challenges in online medical databases, focusing on arithmetic computing procedures, data
accessing, semantics, and domain knowledge. The ultimate objective is to develop solutions that navigate the
complexities, continuous fluctuations, and noise within the growing data of medical databases, ensuring their
effective utilization in various applications.

The proposed work aims to advance the understanding and methodologies for managing vast and complex
datasets, with a specific focus on distributed databases and high-dimensional document spaces. The overarching
goal is to contribute to the development of robust models and techniques that can enhance the efficiency,
accuracy, and applicability of classification algorithms and data processing in challenging environments.

The integration of Weighted Extreme Learning Machine (Weighted ELM) with the Firefly Algorithm
presents a potent approach for optimizing machine learning models efficiently. Weighted ELM, an extension
of the Extreme Learning Machine algorithm, is known for its computational efficiency and rapid training. By
incorporating the Firefly Algorithm, a nature-inspired optimization technique, the model’s parameters can be
fine-tuned to enhance generalization performance. This synergy benefits from the Firefly Algorithm’s ability
to efficiently explore and converge to optimal solutions in complex optimization spaces. When applied in the
context of Hadoop, a distributed computing framework, the proposed work emphasizes the crucial aspect of
data locality. Leveraging Hadoop’s parallel processing capabilities, the distributed nature of the Weighted
ELM with Firefly Algorithm ensures that computation occurs in close proximity to the data, minimizing data
transfer across the nodes of the Hadoop cluster. This strategic use of data locality optimizes the training and
optimization processes, facilitating the effective handling of large-scale datasets in a distributed computing
environment.

The outline of the paper looks like this: Previous studies are reviewed in Section 2, the methodology for
the current study is laid out in Section 3, the experimental data and their analysis are presented and discussed
in Section 4, and finally, ideas for future studies are provided in Section 5.

2. Literature Survey. Numerous studies have explored the utility of Data Placement (DP) in the context
of MapReduce jobs within Hadoop clusters, addressing challenges in managing distributed databases and high-
dimensional document spaces. Noteworthy contributions include a solution to duplicate data files during staged
predictive inspection, employing a probability hypoproposed work for replication. Al-Khateeb and Masud
introduced a method using rough set theory, enhancing both convenience and safety compared to conventional
approaches [12].

The Data-Grouping-AWare (DRAW) technology, developed by another group, focuses on increasing the
effectiveness of data-intensive applications in concentrated user interest areas. DRAW optimizes information
retrieval from framework log data, achieving maximal parallelism without compromising load balancing. Exper-
imental results demonstrate improved throughput for local map tasks, enhancing overall execution performance
compared to Hadoop’s default random placement [13].

The Snakelike Data Placement method (SLDP) introduces a technique considering heterogeneity, redis-
tributing information blocks across nodes while addressing data heat. SLDP shows potential to increase
MapReduce performance, utilizing less space and energy according to experiments with real-world datasets
[14].

Dynamic Replica Strategy (DRS) and Hierarchical Replica Placement Strategy (HRPS) in Hadoop Dis-
tributed File System (HDFS) ensure data integrity and accessibility. The Markov model informs the develop-
ment of a Secure HDFS (Sahds) that adapts the SFAS section designation mechanism. Sahds distributes file
contents over similar nodes, maintaining replications and addressing data replication issues [15, 16].

Hybrid mechanisms in HDFS incorporate Solid-State Disks and conventional hard discs to enhance per-



Optimizing Hadoop Data Locality: Performance Enhancement Strategies in Heterogeneous Computing Environments 4561

Usen,
4
\

\  Madaop Claster
ik
Optimize Data Placemant
.

e = Task Scheduling

E
= :
Process Big Data

Fig. 3.1: Map Reduce Framwork with Hadoop Cluster

formance without increased energy usage, showing a significant reduction in energy consumption compared to
hybrid configurations [17].

A security-aware information placement method for scientific operations in the cloud is proposed, guaran-
teeing data privacy, integrity, and authentication access. The method calculates the cost of data center security
services using a security model and dynamically selects the best data centers with an Ant Colony Optimization
(ACO) based approach [18].

Hybrid clouds present challenges in retrieving data while protecting user anonymity. Last-HDFS addresses
data placement issues, enabling location-aware cloud storage and file loading based on policy compliance [19].

Clustering methods for organizing data, including K-means and bio-inspired algorithms, have been explored
for their simplicity and optimization capabilities. Various bio-inspired algorithms, such as Genetic Algorithm
(GA), Differential Evolution (DE), and Particle Swarm Optimization (PSO), address optimization challenges
in clustering. A novel approach using GA clustering, DE, and ACO demonstrates potential improvements in
cluster centroids’ search capability [20].

MapReduce-based methods, including K-means parallelization and parallel K-PSO, are proposed for large-
scale clustering, addressing challenges with PSO algorithm scalability in very big datasets. Scalable MR-CPSO
uses the parallel MapReduce approach to overcome PSO algorithm issues with large datasets.

In conclusion, these studies collectively contribute to the advancement of distributed data processing, data
placement strategies, and clustering methods, with a particular emphasis on enhancing performance, energy
efficiency, and security in diverse computing environments.

3. Proposed Methodology. Hadoop is a free, Java-dependent programming framework which supports
the processing of massive databases in a distributed computing platform. In addition to efficiency and manage-
ment of big data, the Hadoop framework offers numerous features such as high availability (recreation of data
squares across nodes), adaptation to internal failure (the system itself is built to differentiate and cope with
setbacks in the application layer), etc. It is adopted for processing and storing colossal data in distributed envi-
ronments using programming models. Hadoop appears as the persuasive solution for big data issues with some
additional capabilities. Hadoop uses the MapReduce algorithm to run applications. MapReduce is a framework
employed to process the enormous databases parallely. It performs distributed operational programming as
shown in Figure 3.1.

The MapReduce framework allows to specify information transformation logic through exploiting their
own map function and reduce function. MapReduce technology also enhances the monitoring and scheduling
of tasks and simplifies massive computing and handling of colossal data volumes. MapReduce being Hadoop’s
core component, processes massive information in parallel through splitting the job into a cluster of separate
tasks. As MapReduce operates in a data-intensive environment, the important factor that directly affects the
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efficiency is data transmission. Reduction in efficiency causes performance degradation of the system as shown
in Figure 3.2. This methodology aims to improve efficiency of Hadoop MapReduce framework during parallel
data processing and when operating in data-intensive environments. It intends to ameliorate response time
and data throughput of system. It aims to maximize network load in Hadoop MapReduce for boosting the
overall system performance. In this research work, initially data distribution is done, followed by speculative
prefetching.

This research aims to optimize the network load in Hadoop MapReduce. It intends to improve the effi-
ciency of Hadoop MapReduce framework during parallel data processing and when operating in data-intensive
environments and to ameliorate mainly response time and data throughput of desired system.

Step 1: This step involves initialization of a series of entities such as data center, data locality and task scheduler.

Step 2: This step involves data distribution, prefetching and development of MapReduce. Data distribution
is done according to node capacity and for prefetching operation, a speculative prefetching method is
employed.

Step 3: This step involves Hadoop configuration and development of a locality-based scheduler and reduction
of tasks into nodes using WELM-FF.

Step 4: This step involves performance inspection of proposed WELM-FF-Fair share approach and also com-
parison of proposed scheduling approach with benchmarking schemes.

A distributed Hadoop configuration with 20 nodes is employed and then job scheduling is accomplished
fair scheduling scheme. Experiments are conducted on diversified Hadoop cluster with configurations. Further,
heterogeneity within the cluster is quantified by considering several CPU or processor types, disk space and
memory size. Hadoop 2.2.0 version is employed and configured with JDK 1.8 version and 128 MB block size.
For input, a text file generated using java code is used. K-Nearest Neighbour (WELM-FF) based fair scheduler
approach is employed for improving efficacy of Hadoop MapReduce model while parallel information processing
and for enhancing system’s response time and data throughput. In current methodology, performance of
developed WELM-FF-based fair scheduling scheme is evaluated considering performance measures like job
execution duration, throughput, performance rate and execution duration for clustering as shown in Figure 3.3.

In this proposed work, the developed WELM-FF scheduler’s performance is assessed using afore-mentioned
metrics and is compared with popular schedulers like capacity scheduler and default (FIFO) scheduler. Fur-
thermore, performance of proposed WELM-FF scheduler is evaluated against different benchmarks like random
text, sort, word count with regard to job execution time, performance rate, data locality, execution time for
clustering and throughput through comparing WELM-FF scheduler as shown in Figure 3.4 and data locality-
based FIFO scheduler. Also, superiority of proposed WELM-FF based fair scheduling scheme is compared with
default scheduling method with regard to metrics like job execution duration, throughput, performance rate
and execution duration for clustering.

3.1. Initialization. The entities like data center, data locality and task scheduler play a vital role in
Hadoop MapReduce framework. The data locality indicates how close the input and compute data are (in
common words, it indicates closeness of input data and computed data). Data locality contains distinct levels
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like rack level, node level, etc. In this methodology, data locality based on nodelevel is exploited. In data
locality based on node-level, compute data and given/input data are coplaced on an alike/same node. In parallel
data systems, data locality corresponds to an imperative element considered by schedulers. Data locality here
indicates locality of input data. The task scheduler is associated with job scheduling in the Hadoop MapReduce
framework. In proposed methodology, firstly these entities (data center, data locality and task scheduler) are
intialized. The two text files generated using java code namely keyval and random text are used as input and
applied to MapReduce job. Given an original matrix V (document term matrix), NMF seeks to approximate
V as the product of two non-negative matrices W (basis matrix) and H (coefficient matrix), i.e.,

V~WH (3.1)
This factorization can be expressed through the optimization problem:

IVIVHE | V—WH ||? subjecttoW, H > 0 (3.2)

where || - ||? denotes the Frobenius norm, ensuring non-negativity in the factorization. The resulting matrices W
and H capture the underlying structures and relationships in the data. Reducing the dimension and converting
the document word matrix into smaller ones are the main goals of this strategy, along with gathering alternate
underlying structures within the data. Elements in these reduced matrices must be non-negative. Pattern
recognition, text clustering, and bioinformatics are just a few of the several areas where the NMF method give
the better results. Initially, input data or information is divided into several data blocks as per the node’s
processing potential within the cluster using the proposed scheduler as shown in Figure 3.5. Further, these
information blocks are allotted to distinct nodes within cluster.
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ODB + DS/BS (3.3)

where ODB indicates overall data blocks for input information, DS denotes input data’s data size and BS
denotes block size (default). Processing capacity (NPC) of each x node in the Hadoop cluster is estimated as,

NPC(z) +— P(z) + MTE(z) (3.4)

where NPC(x) indicates 22" node’s processing capacity, MTE (x) denotes mean task execution duration in 2
node and P(x) indicates performance of 2V*6 node.

Within the cluster, NPC of all present nodes is determined through considering a) mean task execution
duration of a specific job in specific node of cluster, b) combining CPU and existing memory of specific node
at normal intervals. The mean task execution duration is determined through executing a specific job’s few
tasks on that node. Here, MTE is added to NPC as the job in distinct nodes is executed at distinct times and
this aids in determining a node’s NPC. Furthermore, percentage of CPU and memory utilization in each node
of a diversified cluster can be determined. The free CPU and memory usage in each node within cluster is
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determined as

FreeMem (z) + ((100 — UtilizedMem (z)) x Mem(z))/100

FreeCPU () < ((100 — UtilizedCPU (2)) x CPU (x))/100 (3.5)

The job tracker handles job scheduling. It allots tasks to idle task trackers in the cluster according to slot
availability. Further task trackers process the reduce tasks and map tasks on a cluster’s corresponding nodes.
The mapper’s job here is to typically process given/input data. This information (given data) is stored within
the HDFS. The input file is further passed to the mapper function line by line. Further, mapper processes
the data and creates several small chunks of data. Reducer’s job here is to mainly process the data which
approaches from mapper. After processing, it produces a new set of output, which will be stored in the HDFS.
Between map and reduce phase shuffling and sorting is done. The information obtained from the map nodes is
copied to the reducers node by shuffle phase. The sort phase sorts the intermediate information by key. where
Mem( x ) represents z*' node’s RAM capacity, UtilizedMem( x ) represents percentage of utilized memory
in 2% node of cluster, CPU(x) represents 25! node’s processing capacity and UtilizedCPU( x ) represents
percentage of utilized CPU in 2™ node of eluster. Further, performance of " node is determined through
obtaining free existing memory and CPU from that node using equation (3.6) as

P(z) < FreeMem(z) + FreeCPU (z) (3.6)

Each time during job execution, the nodes are classified based on the NPC. The overall NPC of all nodes
contained within Hadoop cluster is estimated using equation (3.7).

ONPC + Xn: NPC(z) (3.7)

r=1

where n represents the number of data nodes and ONPC denotes the overall NPC. The amount of data blocks
that are to be allotted for every data node i is estimated as,

NB(z) + ODB x (NPC(z)/ONPC) (3.8)

where NB(x) denotes the number of data blocks allotted for " data node. For 2" data node, the number of
data blocks will be allotted as per NPC using equation (3.9)

DN(z) + NB(z) (3.9)

where DN(x) represents the 22" node in the Hadoop cluster.

Then the presence of map slots is checked on data nodes. Map tasks are allotted to nodes within the cluster
if the slots are present (or available). In case the slots are unavailable, then the scheduler waits until the slots
become available.

In Hadoop, typically the reduce stage does not begin until the map stage generates all intermediate informa-
tion. It is necessary to wait until completion of all map operations in order to achieve the ultimate job output.
Hence, after completion of execution by map task scheduler, the reduce task scheduler begins its execution. In
reduce stage, the nodes are organized such that they possess reduce function as depicted in equation (3.10).

RN(z) < RN;,RN3,RNs,............ , RN, (3.10)

where RN(x) represents the reducer node or z'" node possessing reduce function, k denotes the number of

nodes possessing the reduce function. Similar to map stage, the availability of reduce slots is checked in reduce
stage. If reduce slots exist, then reduce tasks will be allotted to nodes. If slots are unavailable, then the
scheduler will wait until the slots become available.

In order to identify outliers as shown in Figure 3.6, a boundary must be formed around them by merging
closed contours. All the points within a single contour are grouped together under the same cluster by these
contours, which are called cluster borders. Cluster boundaries of different sizes and shapes may be generated
using this method, and it doesn’t matter how the data is distributed.



4566 Si-Yeong Kim, Tai-Hoon Kim

) Mappes (€] Hrsmres
Come ~
o I EERLE e o P EMappedir N
& C1maheC e o " poixEuipnl
Tk v il sk ey
(T} Mewevinae
i 4
» wbrdinpatst
« tpbiDatantaliock | f (3} el T P
o gl e =
= Tiairend bty tiea Dat ] 5 ] WIhfwl
L 1Y ammmm-rmu

« At Eep alird s

» W)

|
grdplrntier iy VahmParel | | assal auhal bl ifi aor® 3 a6 Taid U el gt gatariDatall | | wdBil o e il wwfra o fag sy al el chuagPain
4 E P h [
E- tlavrtiisle il () pmratat redrafet ting
Lol B g S b [ B Tyt - - — T— =]
o AP Tark | = I Py i)
o PRI T [l ] it hisgPobrpll
|
Tyl un il ik
- ——t
» B [dmaTacie
o i biiada| - Wit

Fig. 3.6: Flowchart of Proposed work

The optimization problem associated with WELM can be expressed as:

mm R2 Z& Zal (3.11)

subject to constraints:

N
| o(z:) —a|P<SR*+&, & >0, Y ai=1,a;>0 (3.12)

i=1

where R is the radius of the hypersphere, a represents the center, and &; are slack variables.

All of the points on a single contour fall inside the same cluster, which is why these lines are called cluster
borders. By generating cluster boundaries of any shape and size independent of the data side, the suggested
WELM technique surpasses the traditional approaches. The shortcomings of conventional methods may be
remedied with the use of the WELM clustering strategy. There is currently no clear solution to the research
topic of how to properly apply WELM during document clustering. There isn’t a perfect document clustering
strategy that fixes all the problems with the old ways and works better.

3.2. Hadoop based Data partition. The Map-Reduce architecture supports and underpins big databases
with a lot of features, divides them into smaller sets, and then distributes them to different cloud groups for
calculations. As seen in Figure 2, Map-Reduce views data as a key-value pair represented as <Key, Value>.
At now, there is a lot of thought put into data-intensive processing, mostly centred on the Map-Reduce frame-
work for investigating large amounts of data. Over time, it has evolved into a scalable and fault-tolerant data
handling device that can calculate and process massive datasets with just a few of low-end computer cluster
nodes. However, Map-Reduce does have certain inherent issues with its efficiency and implementation as shown
in Figure 3.7.
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Fig. 3.7: Map-Reduce Framework with prediction mechanism

The fundamental goal of knowledge mining techniques is to extract valuable information from massive
informational databases, often known as datasets. The information gathered from this procedure is quite
useful for decision-making models. The computational competency and processing time are both negatively
affected by the amount and dimensions of the data set as the intensity rises. Unfortunately, classical method
parallelization is not straightforward, and many current optimization models aren’t very effective at parallel
calculations either.

One of the most important data mining categorization strategies is the decision tree. Experts in decision
tree algorithms now focus on making data processing more efficient. Data sizes grow in direct correlation to
the rate of advancement in system networking and real-time application development. The purpose of using a
distributed decision-tree structure in tandem with the Hadoop framework to handle these massive data sets is
to identify these concerns.

3.3. Biomedical XML document preprocessing. Due to the vast amount of medical document sets,
the biomedical area is home to the most commonly utilised applications of text mining. For open access papers,
the conventional text mining methods rely only on ”sorting and theme” for searching. Articles from open-
access biomedical journals are licenced under the creative commons licence and are available in full text. In the
first stage of the algorithm for extracting documents, it detects about 100GB of articles. For the extraction
model to work properly, clear structured data is required. In most cases, all publications found in the PubMed
repository include unstructured data in addition to XML tags. Articles’ entire texts are pre-processed and
clustered using the document clustering method. This method places a premium on abstractions, as opposed
to previous biomedical text mining algorithms.

The clustering process, mathematically, involves grouping similar XML data, denoted by D;, into clusters
C;. This can be expressed as:

C; =A{D; : similarity (D;,C;) > threshold } (3.13)

where similarity measures the similarity between the XML data D; and a cluster C';, and a threshold is defined
to determine when a document is considered part of a cluster.

When working with big and varied datasets, these clustering approaches are very important for improving
the biomedical domain’s information structure and accessibility. These days, XML is the standard format for
online data exchange. Clustering has been the most popular and widely used method. In this context, clustering
stands for the combination of XML data types and XML clustering applications that are comparable. Among
them are query processing, web mining, document categorization, data integration, and retrieval of information.
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The major issues in XML data preprocessing for clustering are described below:

e Initially, the clustering process calculates the similarity index among numbers of different XML data.
Nevertheless, evaluating the similarity function is a major problem because of the heterogeneity prop-
erty of XML documents.

e Implicit dimensionality has increased to a great extent.

Biomedical documents, phrases, sentences are used in the feature extraction to extract the main features of the
original documents. The graph-based feature extraction generates the feature extraction by mining phrases or
sentences from the set of key peer nodes of the overlay network. Finally, key phrases or sentences are extracted
by computing the ranking scores and then selecting the highest scored phrases or sentences.

3.4. Traditional feature selection models on biomedical databases. In order to categorise the texts
according to MeSH keywords, a new Bayesian Network (BN) method is created. Classification is carried out by
this model based on the entity associations of various MeSH words, and it can readily depict the conditional
independences between MeSH terms and the MeSH ontology. This method is used to depict the MEDLINE
document resources at different levels of abstraction. In order to address these concerns, medical ontologies
are used to discover the medical concept MeSH synonyms. Textual categorization schemes often use machine
learning techniques in an inductive fashion.

Furthermore, a BN classifier based on support vector machines is used to categorise MEDLINE articles.
When analysing the performance of a balancing approach, both BN and SVM-based BN classifiers become
quite sensitive. Text classification and classification models are frequent areas where class-imbalance problems
occur. The classic issue of class imbalance cannot be addressed by these methods. In order to make conventional
categorization procedures more accurate, a lot of new, sophisticated methods have been created. Methods based
on recognition, active learning, sampling, and cost sensitivity are all part of these generalised categorization
systems. By excluding arbitrary data from the dominant class, sampling techniques have helped to address
the issue of class imbalance. The term for these methods is under-sampling approaches. Oversampling occurs
when there are insufficient new randomised data points for the minority class. For instance-specific document
category classification, the cost-sensitive learning technique employs a cost-matrix. In order to learn rules,
recognition-based approaches look at the minority class rather than the majority class’s instances. To address
the challenges posed by unlabeled data, active learning techniques are used.

In order to discover the hidden learning principles in the minority class examples, which could or might
not employ instances from the majority class, feature selection based learning approaches are used. Automatic
MEDLINE document classification is achieved by the use of Bayesian-based feature selection models, which
provide a probabilistic framework. When a document has a particular MeSH label or is connected to the term’s
grandparents in the hierarchical model, Bayesian models do not work. For example, the words A01.047.025.600,
A01.047.025.25, and A01.047.025.600 may all be used to represent the same document in an index that uses
the terms A01.047.025.600.451. The MEDLINE documents can be better selected using an ontology-based
document feature selection approach according to this assumption.

The suggested random sampling strategy involves selecting components at random and then removing
them from the class that is overrepresented in the majority. This procedure is repeated until the minority
class size and cost-sensitive learning method are equal. Among its components are adjustments to the relative
cost of incorrect positive and negative class classifications. It is necessary to convert every page into a feature
vector before using machine learning techniques for feature extraction. To address the problem that the high-
dimensionality of the features space creates, many feature selection methods have been used. Feature selection
for documents has long made use of several probabilistic and statistical machine learning algorithms. Neural
network, K-nearest neighbour, Bayesian, decision tree, and symbolic rule learning are all part of it.

Scalable Machine Learning techniques and Rule-based reasoning methods provide the basis of feature
learning models. Due to the lack of a prior classified example or restriction pertaining to data pieces having
labels, this procedure falls under the umbrella of unsupervised learning. Ontology (Abox+Tbox) presents the
categorization model. It learns on its own from massive datasets using scalable Machine Learning and Big
Data methods. When it comes to categorization, feature extraction is a crucial step. We can classify all
characteristics into two categories:

e Feature extraction is carried out on the small document sets by making use of noisy attributes and
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Fig. 3.8: Working of WELM-FF algorithm

contextual information.

In order to reduce the number of dimensions of high-dimensional features, traditional feature extraction
algorithms do away with noisy features. Predicting medical diseases, such as cancer, genes, proteins, etc., has
led to the development of several methods. When it comes to microarray cancer detection and prediction, the
rule mining method is combined with PCA and back propagation. For improved performance, a modular neural
network is designed to detect and assess heart illnesses utilising the Gravitational Search Algorithm (GSA) and
fuzzy logic algorithm..

3.5. Weighted Extreme Learning Machine Technique (Weighted ELM) with the Firefly Algo-
rithm. Incorporating weights into the learning process, the Weighted Extreme Learning Machine (Weighted
ELM) method modifies the classic Extreme Learning Machine (ELM) algorithm. It creates a hybrid strategy
for optimising the Weighted ELM shown in Figure 3.8 has parameters when coupled with the Firefly Technique,
an optimization algorithm that draws inspiration from nature. A few formulae and notations depicting the
Weighted ELM and its integration using the Firefly Algorithm are provided below.

1. Extreme Learning Machine (ELM): The traditional ELM formulates the output weights 5 as:

B=H'T (3.14)

Where:
e H is the hidden layer output matrix.
e T is the target matrix.
e HT is the Moore-Penrose pseudo-inverse of H.
2. Weighted Extreme Learning Machine (Weighted ELM): In Weighted ELM, the objective is to minimize
a weighted objective function:

2

L L
J(B) = 5 Zwi Yi — Zﬁjhj (z4) (3.15)
i=1 =1

Here, w; represents the weights associated with individual training samples.
3. Combining Weighted ELM with Firefly Algorithm
e Optimizing the weights w — ¢in the Weighted ELM is the goal of the Firefly Algorithm. Using the
attraction between fireflies, the system adjusts the weights repeatedly. The following stages make
up the method, which uses the objective function to assess attractiveness:
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Fig. 3.9: Data Locality Based Firefly and WELM

e Start by setting the starting light levels and locations of the fireflies.

e Determine Attraction: Using the distance and light intensity of two firefly, determine the attrac-
tiveness between the two.

e Apply the attractiveness values to the weights and update them.

e Repeat: Continue iterating until you reach convergence or until you reach a predetermined limit.
The precise formulation of the update equation for weights, w — ¢, depends on the particular
specifics of the implementation and the issue environment, although it may be described using
the Firefly Algorithm.

These methods’ inefficient learning stages or coverage of local minimums lead them to be painfully slow.
To further improve learning efficiency and performance, many iterative learning techniques are created. Based
entirely on kernel-based methods, this strategy incorporates neurons in an ascending sequence. Unlike tradi-
tional Feed-Forward Network training, Bayesian ELM does not adjust the hidden layer. To reduce training
error, all hidden layer parameters, including input and output weights and biases, are chosen at random. Slower
network learning rates and less capacity to handle complexity are the main drawbacks of the aforementioned
approaches.

From Figure 3.9, The two main steps of the WELM-FF (F-ELM) method are training and prediction.
A three-tiered design is suggested for the training phase. In the training phase, scaling parameters in the
hidden layer and weights in both the hidden and output layers are repeatedly generated, much like the WELM
technique. Therefore, F-operations WELM’s are comparable to those of the fuzzy inference system. To make
predictions, a trained F-WELM algorithm takes an input feature vector and uses it to assess the outputs.

Using nodes and edges, decision trees may be shown as directed graphs. Always representing tests are
the root and intermediate nodes, with outgoing edges representing node conditions. Additionally, various class
labels, represented by leaf nodes, are accountable for uncovering latent patterns in massive datasets. The
decision tree’s decision patterns are predicted by these. The quantity of data lost during decision tree creation
grows in direct proportion to the size of the k-trees. At each level, these models determine the decision criteria
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Table 4.1: Amazon EC2 Setup Configurations

General purpose current generation | Linux/UNIX Usage (per Hour) | Windows Usage (per Hour)
m3.medium 0.0086 0.0591
m3.large 0.0162 0.1171
m3.xlarge 0.036 0.2201
m3.2xlarge 0.1539 0.4391
m1.small 0.0081 0.0261
ml.medium 0.0102 0.0531
m1.large 0.0175 0.1061
ml.xlarge 0.034 0.2111

by running an algorithm that is based on the hierarchical selection of characteristics. These are the main
problems with this attribute selection method: 1) The amount of time and space needed for calculation also
grows as the noise of characteristics in single and multi-leveled space increases. 2) Entropy measurements on
the homogeneity of the information distribution are used by this model.

Figure 3.9 shows the results of using an WELM-based decision tree with a logistic regression function to
identify infrequent decision rules; in this case, a new occurrence is arranged by climbing the tree from its root
node to its leaf node, and a decision on the attribute is made based on the class attribute value of the leaf node
through regression analysis.

If the database has a lot of dimensions, then can’t use the WELM decision tree to build incremental trees.
Also, using the Map-Reduce framework with mixed attribute types is not supported by this strategy.

Limitations

e Hadoop nodes are used and the memory limitations affect the tree’s performance.

e Achieving greater performance on the part of the intermediate mappers requires fixing the static re-
strictions of the minimal class instances.

e Building the static classification and static parameters is a must during the training phase of a Map-
Reduce system.

4. Performance Evaluation. For experimental evaluation, Hadoop with hardware configuration of 4 GB
RAM, 250 GB hard disk and above 2 GHz processor is employed. Experiments are conducted on diversified
Hadoop cluster with configurations as depicted in Table 1. The employed test-bed consists of one master node
(job tracker and Name node) and twenty slave nodes (task tracker and data node). The heterogeneity within
the cluster is quantified by considering several CPU or processor types, disk space and memory size on each
node. Here, all nodes within cluster are connected using an ethernet switch. For execution, Linux operating
system is employed. In proposed experiments, Hadoop 2.2.0 version is employed and configured with JDK 1.8
version and 128 MB block size. For input, a text file generated using java code is used. The master.txt file is
used to declare master node name and workers.txt file to declare slave nodes’ name. The file yarn-site.xml is
employed to write node property and node values. Scheduler is controlled using xml files.

4.1. Implementation Setup . Amazon Elastic Compute Cloud (EC2) has three distinct storage tiers—
small, medium, and large—each of which offers access to a unique set of cloud resources. You may access these
instances and services across several time zones and countries. The pricelist for micro to big instance types for
Windows Usage machines and LINUX/UNIX is shown in Table 4.1 for the Asia Instance servers.

The cloud’s capacity to handle computations of varying sizes is made possible by Amazon Elastic Compute
Cloud (EC2). For developers, EC2 means quick and simple web-scale compute. With no effort, you may
configure the hardware capacity to your exact specifications using the accessible user-friendly interface. Instance
addition and deletion are handled using the aforementioned interface. Customers may choose which EC2
instances to make public or private when they deploy these services to cloud storage servers. A pre-configured
AMI, network permissions and security, and the uploading of a completed web application are prerequisites
for implementing an Amazon Elastic Compute Cloud instance. Based on their computing demands, customers
must choose the beginning and finishing points of the instance. The amount of AMI has to be present in several
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Table 4.2: Memory Optimized - Current Generation

r3.large 0.0175 | 0.1741
r3.xlarge | 0.0478 | 0.2821
r3.2xlarge | 0.1785 | 0.4442
r3.4xlarge 0.48 0.6744
r3.8xlarge | 0.8791 | 0.9583
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Fig. 4.1: Results of FF-RR’s execution on 10 nodes in a Hadoop cluster

occurrences. The next phase involves configuring additional application services by monitoring the activity of
newly formed instances. Both incoming and outgoing network traffic may be managed with the use of security
groups and ACLs.

Various biomedical documents in XML format are subjected to experimental outcomes. The document
types seen in the MEDLINE Repository vary among the various data sets. Table 4.2 is a visual representation
of the results of the feature selection process’s performance study utilising the Hadoop framework. In this case,
we learn how long the Mapper and Reducer phases took to operate in the Hadoop environment by including
the Rough-set approach and a Random Forest tree.

Visual representation of the feature selection process performance analysis utilising the Hadoop framework
is shown in Figure 4.1. In this case, we learn how long the Mapper and Reducer phases took to operate in
the Hadoop environment by including the Rough-set approach and a Random Forest tree. The chart clearly
shows that, in comparison to other classification strategies that do not use a rough-set method, the Rough set
with Random forest model’s Mapper and Reducer stages have a less time-complex nature. Figure 4.1, clearly
shows that in comparison to other classification strategies that do not use a rough-set method, the Rough set
with Random forest model’s Mapper and Reducer stages have a less time-complex nature. Analyses of the
order models’ performance are shown in Table 4.3 and Figure 4.2. When compared to other traditional Hadoop
classification algorithms, Random Forest trees with roughsets have a far higher real positive order rate for
biological datasets. The number of positive occurrences that represent assaults, as compared to negative ones,
is shown by the true positive rate. The number of instances that were incorrectly categorised is shown by the
error (percent). Also calculated are the outliers, expressed as a percentage, which show how many occurrences
are unrelated to the present assault behaviour. Table 4.4 shows the classification models with True Positive
and Error Rates metrics.

Figure 4.3 shows the performance metrics of Hadoop Models.In the first experiment, a regular Hadoop clus-
ter (SHC) showed a 120-minute processing time, 500 records/minute throughput, and 95% accuracy. Reducing
execution time by 80 minutes, increasing throughput by 750 records per minute, and improving accuracy by 98%
were all outcomes of Experiment 2, which included adding further nodes to the cluster (ECWAN). Even though
the execution time went up to 100 minutes in Experiment 3, which focused on Hadoop with Improved Data
Compression (HWIDC) data compression approaches, the throughput remained competitive at 600 records
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Table 4.3: Classification models for feature selection using Rough-set

Algorithm Mapper Time (mins) | Reducer Time (mins)
GA_FSA 15.35 4.57
Neural Network 21.53 5.75
WELM-Tree 14.65 5.36
WELM with firefly 12.43 4.567

Table 4.4: Classification models with True Positive and Error Rates metrics

AModel True Positive (%) | Error (%) | Outlier (%)

GA_FSA 81.45 25.67 12.54

Neural Network 83.157 21.56 15.37

WELM-Tree 84.26 27.89 16.24

WELM with firefly 89.45 194 11.15
e

Fig. 4.2: Performance metrics for classification models

per minute and the accuracy rate stayed at 96%. These findings demonstrate how important it is to optimise
Hadoop-based systems using data processing methods and cluster design. Improving performance was a direct
result of the tweaked cluster design, and investigating data compression methods revealed promising new ways
to strike a balance between the execution time and accuracy trade-offs. Improved distributed data processing
using the Hadoop architecture may be possible with more research and development.

5. Conclusion. The proposed work differs from existing solutions in that it does not require learning
the classification accuracy for certain types of information attributes earlier, which is not always possible
in practise. Instead, it takes an exponentially decreasing size of distributed databases, data pre-processing,
and the classification true positive rate. The distribution noise or anomaly problem, mining sparse, scaling
up for high-dimensional space, and static optimization are the main challenges with standard data mining
algorithms when applied to massive data. This chapter details the application of a new decision tree model
based on the toughest criteria to biomedical datasets using the Hadoop framework, with the goal of improving
the computation error and true positive rate. Lastly, a potential strategy for improving ML models is the
proposed Weighted Extreme Learning Machine (Weighted ELM) in conjunction with the Firefly Algorithm. To
make the classic Extreme Learning Machine even more sophisticated and adaptable, the Weighted ELM adds
weights to it. The compatibility of the hybrid model with the Firefly Algorithm, a method of optimization
that draws inspiration from natural behaviours, allows for more efficient parameter tuning. The capacity to
account for the significance of individual training samples by using weights is the main benefit of the Weighted
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ELM. This makes the model more flexible and resistant to data distribution issues, which is especially helpful
when certain samples are more important than others for learning. By mimicking the characteristics that
make fireflies appealing, the Firefly Algorithm improves the Weighted ELM’s optimization. Improving the
model’s convergence and overall performance, this optimization technique helps locate ideal weight combinations.
Nevertheless, there are a number of variables that affect how well this hybrid strategy works, such as the
parameters used, issue specifics, and dataset characteristics. To get the best outcomes for particular applications,
it is vital to conduct thorough experiments and fine-tune. Addressing complicated issues where flexibility,
efficiency, and resilience are vital, the Weighted ELM with Firefly Algorithm shows promise in practical terms.
The method’s competitiveness across a larger variety of applications may be determined by future work that
investigates hyperparameter tweaking, experiments with varied datasets, and compares with other state-of-
the-art approaches. When combined, Weighted ELM and the Firefly Algorithm provide new possibilities for
improving machine learning models and expanding their use in many fields.

6. Acknowledgement. This study was financially supported by Chonnam National University (Grant
number: 2023-0926).
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FEDERATED DIVERSE SELF-ENSEMBLING LEARNING APPROACH FOR DATA
HETEROGENITY IN DRIVE VISION

M.MANIMARAN *AND V.DHILIPKUMAR f

Abstract. Federated learning (FL) has developed as an efficient framework that can be used to train models across isolated
data sources while also protecting the privacy of the data. In FL a common method is to construct local and global models together,
with the global model (server) informing the local models and the local models (clients) updating the global model. Most present
works assume clients have labeled datasets and the server has no data for supervised learning (SL) problems. In reality, clients
lack the competence and drive to identify their data, while the server may host a tiny amount. How to reasonably use server-
labeled and client-unlabeled data is crucial in semi-supervised learning (SSL) and Cclientdata heterogeneity is widespread in FL.
However, inadequate high-quality labels and non-IID client data, especially in autonomous driving, decrease model performance
across domains and interact negatively. To solve this Semi-Supervised Federated Learning (SSFL) problem, we come up with a new
FL algorithm called FedDSL in this work. We use self-ensemble learning and complementary negative learning in our method to
make clients’ unsupervised learning on unlabeled data more accurate and efficient. It also coordinates the model training on both
the server side and the clients’ side. In an important distinction to earlier research that kept some subset of labels at each client,
our method is the first to implement SSFL for clients with 0% labeled non-IID data. Our contributions include the effectiveness
of self-ensemble learning by using confidence score vector for calculating only for the current model performing data filtering and
initiated negative learning by showing the data filtering performance in the beginning rounds. Our approach has been rigorously
validated on two significant autonomous driving datasets, BDD100K and Cityscapes, proving to be highly effective. We have
achieved state-of-the-art results and the metric that is utilized to evaluate the effectiveness of each detection task is mean average
precision (mAP@Q.5). Astonishingly FedDSL performs nearly as well as fully-supervised centralized training approaches, despite
the fact that it only uses 25% of the labels in the Global model.

Key words: Federated Learning, Data Heterogeneity, Autonomous Vehicle, Ensemble Learning.

1. Introduction. Machine Learning (ML)-based services and apps are becoming more and more important
because of the need to protect data safety and security. It can be hard for ML providers to gather and manage
data, follow General Data Protection Regulation (GDPR) rules, and keep personal data from getting lost,
misused, or abused [1]. If you want to do global collaborative learning without sharing the original training
data, Federated Learning (FL) can help. But it’s not totally secret since the model parameters include private
information. FL is a way to learn that a single server manages a group of devices used by many people. The
server delivers the most recent model to clients at every training epoch. After that, the clients modify the
model using their private data sets. [2]. The server takes all of these changes and applies them to the core
model. FL lets you make a whole ML model without disclosing client data or using their computing power,
which makes the server load less. The main elements of the FL concept are as follows:

* Decentralized Training: Gathering all data in one location and by training the model directly on
individual devices, FL ensures that data privacy is preserved.

* Updates: Each device updates its model parameters and sends them to a central server after undergoing
model training with its own data.

* Global Aggregation: The server collects the updated parameters from all devices. Utilizes them to
train a model.

* Model Updates: The improved global model is subsequently sent back to the devices so they can train
it using their data.

*Department of Computer Science and Engineering, Vel Tech Rangarajan Dr Sagunthala R&D Institute of Science and Tech-
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Fig. 1.1: An Overview of FedDSL

In FL applications like keyboard prediction, labelling data isn’t always needed, but it can be pricey to get
big labelled datasets. Currently, most of the research is focused on building ML models from unlabeled data.
However, not many of the current studies try to improve FL [3], which leaves a good area for future research.
FL methods mostly work with supervised learning, which means that all of the data is labelled. But getting
fully labelled data can be hard because it is possible that the participants will lack knowledge or interest in
the subject [4]. This makes the problem of FL out of full labels very important in real-world applications like
autonomous driving.

In SemiFL [5], clients have data that hasn’t been labelled at all and can train over multiple local epochs
to cut down on connection costs. The server, in contrast, stores some tagged data. However, this system
may become less useful if labelled and unlabeled data are separated, as it becomes more difficult to apply
these methods to FL. While customers only have access to unlabeled data, label-at-server scenarios are more
problematic due to the fact that only the server possesses labelled data. To overcome the information gap
between labelled and unlabeled data in autonomous driving, a new strategy is needed where there is no direct
exchange of data.

With semi-supervised federated learning (SSFL) [6], clients’ unsupervised learning on unnamed data is
made more accurate and efficient by using self-ensemble learning and complementary negative learning. On the
client side as well as the server side, SSFL is responsible for managing the model training. Limited high-quality
IDs and non-IID client data can be a challenge, especially in situations like self-driving cars. As a solution to
these problems, the Semi-Supervised Federated Object Detection (SSFOD) [7] system was designed for cases
where clients have unlabeled data and the server only has labelled data. The fact that SSFOD has never been
used before for clients with zero percent labelled non-IID data is interesting. This is a significant departure
from earlier studies that attached labels to each patient.

There have been the following problems with the aforementioned research:

* primarily using datasets like CIFAR, Fashion MNIST, ImageNet and COCO can be challenging because
to their small size and complexity, but SSFOD poses far larger challenges.

* Following that, we proceeded to investigate difficult FL cases that involved clients who had unlabeled
data from a various category of object than the labelled data that was stored on the server. For example,
when the weather changes, real-life FL. scenarios aren’t always identical, so we made this adjustment.
Because client records are so diverse, this approach accounts for that fact.

For the purpose of overcoming these issues of SSFOD that still need to be taken into consideration, we intro-
duce FedDSL (Federated Diverse Self-Ensemble Learning) a personalized multi-stage training technique for the
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SSFOD Framework as shown in Figure 1.1.

We proposed a FedDSL and Negative Learning for a consistency-based regularization scheme and a cost-
based pseudo-label mining algorithm for the SSFOD framework making the predictors more resilient to biased
representations caused by local data heterogeneity.

Our recently added features offer a novel approach to using FL unlabeled data to improve non-IID identi-
fication performance, particularly for dynamic objects, which has been ignored in previous research. We assert
that our methodology and tests set a useful standard for future research in many domains, despite the fact that
SSFOD has received very little attention in the scientific community.

2. Related Works.

2.1. FL: Advancements and Challenges. Recently, FL has caught the attention of the public as a
method that protects users’ privacy while simultaneously maximising the potential of distributed data. Despite
the fact that FL has come a long way, its adaptability and applicability to other real-world problems may
be limited. This is due to the fact that the majority of studies have concentrated on categories of tasks. In
the future, advanced FL approaches will pave the way for collaborative learning from dispersed data sources,
which will be of great benefit to a number of different industries, including autonomous driving, healthcare,
and finance, among others. Future vehicular IoT systems [12], With growing privacy concerns, FL will be
crucial for intelligent transport systems and cooperative autonomous driving to optimise the use of scarce
communication, computation, and storage resources. This publication delves into the latest advancements in
smart healthcare virtual reality [13], including resource-aware, secure, incentive, and personalized FL designs.
Health data management, COVID-19 detection, medical imaging, and remote monitoring are just a few of
the important healthcare domains covered in this analysis. It also examines current FL-based projects and
highlights important lessons learned.

In FL, addressing data heterogeneity is crucial since clients often have data with different distributions,
which can affect the global model’s performance. Adaptive aggregation algorithms and local model fine-tuning
are two of the many approaches suggested by researchers to deal with non-IID data and meet this difficulty.
This paper [14] examines the convergence of federated versions of adaptive optimizers such as Yogi, Adam, and
Adagrad in non-convex scenarios with heterogeneous data. The effects of client heterogeneity on the efficacy of
communication are shown by the results. A generalization of FedAvg, FedProx [15] is a framework that deals
with federated network heterogeneity. It handles statistical and system heterogeneity by ensuring convergence
for learning over non-identical distributions and enabling devices to execute varied tasks. For client-specific
model adaptation, researchers investigate techniques such as model distillation and meta-learning. Quantization,
sparsification, and a supernet are solutions that decrease overhead while retaining model performance, which
is critical in FL for efficient communication.

2.2. YOLO based Semi Supervied Object Detection Technique . Additionally, a significant amount
of effort has been put into Semi Supervised Object Detection (SSOD), the primary goal of which is to improve
detection performance in general by improving pseudo labels. The primary goal of developing SSL (Semi-
Supervised Learning) methods for object detection is to produce consistent and trustworthy pseudo labels
using pretrained architectures and robust data augmentation strategies. Two-stage detectors usually outperform
their one-stage counterparts, and single-stage detectors, such as YOLO, have a hard time with SSL techniques.
Researchers are coming up with innovative solutions to fix the problem of existing SSL approaches failing with
single-stage detectors.

Epoch Adaptor, Dense Detector, and Pseudo Label Assigner make up the Efficient Teacher Framework [16],
a one-stage SSOD training system. Implementing a baseline model, a pseudo designation process, and Dense
Detector into the framework improves its performance. Dense Detector is able to acquire globally consistent
features and the system prevents bias caused by poor pseudo labels; this makes training independent of the
proportion of labelled data. Author [17] introduced a YOLO based method through the incorporation of domain
adaptation and the compact one-stage stronger detector YOLOvV5, the performance of cross-domain detection
will be improved. furthermore, to fix image-level discrepancies, use scene style transfer to cross-generate pseudo
images across domains.
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2.3. Semi-Supervised Federated Learning (SSFL). The SSFL method has recently surfaced as a
potential solution to the issue of minimally labelled data in FL scenarios. Through the collaborative use of
participant-owned labelled and unlabeled data, SSFL aims to enhance FL. Our research has focused on two
main settings: labels-at-client and labels-at-server.

The two most critical cases in SSFL were defined according to the placement of the tagged data. In the first
case, authors assume the common occurrence of clients having both labelled and unlabeled data. The second
case involves a more challenging situation where the tagged data is exclusively accessible on the server. Our novel
strategy to resolve the concerns voiced is known as FedMatch [18], short for Federated Matching. Compared to
inexperienced hybrids of federated and semi-supervised learning approaches, FedMatch outperforms them in a
number of ways, including a novel inter-client consistency loss and a dissection of the parameters for disjoint
learning on labelled and unlabeled data.

Authors use the Semi-Supervised Federated Object Detection (SSFOD) framework when all the data is
labelled on the server and there is no unlabeled data on the client. Thanks to FedSTO [7], a two-pronged
approach, data transfer between servers and clients is handled securely. It uses orthogonality regularisation
to improve visualisation divergence, selective training to prevent overfitting, and local Exponential Moving
Average to assign high-quality pseudo labels (EMA).

2.4. Data Heterogeneity. When it comes to autonomous driving (AD), AutoFed is a FL platform that
takes heterogeneity into account. Authors [24] goal is to make robust AD possible by making full use of
multimodal sensory data on AVs. A client selection mechanism, an autoencoder-based data imputation method,
and a novel model using pseudo-labelling are all part of the framework. The experimental results reveal that
AutoFed outperforms the state-of-the-art methods in terms of precision and recall, and it also shows remarkable
resilience in the face of bad weather. The Authors [25] trains an autonomous vehicle via federated learning.
Data is gathered from an Udacity-based simulated vehicle over two tracks, and a Convolution Neural Network
is used for training. The next step is to upload the modal to a server, where it will be integrated with other
models to generate a new model. The car’s performance is examined through multiple trainings, and the results
show that the accuracy is iteration dependent and that merged models are less accurate.

3. Problem Statement. We focus on situations when 100% Unlabeled dataset in client side and 25%
labelled dataset in server side for object identification task that involves a labeled dataset D; = [z}, /N,
and unlabeled dataset D, = [z¥]* where N, << Nj. 2! as labeled images, y' as annotations, it contains
coordinates and differenet bounding boxes for objects. The dataset {z!,y'} and the model parameterized by
M are both stored on the server. Presumably, there are C clients, and they all have an unlabeled dataset ¢ |
Every client model, with parameters M*“ employs the identical architecture for detecting objects, represented
by f:(x,M) — f(x, M) , where each parameter M and input x are transformed into a collection of bounding
boxes with associated class probabilities.

Heterogenity. Our research focuses on non-IID data that results from various weather conditions, such
as cloudy, gloomy, rainy, and snowy. The three datasets—BDD100K, CityScapes, and SODA10M—display
different class distributions and label densities. A framework for SSFOD that is capable of managing this
diversity while preserving performance in a variety of contexts and with a variety of distributions is what we
intend to create. When every client exhibits a well-balanced distribution of weather conditions, the data is
considered to be a part of the independent and identically distributed (IID).

4. Proposed Methodology — FedDSL. To illustrate, FedDSL is an iterative algorithm that, similar
to all FL algorithms, necessitates the exchange of local and global models between the server and the clients.
Figure 4.1 illustrates this. As an alternative to conventional supervised FL, the server will use its labelled
dataset to actively contribute to the global model’s updates during training. This indicates that the server will
be actively involved in the training process. Each FL round in FedDSL is comprised of four separate steps,
which are as follows:

1. Initial Step: Server-side Supervised Learning

2. Second, have the clients download the global model.
3. Thirdly, client-side unsupervised learning

4. Finally: Submit local models to the Server
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Fig. 4.1: Operation of FedDSL

4.1. Supervised Learning at Server. In this paper, author examines the image classification issue using
an SSFL system, which consists of just one server and some clients.D; is a labeled training dataset for server.
We use x; for the feature vector (image) and y; for the label (image class) for each instance ¢ € D; . Index of the
class set M = 1,..,m and hence, y; € M for each instance i. Let us assume that the server possesses a limited
labelled validation dataset of DlV“l separated from the training dataset. D, is unlabeled training dataset for
individual client M = 1,..,m. The feature vector x; of each instance ¢« € D, assume the dataset is unlabeled.
At the clients, the total number of instances of unlabeled training data is greater than the number of instances
of labelled training data that are stored on the server alone, which is denoted as D; << Z:Ll D,. Our main
objective is to successfully train a model f for classification, with w serving as the parameter. probability
distribution for predicted class is p(x,w), x as input for the confidence score vector and model parameter of w.
Pm (x,w) is the predicted class probability for the input x which belongs to class m under the model parameter w,
it is a confidence score. By simply using the formula f,, (x,w)=argmaz,pm, (x;w), A predicted hard label can be
easily generated from the confidence score vector. In this work, we will discuss how to evaluate a classification
model’s efficacy using cross-entropy loss, which is a

M
Uy, f(z3w) = = Y Ly = m)log(pm(z,w)) (4.1)

where 1(.) is the indicator function.

4.1.1. Global Model Update. During FL round t, server compiles the uploaded local client models from
round t-1. In such case, every client takes part in every training session, K* T N represents the sampled clients
for local training in round t. The local client model w} is trained in round t for client £ € K*. Typically, a
global model is created by averaging local client models on the server.

w™? |Kt 7 Z wy (4.2)

kEKt 1

In FedDSL, the server trains an average global model on its labeled dataset for the purpose of enhancing
it, instead of merely relaying it to the clients for local training in the current round. The technique of data
augmentation for image can be utilised to increase the size of the dataset as well as its quality. This is possible
because the server only has a limited amount of training data available. The enhanced version of the original
input x is denoted by a(x) if we consider the augmentation process a(.). In FedDSL, for instance, we execute
weak augmentation using basic operations like random image flipping and random image cropping. Be aware
that different learning rounds may provide different augmented images a(x) of the same input x due to the
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random nature of the augmentation. The server loss function (using slightly misleading nomenclature) is defined
as follows when weak augmentation is applied:

Ls(w) = - > Uy flala);w)) (4.3)

i €D

as previously stated, the cross-entropy loss is denoted as I(y;, f(a(x;);w)). The server continues by running
B, mini-batch gradient descent epochs F,, which update the global model. Here are the updates made to the
global model for each mini-batch step b:

wh = Wy o Le(w) |whb? (4.4)

the server learning rate is denoted as v, the initial model is w??

wht is v, Ly (w)|wh?.

=w™t, and the gradient of L,(w) assessed at

4.1.2. Calculation of Confidence Threshold. Before clients can use the updated global model to filter
input from the unsupervised learning step, m € M is a confidence threshold for each class determined by the
server. Consider the confidence threshold vector ¢ = [r{....7! ] as an example, where 7}, € [0, 1] represents the
confidence threshold for class m in round t. Here is the formula for determining the value of 7,.

S e pyet D, 01 (f (5:01) = )

Tfn = (4.5)
> e (e = m)

When it comes to the validation dataset, the denominator represents the total number of instances of class m,
while the numerator is the sum of the confidence scores of all the data instances that are classified as class
m based on the current model w’. For a new data instance x with a high probability of classification result,
with the present model w?, it is categorized as class m (i.e., f(x;;w?) = m) and the confidence associated with
this classification, p,,(x,w?), is more than 7%. Due to the fact that the global model is updated with each
new round, 7¢ changes across learning rounds. Along with global model at server, clients also download this
confidence threshold vector 7.

4.1.3. Bootstrapping. Even though clients can begin the process of learning a language with a random
beginning model w?, our findings indicate that training a robust model on the server labelled dataset and using
it as the initial model is more effective in accelerating the convergence of the learning process and achieving
higher accuracy.

Due to the utilization of self-ensemble learning in the unsupervised learning phase and the creation of
more trustworthy pseudo-labels by means of stronger early rounds models, Bootstrapping has a good influence
on convergence. Therefore, FedDSL relies solely on supervised learning at the server with the label dataset
to create the initial global model w®. Despite the fact that it does not average the local models, it employs
equations (3) and (4) as its training basis.

4.2. Unsupervised Learning at the Clients. Clients k who are selected to take part in local client-side
training execute unsupervised learning on their unlabeled datasets to create local models w}, receiving the global
model w?. Unsupervised learning at clients is demonstrated in Figure 4.2

4.2.1. Diverse Self-Ensemble Learning. To generate a pseudo-label, also known as a label prediction,
for each instance of unlabeled data using the current model is the objective of effective learning, just as it is
in typical SSL problems. Afterwards, construct a dataset in such a way that the pseudo-label of every data
instance is accurate on a consistent basis. The term “data filtering” refers to the process of generating a new
dataset by selecting records from an existing dataset. Given that the pseudo-label is assumed to be accurate in
most cases, it is reasonable to assume that training the model on the filtered dataset would result in improved
outcomes.

The dispersed nature of the labeled and unlabeled datasets makes SSFL considerably more difficult in a
decentralized context than in a centralized one. Both supervised and unsupervised learning are performed
concurrently with one another in conventional SSL. In particular, the model is trained using a single loss
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Fig. 4.2: Self-Ensemble Learning Generates the Positive Dataset and Complementary Negative Learning Gen-
erates the Negative Dataset and Local Model Update with both datasets.

function Loss(w), Lossy(w) for which there is a loss on the data that has been labelled and a loss on the data
that was not labelled is Lossy (w).

Loss(w) = Lossp(w) + a Lossy (w) (4.6)

where the parameter for weight is denoted by a. The filtered dataset can have numerous occurrences with
incorrect pseudo-labels due to the low accuracy of the model in the early stages of training. For the purpose of
lowering the impact of inaccurate pseudo-labels, a minimal initial value is employed to increase reliance on the
trustworthy label dataset during model training. The filtered unlabeled dataset can be given additional weight
with an increasing a as the model improves with time.

In SSFL, though, things are different; to train, the client has access to only the loss function applied to
the unlabeled data. Therefore, it is not possible to influence whether labeled or unlabeled data is prioritized
using this parameter. Consequently, both the local model’s performance and the global model’s performance
after aggregation can be severely impaired because the less-than-ideal global model produced a relatively large
number of false pseudo-labels in the first rounds. False positives will build up and spread across iterations of
the learning process, rendering the process useless.

An issue that develops when the global model uses inaccurate pseudo-labels is its overconfidence in pre-
diction results. One solution to this problem is self-ensemble learning, which takes advantage of many global
models’ worth of past data to generate pseudo-labels. This group’s judgement mitigates the "stubbornness” of
an individual model since it is derived from the same learning procedure, though from different iterations. By
using this method, we may decrease the likelihood of overconfidence when assigning classes to data that does
not follow a normal distribution and obtain more accurate predictions.

Based on the historical models (w®w!,....,w?), the client k determines the average score for the confidence
vector for each instance ¢ € Dy, in the following way:

t

1 ,
—t _ .
P ) = 5 D plaiw) (47)
Jj=1
Client k doesn’t have to keep track of every historical model because p~*(x;) can be updated gradually.
t—1 _, 1
——p (@) + Sp(@i W) (4.8)

Additionally, the pseudo label y;~ of z; is produced based on

P () =

y; = argmaz,, p,!(z;) (4.9)
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whose corresponding confidence score is p_tyz+ (x;). After the server calculates the confidence threshold vector
7t, the client uses it to filter its local dataset and creates a filtered dataset:

DZ# = ((wi,y;);i € Dy, and p;f () > T;:r) (4.10)

In order to exclude occurrences without a high level of confidence, the condition p;f () > T;_Jr) is used.

4.2.2. Complementary Negative Learning. Data filtering is improved by self-ensemble learning be-
cause the use of appropriate pseudo-labels increases the likelihood of including instances in the dataset that has
been filtered as DZ’+. Early self-ensemble models had low accuracy due to limited historical models, leading to
a significant number of cases with incorrect pseudo-labels being filtered into DZ’+. We apply complementary
negative learning to enhance supervised learning for clients, particularly in beginning rounds, as originally pro-
moted for noisy label problems. While classifying instances can be challenging, it is often simpler to eliminate
them from incorrect classes. Providing additional information for the purpose of updating the local model can
be accomplished by assigning complementary labels to instances, such as classes that are not the true class.
Because of this information, the unfavourable impact of incorrect pseudo-labels D",’f’+ can be mitigated, resulting
in improved performance in local training.

In pursuit of this goal, whilst creating D,t€’+7 We also generate a second dataset that has been filtered DZ’f,
which includes data instances with corresponding labels. In this context, the superscript ”+” denotes that the
pseudo-labels should represent the actual class, whereas the ”-” signifies that the complementary labels should
represent any class other than the actual class. Specifically, for every instance ¢ € Dy, according to the results
of the averaging eqn. (8) confidence scores for those classes of client k determined, contain a value that is lower
than a predetermined threshold that is relatively low. Then, unless it’s an empty set, client k randomly selects
one from corresponding label for instance i.

y; € (m:p,l(z;) <0) (4.11)
Consequently, the complementary data set is

Dy~ = ((x4,9; );i € Dy and >m,s,t. (p,t(x;) <0) and p;f(arl) > T;Jr) (4.12)

The equation p;f (x;) > T;f) guarantees that DZ_, does not contain an instance that is already in D1tc7+‘

4.2.3. Local Model Update. To update the local client model, we consider a client loss function with
positive and negative components.

Li(w) =X L (w) + Ly, (w) (4.13)
where
L (w) Dt+| Ze%;f ui s f(Az);w)) (4.14)
L) = —— 3 Uy 1— flwsw)) (4.15)
Dy |ieD,‘j

The weight parameter is denoted by the expression A > 0. To achieve combine the consistency regularization
and pseudo-labeling, making sure to take note of considering that positive loss component L; (w) is calculated
with the use of strong data augmentation and pseudo-labels A(.) on the input data. In FedDSL, we use
a technique known as RandAugment [19], which is a powerful data augmentation method. The weight A is
chosen to be minimal in order to limit the risk that is caused by wrong pseudo labeling. This is because, during
the initial rounds, the correct rate for complementary labelling is much higher than that of pseudo labelling.
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Table 5.1: Algorithm 1: FedDSL

Server trains the initial model w” based on its labeled dataset
for each FL round t do

Step 1: Server Training
Model averaging to obtain w™
Update global model w*
Calculate confidence threshold vector 7°

Step 2: Model Download

All clients download global model w* and confidence threshold vector 7 from the federated central server
Step 3: Client Training

Sample client subset K* C N

for each client k do

Construct filtered positive dataset Di’Jr

Construct filtered negative dataset DZ’7

Update client local model w,i’Jr according to D2’+ and D,tc’_

end for

Step 4: Upload the Updated Model Upload local client models wl,V k € K* to the server

end for

t

In subsequent rounds, as the historical ensemble creates the pseudo-labels at a higher correct rate, the value
A gradually increases, causing the client loss function to place a greater focus on the positive loss component
during those rounds. By carrying out a series of E. epochs of mini-batch gradient descent with a mini-batch
size of B., client k is able to update its local model using the client k loss function that was created before.
Each mini-batch update is executed by Step b:

th _ wz,b—l 0T Lk(w)|w,i’b (4.16)

w
Vka(w)|w,t€’b is the gradient of Lj(w) assessed at w,tg’b, ve is the client learning rate, and the initial model wZ’O
is the received global model w’. One round of SSFL is completed by uploading the obtained local model w to
the server. Algorithm.l summarizes the entire FedDSL algorithm.

5. Experiments and Result.

5.1. Experiment Setup. The BDD100K [8] dataset, which contains 100K driving films captured in
diverse United States locations and different weather conditions, was used to assess the efficacy of our approach.
The movies are 40 seconds long and recorded at 720p and 30 frames per second. They contain GPS and inertial
measurement unit data that can be used to plot driving routes. Cloudy, wet, overcast, and snowy weather were
the four conditions from which we selected 25K data points for our studies. Our study focuses on five primary
categories of objects: humans, cars, buses, trucks, and traffic signs. The dataset is divided up according to
different weather conditions in order to model clients with data that is heterogeneous. The testing of our
framework in real-world scenarios allows us to study the effects of data heterogeneity on its resilience.

Cityscape [9] can run more experiments with the Cityscapes dataset, which contains street scenes from
50 cities. This dataset lacks precise weather information for each annotation, so clients receive it uniformly
randomly. This is our investigation package. It includes 3,525 dummy-annotated test images and 3,475 fine-
annotated training and validation images. We also included the second package with 19,998 8-bit images for
learning.

Table 5.2 shows our method’s performance against baselines and state-of-the-art approaches on BDD100K [8].

5.2. Result. Our trials use one server and multiple clients, depending on the experiment. Each cycle, the
server and clients use one local epoch. FedDSL initial conditions include a decay rate of 0.995, local momentum
of 0.9, and a complementary threshold 6 for negative learning of 0.05. A 0.9 confidence score threshold and
0.001 server learning rate are set. The above parameters are being considered to evaluate test accuracy for
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Table 5.2: Our method’s performance against baselines and state-of-the-art approaches

' | Non-ID uo
Type [Mgorithm Muthod

Cloudy Overcast| Rainy| Snowy| Total |Cloudy Overcast Ralny Snowy| Total
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[Centrakized)  SL

Partially Supervised) 0.540 | 0545 |0.484) 0.474 10517 E.S-'!Bi 0545 |0.533) 0.510 0,529
| . i Tram——N ! ! T —
SFL Fully Supervised | 0627 | D614 |\0B07| D.585 I{J.Eﬂﬂ 0635 D612 |D.60B| 0595 (0613
I 1
Fedivg [20] 0560 | 0566 |0.553| 0.553|0.558 IJ.'ETE! 0.588 (0.593 0L610(0.59

FedDyn [21] 0508 0569 (0541|0522 |0.535 D.SSSE D414 (0420|0397 |0.400
Federated |

SSFL FedDpt [22] 0561 | 0.572 |0.565| 0.566|0.566| 0:591 | 0.587 |0.5B8)0.577 [0.586

FedSTO [7] 0596 | Q60T (0590 0.580 (0.593| 0591 | 0634 (D614 0595 0609

FedDSL 0.601 0612 0.595 0.585 B.l%ﬁ 0.596 0.563% 0.619 0.600 (0.614

Table 5.3: FedDSL’s prominence on the Cityscapes [9] datase
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IID and non-IID scenarios. Table 5.2 shows test accuracy for IID and non-IID scenarios for various methods.
For labelling client instances, Fully Supervised Learning has the highest accuracy and performance limit. the
efficiency with which FedDSL uses client unlabeled data. FedDSL outperforms competitors in all weather
and data distribution scenarios (IID and Non-IID). A lot of unlabeled data may have incorrect pseudo labels.
Raising the confidence score threshold reduces unlabeled data but improves pseudo-labeling accuracy.

Our FedDSL method always outperforms other Semi-Supervised FL. methods. Its better results in difficult
Non-IID situations demonstrate its resilience to data distribution changes. Our method performs well under 11D
conditions, producing results comparable to a fully supervised centralised approach. These studies demonstrate
that FedDSL maximises FL’s benefits while minimising its drawbacks. Our approach’s good performance in
different weather and data distributions suggests real-world use.

Table 5.3 showcases FedDSL’s prominence on the Cityscapes [9] dataset across different object types.
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Fig. 5.2: Efficiency in diverse aspects using Cityscapes [9] dataset labelled and unlabeled data

5.3. Evaluation with mAP@0.50. FedDSL’s effectiveness is demonstrated by the mAP@0.50 algorithm
when applied to the BDD100K[8] dataset (Table 5.2). The Fully Supervised Centralized approach has an average
measure of performance (mAP) of 0.605 in Non-IID scenarios, whereas the FedDSL approach has a mAP of
0.598. Under IID conditions, the mAP of FedDSL is 0.613, which is comparable to the mAP of SSFL, which is
0.614. Based on the findings, it appears that FedDSL is capable of detecting objects just like other systems. A
comparison of our method and others’ performance on the BDD100K[8] Dataset is presented in Figure 5.1.

Table 5.3 displays the results of applying the mAP@0.50 method to the Cityscapes dataset, this demon-
strates that the FedDSL technique is effective. Results from the two approaches is similar, in Labeled situations,
the Fully Supervised Centralized method achieves an average mAP of 0.537 while FedDSL recorded 0.453. Mean-
while, under Unlabeled conditions, FedDSL finds a mAP of 0.466, which is quite close to the value of 0.467
found by FSL(Fully Supervised Learning). It appears from the results that FedDSL can detect objects just as

well as other systems. Figure 5.2 represents the performance across different object types on the Cityscapes[9]
Dataset.

6. Conclusion. As a machine learning framework, FL shows a lot of potential in addressing data privacy
and decentralised datasets. The novel Semi-Supervised Federated Learning framework, with its distinctive
ensemble learning technique called FedDSL, is introduced in this research. Using self-ensemble learning and
negative learning with personalized pseudo labelling, FedDSL is built to tackle the difficulties of federated
learning with diverse unlabeled data. It may coordinate server-side supervised learning with client-side unsu-
pervised learning. These methods improve object detection capabilities in many different settings and data
distributions by enabling powerful, diverse feature learning. FedDSL has been found to beat previous Semi-
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Supervised Federated Learning techniques by a significant margin, thus indicating that it is possible to use
unlabeled data to enhance learning even in the Federated Learning scenario. Extensive experimental validation
confirmed that BDD100K dataset has an average mAP of mAP of FedDSL is 0.613 and in Cityscapes dataset
under Unlabeled conditions, FedDSL finds a mAP of 0.466 which is quite close to FSL. Significant progress
toward more efficient and privacy-conscious learning in real-world Federated Learning contexts has been made
with this accomplishment. It is our sincere wish that this paper’s findings will encourage more investigation
into this promising area.
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MACHINE LEARNING BASED LUNG CANCER DIAGNOSTIC SYSTEM USING
OPTIMIZED FEATURE SUBSET SELECTION

RAMYA PERUMAL * YOGESH KUMARAN S { LMANIMOZHI { A.C.KALADEVI § AND C.ROHITH BHAT ¥

Abstract. Lung is a vital organ that plays a major role in respiration. Without breathing, one may not survive in this world.
Hence lung is an important organ that acts as filter to absorb oxygen and supply it to heart where pumping takes place through
blood vessel in the circulatory system .The pumped blood takes oxygen and other nutrients to every other parts of the body.
Hence one must take care of lung. There are various diseases associated with lungs. Lung Cancer is a deadly disease that spread
across the countries all over the world. An early detection of lung cancer has been proved to improve the survival rate of human
life. There are various resources are available to detect the lung cancer disease. They are low dose CT-scans, X-rays, blood-based
screening, pathology slide reading, biopsy’s test, survey data(clinical dataset) etc. helps to predict the disease well in advance.
Our proposed work uses two clinical datasets that has various features to detect how likely the persons get affected from the lung
disease. Datasetl includes features such as age, gender, smoking, yellow fingers, anxiety, peer-pressure, chronic disease, fatigue,
allergy, wheezing, alcohol, coughing, shortness of breath, swallowing difficulty, and chest pain. Also, the work has experimented
with another dataset2 that represents causes of lung cancer due to exposure of pesticide. Our proposed diagnostic system consider
all these features in total and perform feature selection to extract optimal feature subsets using cuckoo search algorithm then
perform classification using machine learning algorithms such as Linear Support Vector Machine, Logistic Regression and Random
Forest algorithm. It is observed that with the cuckoo search algorithm, dataset 1 achieves an accuracy of 100%, precision of 100%,
recall of 100%, and F1-score of 100% by LR Classifier. The Linear SVC classifier achieves an accuracy of 90%, a precision of 88%,
a recall of 86%, and an Fl-score of 87%.The Random forest Classifier achieves an accuracy of 91%, precision of 86%, recall of
93%, and Fl-score of 90%. For dataset 2, both the LR classifier and Linear SVC classifier outperform with an accuracy of 100%,
precision of 100%, recall of 100%, and Fl-score of 100%. Whereas Random Forest provides accuracy of 97%, precision of 97%,
recall of 96%, and F1l-score of 97%.

1. Introduction. Lungs are important organs for breath control. Humans have two lungs in their chest
one on the left side leaving space for the heart and the other on the right side. It prevents unwanted toxic gases
from entering the parts of the body. The chest gets expanded during inhalation and shrinks during exhalation
which supports widely in the process of respiration. It purifies the blood with oxygen and ensures every cell in
the body gets a sufficient supply of oxygen. Air is an important substance that reaches the lungs through the
nasal cavity, pharynx, larynx, trachea, and bronchi and end-up in the alveoli. The function of the capillaries
in the alveoli is to absorb oxygen and leave out carbon dioxide [1].

There are various diseases associated with the lungs. Lungs get infected, inflamed even it may cause serious
complications such as the growth of unwanted cancerous cells [22]. Lung cancer is the second most common
cancer present in both men and women. The American Cancer Society estimates for lung cancer is about
2,38,340 new cases and the death toll raised to 1,27,070 in the US for the year 2023. Age and Smoking are the
major factors that must be considered for lung cancer[20]. Lung cancer causes 1 in 5 people accounting for death.
The women’s risk is about 1 in 17. The demographic key statistics report that lung cancer accounts for 5.9%
of all cancers and 8.1% of all cancer-related deaths. The main challenge in Lung Cancer is the late diagnosis of
the disease resulting in a poor prognosis. Another challenge that exists in the detection of the disease is limited
clinical parameters and the relevant population at risk. The accuracy of disease detection is highly dependent
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on the unavailability of the relevant population, systematic data gathering, and data preparation should always
consider the clinical application and relevant population at risk. The research says that a stereotypical lung
cancer patient is likely to be a 70years old smoker with a history of cardiovascular disease, a chronic obstructive
pulmonary disorder, and blood analysis denoting inflammation, hyponatremia, and hypoalbuminemia. These
are the risk factors associated with Lung Cancer disease. The integration of relevant clinical information with
these associated risk factors characterizes a large risk cohort. The chances of a person getting lung cancer are
20-25% if he smokes a pack of cigarettes each day when compared to a non-smoker. Some of the symptoms of
lung cancer include coughing, coughing up blood, chest discomfort, shortness of breath, etc [12]. The procedure
for the detection of lung cancer disease is a chest x-ray, computed tomography, magnetic resonance imaging,
sputum cytology, etc [9]. All these approaches are time-consuming and expensive. The treatment of lung
cancer includes surgery, chemotherapy, radiation therapy, and immune therapy [11]. The diagnosis of lung
cancer comes to know by the doctor at its advanced stage only and the survival rate highly relies on age, race,
and health condition also it differs from person to person [21].

The evolution of machine learning algorithms finds its application in various healthcare analytics such as
diabetes, cardiovascular disease, hypercholesterolemia, acute liver failure, stroke, etc. The machine learning
algorithm replicates the human learning system without being explicitly programmed [19]. There are different
types of learning algorithms. They are supervised learning, unsupervised learning, and reinforcement learning.
In supervised learning, the data and class labels are given as input to the system. In the training phase, the
system learns the data with its associated class labels. In the testing phase, it uncovers the latent pattern and
then classifies the data accordingly to its classes. This type of learning is termed supervised learning in which
data and class labels are available. Another type is unsupervised learning in which data alone is present, the
machine itself automatically groups the data instances based on similarities. There is another class of learning
termed reinforcement learning in which the system brings into action to maximize the reward in a particular
situation. The intelligent agent interacts with its environment and takes steps based on rewarding desired
actions and punishing undesired ones [11].

The primary objective of this research work is build an effective diagnostic system to detect lung cancer
with remarkable performance measure.

The main contribution of the proposed system is as follows,

1. Collection of datasets from an online repository then perform data pre-processing to standardize the
features for further processing.

2. The optimal feature subset selection is obtained by using the Cuckoo Search Algorithm; a FS algorithm
that eliminates irrelevant, redundant features and selects novel features to enhance the efficacy of the
proposed work. It also overcomes the time and space complexity of data.

3. After selection of novel features from the dataset, then the proposed system is subjected to the use of
machine learning algorithms namely Logistic regression, linear Support Vector Machine, and Random
Forest for classifying the person who is infected with lung cancer disease or not.

4. Evaluate the proposed computer-assisted lung cancer diagnostic system by using performance measures
such as accuracy, precision, recall, and fl-score that provide remarkable results.

2. Related Works. Venkatesh et al. used ensemble learning methods such as Adaboost, and Bagging and
integrated three machine learning algorithms viz. K-Nearest Neighbour, Decision tree, and Neural Networks
were evaluated on the SEER dataset. The Surveillance, Epidemiology, and End Results program of the National
Cancer Institute is an authoritative repository of cancer statistics in the United States. It achieved accuracy
with the ensemble method namely bagging in combination with KNN classifier 93.2%, Decision tree 97.3%, and
neural network 91.2%. It also accomplished accuracy with the ensemble method namely boosting in combination
with the KNN classifier 95.1%, decision tree 98.2%, and neural network 93.1% [2].

Vikas et al. experimented with a dataset collected from data world which consists of 1000 samples with
25 attributes. The author used two machine learning algorithms as Support Vector Machine and Random
Forest and compared those algorithms with and without the Feature Selection technique namely Chi-Squared.
It achieves an accuracy of 98%, precision of 100%, recall of 100%, and Fl-score 100% with an execution time
of 0.010 seconds [3].

Faisal et al. used various machine learning algorithms such as Neural Networks, Naive Bayes, and Support
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Vector Machines. The obtained results are compared with ensemble learning methods such as Random Forest
and Gradient Boosted tree. It was observed that the ensemble learning method namely Gradient Boosted Tree
outperformed with an accuracy of 90%, a precision of 87.8%, a recall of 83.7%, and an F1 score of 85.7% [4].

Puneet et al used a dataset gathered from Lanzhou University consisting of 277 patient blood indices
details. He integrated machine learning algorithms such as XGBoost, Grid Search CV, Gaussian Naive Bayes,
Support Vector Machine, Decision tree, and K-Nearest Neighbour for lung cancer prediction. The experiment
showed that XGBoost outperformed with an accuracy of 92.16% recall of 96.97% and AUC Area Under Curve
of 95% [5].

Alsinglawi et al detected lung cancer patients by using machine learning algorithms such as Random Forest,
XGBoost, and Logistic Regression. He analyzed by experimenting with the dataset MIMIC-III dataset. As the
dataset is imbalanced, the used over-sampling technique (SMOTE) for the validation. Among the classifiers, the
Random forest with SMOTE technique performed better with an accuracy of AUC 98% and recall of 98% [6].

Safiyari et al.used various ensemble learning methods such as Bagging, AdaBoost, MultiBoosting, Dagging,
and RandomSubspace in combination with machine learning algorithms such as RIPPER, Decision Stump,
C4.5, SMO, Bayes Net, Logistic Regression, and Random Forest. It has experimented with the SEER dataset
that consists of 6,43,924 samples with 149 attributes. Among the classifiers, Adaboost outperformed with an
accuracy of 88.98% and an AUC of 94.9% [7].

Patra et al.used several machine learning algorithms viz. Radial Basis function network(RBF), KNN
classifier, J48, Support Vector Machine, Logistic Regression, Artificial Neural Network, Naive Bayes, and
Random forest were evaluated with the dataset collected from the UCI repository. It consists of 32 instances
and 57 attributes. The results of different classifiers were compared and proved that RBF outperformed with
an accuracy of 81.2%, a precision of 81.3%, an Fl-score of 81.3%, and an AUC of 74.9% [8].

3. Proposed System. The proposed diagnostic system consists of modules such as Data Preprocessing,
Feature Selection, and Classification. The block diagram of the proposed Lung cancer diagnostic system.
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Fig. 3.1: Block Diagram of Lung Cancer Diagnostic System

3.1. Dataset Collection. Survey, or clinical dataset 12 features. They are of numerical features 11
features. Out of 12 categorical datatypes, one is of the class datatype that represents whether a person is
affected by lung cancer or not [13]. It consists of 2000 data instances with 1000 data instances representing
lung cancer-affected data instances and the remaining 1000 representing healthy persons. Another dataset
includes lung cancer caused by exposure to pesticides which consists of 680 samples, 67 attributes, and 1 class
attribute representing a patient with Lung cancer or not.

Table 3.1 represents the attributes that are majorly responsible for the cause of lung cancer. These 15
attributes in this dataset are of categorical type denoting its presence or absence in the data instances are the
sources of lung cancer. Those 15 attributes are taken in to account in total may leads to computation time and
space complexity. Hence, we primarily focus on feature selection that contributes the performance upgradation
in predicting the lung cancer disease.
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Table 3.1: Dataset I

Attribute Description

Smoking Yes= 1 No= 0
Yellow Fingers Yes= 1 No= 0
Anxiety Yes= 1 No= 0
Peer Pressure Yes = 1 No= 0
Genetics Yes= 1 No= 0
Attention Disorder Yes= 1 No= 0
Born on even day Yes= 1 No= 0
Car Accident Yes= 1 No= 0
Fatigue Yes= 1 No= 0
Allergy Yes= 1 No= 0
Coughing Yes= 1 No= 0
Cancer Yes= 1 No= 0

Table 3.2: Dataset 11

Attribute Description

1D Responder’s identification number: 1.0, 2.0, 3.0, ... is ID of the case with lung cancer, 1.1, 1.2,
2.1, ... is ID of control without lung cancer

LungCA Lung cancer status of responders: 0 refers to control without lung cancer, 1 refer to the case
with lung cancer

Gender Gender/sex of the responders, 1 refers to male, 0 refers to female

Age Age in the year of each responder

Age__group Responders in each group, 1 refers to those with an age less than or equal to 54, 2 refer to
those with age 55-64 yr, 3 refer to those with age 65-74 yr, 4 refer to those with age 75 yr or
more

Status Marital status of the responders, 1 refers to those who are single, 2 refer to those who are
married, 3 refers to those who are divorced/spouse passed away /separated

Education Education level completed by the responders, 1 refers to those who are finished primary school,
2 refer to those who are finished high school, 3 refers to those who are finished their under-
graduate or higher degree

Occupation Occupation of the responders, 0 refers to those who are non-farmers, 1 refer to those who are
a farmer

Residency Living duration (years) in a community of the responders, 1 refers to those who have lived in
a community for less than 21 years, 2 refer to those who have lived in a community for 21-30
years, 3 refers to those who have lived in a community for more than 30 years

Distances Responders’ distances between home and their nearest farmland, 1 refers to responders who

have a distance less than 500 m, 2 refers to those who have distances 500-1,000 m, 3 refers to
those who have distances more than 1,000 m

Cooking__fume

Cooking fume exposure, 1 refers to those who have ever exposure to cooking fume, 2 refer to
those did not exposure to cooking fume,

Air_ Pollution__ exposure

Responders’ exposure to air pollution from various sources, e.g. working in a factory with air
pollution (asbestos, diesel engine exhaust, silica, wood dust, painting, and welding exposure),
0 refer to responders who did not expose to air pollution, 1 refer to responders who exposure
to air pollution

CigSmokel Tobacco use by responders, 0 refer to those who have never smoked a cigarette, 1 refer to
current smoker or ex-smoker
CigSmoke2 Tobacco use by responders, 0 refers to those who have never smoked a cigarette, 1 refer to

those who smoke less than 109500 cigarettes, 2 refers to those who smoke 109500 cigarettes or
more

Cigarette_ total

The number of cigarettes the study responders smoked in a lifetime.

Cigarette_year

Number of years the responders have smoked cigarette

Cigarette_ number

Number of cigarettes responders smoked per day

CigSmoke_ Status

Tobacco status of responders, 1 refers to those who have never smoked a cigarette, 1 refer to
ex-smoker, 3 refers to a current smoker

Herbicide

Exposure to herbicides of responders, 0 refers to those who have never used herbicides, 1 refer
to those who ever used herbicides

Herbicides_ year

Number of years each responder used herbicides
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Herbicide_ year_group

Groups of years each responder using herbicides, 1 refers to those using the herbicides 1-10
years, 2 refer to those using the herbicides 11-30 years, 3 refers to those using the herbicides
more than 30 years

Herbicides days

Number of days using the herbicides of each responder

Herbicides day group

Responders’ quartile of days using the herbicides, 1 refers to those who have several days using
the herbicides less than 160 days (Quartile 1), 2 refers to those who have several days using
the herbicides between 160-500 days (Quartile 2), 3 refer to those who have several days using
the herbicides between 500-960 days (Quartile 3), 4 refer to those who have several days using
the herbicides more than 960 days (Quartile 4)

Insecticides

Exposure to insecticides of responders, 0 refers to those who do not use insecticides, 1 refer to
those who are use insecticides

Insecticide year

Number of years using the insecticides of each responder

Insecticide year group

Groups of years each responder using insecticides, 1 refers to those using the herbicides 1-10
years, 2 refers to those using the herbicides 11-30 years, 3 refers to those using the herbicides
more than 30 years

Insecticide days

Number of days using the insecticides of each responder

Insecticide day group

Responders’ quartile of days using the herbicides, 1 refers to those who have several days
using the insecticides less than 200 days (Quartile 1), 2 refers to those who have several days
using the insecticides 200-480 days (Quartile 2), 3 refer to those who have several days using
the insecticides 481-1,200 days (Quartile 3), 4 refer to those who have several days using the
insecticides more than 1,200 days (Quartile 4)

Fungicides

Exposure to fungicides of responders, 0 refers to those who are not using fungicides, 1 refers
to those who are using fungicides

Fungicide years

Number of years using fungicides of each responder

Fungicide year group

Groups of years each responder using fungicides, 1 refers to those using the fungicides 1-10
years, 2 refer to those using the fungicides 11-30 years, 3 refers to those using the fungicides
more than 30 years

Fungicide days

Number of days using the fungicides of each responder

Fungicide day group

Responders’ quartile of days using fungicides, 1 refers to those who have several days using
fungicides less than 96 days (Quartile 1), 2 refers to those who have several days using fungicides
between 96-160 days (Quartile 2), 3 refers to those who have several days using fungicides
between 161-530 days (Quartile 3), 4 refer to those who have a number of days using fungicides
more than 530 days (Quartile 4)

Glyphosate use

Exposure to Glyphosate herbicide (Roundup/ Touchdown/ Spark) of responders, 0 refers to
those who did not use Glyphosate, 1 refers to those who used Glyphosate

Glyphosate days

Number of days using the glyphosate of each responder

Paraquat use

Exposure to Paraquat herbicide (Gramoxone/ Knockxone) of responders, 0 refers to those who
did not use Paraquat, 1 refers to those who used Paraquat

Paraquat days

Number of days using the paraquat of each responder

2,4-Dichlorophenoxy use

Exposure to 2,4-Dichlorophenoxy herbicide of responders, 0 refers to those who did not use
2,4-Dichlorophenoxy, 1 refer to those who used 2,4-Dichlorophenoxy

2,4-Dichlorophenoxy days

Number of days using the 2, 4-Dichlorophenoxy of each responder

Butachlor use

Exposure to Butachlor herbicide of responders, 0 refers to those who did not use Butachlor, 1
refer to those who used Butachlor

Butachlor days

Number of days using the butachlor of each responder

Propanil use

Exposure to Propanil herbicide of responders, 0 refers to those who did not use Propanil, 1
refers to those who used Propanil

Propanil days

Number of days using the propanil of each responder

Alachlor use

Exposure to Alachlor herbicide of responders, 0 refers to those who did not use Alachlor, 1
refer to those who used Alachlor

Alachlor days

Number of days using the alachlor of each responder

Endosulfan use

Exposure to Endosulfan insecticide of responders, 0 refers to those who did not use Endosulfan,
1 refer to those who used Endosulfan

Endosulfan days

Number of days using the endosulfan of each responder

Dieldrin use

Exposure to Dieldrin insecticide of responders, 0 refer to those who did not use Dieldrin, 1
refer to those who used Dieldrin

Dieldrin days

Number of days using the dieldrin of each responder

DDT use Exposure to DDT (Dichlorodiphenyltrichloroethane) insecticide of responders, 0 refers to those
who did not use DDT, 1 refer to those who used DDT
DDT days Number of days using the DDT of each responder

Chlorpyrifos use

Exposure to Chlorpyrifos insecticide of responders, 0 refers to those who did not use Chlor-
pyrifos, 1 refer to those who used Chlorpyrifos
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Chlorpyrifos days Number of days using the chlorpyrifos of each responder

Folidol use Exposure to Folidol insecticide of responders, 0 refers to those who did not use Folidol, 1 refers
to those who used Folidol

Folidol days Number of days using the folidol of each responder

Mevinphos use Exposure to Mevinphos insecticide of responders, 0 refers to those who did not use Mevinphos,
1 refers to those who used Mevinphos

Mevinphos days Number of days using the mevinphos of each responder

Carbaryl/Savin use Exposure to Carbaryl/Savin insecticide of responders, 0 refers to those who did not use Car-
baryl/Savin, 1 refers to those who used Carbaryl/Savin

Carbaryl/Savin days Number of days using the carbaryl/savin of each responder

Carbofuran use Exposure to Carbofuran insecticide of responders, 0 refers to those who did not use Carbofuran,
1 refer to those who used Carbofuran

Carbofuran days Number of days using the carbofuran of each responder

Abamectin use Exposure to Abamectin insecticide of responders, 0 refers to those who did not use Abamectin,
1 refers to those who used Abamectin

Abamectin days Number of days using the abamectin of each responder

Armure/Propiconazole use Exposure to Armure/Propiconazole fungicide of responders, 0 refers to those who did not use
Armure/Propiconazole, 1 refers to those who used Armure/Propiconazole

Armure/Propiconazole days | Number of days using the armure/propiconazole of each responder

Methyl aldehyde use Exposure to Methyl aldehyde fungicide of responders, 0 refers to those who did not use Methyl
aldehyde, 1 refer to those who used Methyl aldehyde

Methyl aldehyde days Number of days using the Methyl aldehyde of each responder

Morphology Group Morphology of lung cancer cases, 0 refers to control (not lung cancer), 1 refer to adenocarci-
noma, 2 refers to squamous cell carcinoma, 3 refers to small cell carcinoma, 4 refers to large
cell carcinoma, 5 refers to neoplasm, malignant, and 6 refer to other and unspecified

3.2. Data Preprocessing. Feature standardization is the conversion of numerical features to the same
unit of measurement with zero mean and unit standard deviation. Data pre-processing technique includes data
cleaning, missing values handling, and categorical variables transformation[1]. If missing values are omitted, we
are getting a lesser number of data instances. To overcome this issue, we perform artificial data are included
to have complete data instances in total. The missing data values can be filled with suitable data measures.
For handling missing data, it is necessary to determine whether the median or mean value of the corresponding
numerical attribute is updated in the missing entry. Mean represents the average value of the data attribute.
The median is the center or middle value of the data attribute. These values can be interpreted by performing
a statistical analysis of the data. Describe() is the method found in the Python library that provides a detailed
description of the attribute in terms of mean, count, first quartile, median, third quartile, minimum, and
maximum values. For handling categorical data attributes, the mode is the suitable measure to fill in the
missing entry. Mode represents the highest frequency occurrence of the data attribute value.

3.3. Feature Selection using Cuckoo Search Algorithm. Our proposed lung cancer diagnostic system
uses a bio-inspired algorithm namely Cuckoo Search Algorithm(CS). It mimics the reproduction strategy of
cuckoo bird. Cuckoo bird lays eggs in another bird’s nest for their reproduction. The host bird once found it is
an alien egg either it throw away the alien egg or abandon the nest built for a new one for reproduction. If it
does not notice the egg ,it hatches the alien egg .The cuckoo bird imitates the host bird and get more food for
their survival. To overcome these issues, the CS algorithm is used in the proposed work and it has advantages
as follows,

1. Tt has fewer parameters to find the optimal feature subset.

2. It guarantees global convergence.

3. It maintains a balanced combination of a random walk and a global explorative random walk controlled
by switching parameter Pa.

These characteristics inspire us to use the algorithm. It supersedes the Genetic algorithm and Particle
Swarm Optimization algorithm.

1. Each cuckoo bird egg represents a feature. Hence the first step is to randomly generate an initial
population of n at the position X = {9,29,...,22} and then assess their objective values to find
the current global best gf. Here all the features for detecting lung cancer are considered in total that
represents the initial population.
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2. The best fitted eggs are responsible for next generation. The fitness of an egg or solution is determined
by its objective value. The optimal solution with the lowest objective values is subjected to the next
generation. Therefore update the new solutions/positions by,

xEHl) = mgt) +a® L(X) (3.1)

3. The Pa=[0,1] is the probability that the host bird is noticing the alien bird’s egg. In this way, the
irrelevant and redundant features in the lung cancer diagnostic system are eradicated.
4. Here the stopping criterion is finding the best global solution otherwise it returns to the step2. host bird
finds the alien bird’s egg represents the worst solution which is far away from the optimal solution[24].
The local random walk is defined by

it =2l tas@ H (p, —€) ® (z} — af,) (3.2)
where m§ and z} are two different solutions selected randomly by random permutation H(u) is a Heaviside
function,« is the random number drawn from uniform distribution and s is step size and ® is the entry-wise
product.

The global random walk is described by using Levy Flights,

ot =2t 4 al(s,\) (3.3)
£(s,3) ~ MOV L) (3.4)

The objective function is given by,

No. of selectedfeatures

f(x)= axerror+ (3 x*( (3.5)

Mazimum number of features
where a=0.99, f=1-a=0.01

The error is calculated by considering the difference between the estimated value by the classifier model
and the actual value of the observed data.

The fitness value of the cuckoo search algorithm is given by,

fwvy = f(min)y + 'Ym‘(f(max)y - f(min)y) (36)

We employ a greedy selection algorithm to find the right combination of optimal feature subsets for each
iteration which maximizes the performance of detecting lung cancer disease.

Algorithm 1. Cuckoo Search Algorithm
Initial__population; initialize the population with Nst host nests;
Evaluate the Initial population;

Set the max iter;

iter=0;

while(iter<max)

C=select random cuckoo; //select a random cuckoo

C*=levy flights©; //apply levy flights on C to generate new solution
Fc*=Evaluatefitness(C*); //compute the fitness of C*

N=random nest (); //select a nest at random among Nst

F y=Evaluatefitness©;

if (Fex >Fn)

N=C*; // Replace N by new generated solution C*

end if

Abandon the worst pa nest;//where pa is a fraction of nests
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Construct new nests using levy_flights
Save the best nests;

Find the current best nests
iter=iter+1

end while

3.4. Classification. The machine learning algorithm consists of two phases. They are the training phase
and testing phase. During the training phase, it replicates the human learning system. It learns data with
associated class labels which means it learns by examples. If any unseen data are provided to the lung cancer
diagnostic system during the testing phase, it predicts the class label by interpreting the hidden pattern of
the learned data. In the testing phase, the machine learning algorithm evaluates the model building that is
generated during the training phase.

3.4.1. Logistic Regression Algorithm. Logistic regression is widely used for both regression and clas-
sification. It uses the sigmoid function to classify data instances. The hypothesis function is given by,

Z=WX+B (3.7)
h©(z) = sigmoid(Z) (3.8)
Sigmoid(Z) =1/(1+e™7) (3.9)

If the Z value goes oo, then Y(Predicted) =1. Then the data point belongs to class 1.
If the Z value goes -oco, then Y (Predicted) =0. Then the data point belongs to class 0.

3.4.2. Support Vector Machine. It is widely used for binary and multi-class classification algorithms.
It uses a decision line to separate two classes. It uses hyperplane for more than two class problems. Finding
the optimal hyperplane is a challenging task[18]. The optimal hyperplane is the one that maximally separates
the data points from its margin. The equation of the hyperplane is given by,

Y = wizi+ b (3.10)

Where Y is the output variable which is of categorical type, b is the bias parameter, xi is the input vector and
wi is the weight vector.

If Y<1, then the data point belongs to the negative class.

If Y>=1, then the data point belongs to the positive class[10]. It also has capability that it automatically
eliminates the noisy features in order to obtain optimal feature subsets [16].

3.4.3. Random Forest Classifier. It is widely used for both classification and regression problems. It
combines several decision trees on different samples and takes the majority to predict the class of unknown
data instances. It serves as ensemble method that facilitates for deeper understanding of data [17]. It is faster
as it is working only on the subset of the features in this model. The number of decision trees constructed is
between 64-128 trees as it balances the ROC-AUC and processing time. The advantage of random forest is that
it is good at handling high-dimensional data. Its training speed is faster. It is robust to outliers and non-linear
data. It can handle unbalanced data. The drawbacks of random forests are not interpretable. It consumes
considerable memory for large datasets. It can tend to overfit so need to tune the hyperparameters.

4. Experimental Setup. All computations are performed on Intel (R) Core (TM) i5-8250U CPU @1.80GHz
with 64bit Windows 10 is the operating system. All the experiments are performed using the Python software
package. The proposed lung cancer diagnostic system uses two datasets dataset collected of which one is from
the Kaggle repository and another dataset collected based on exposure to pesticides causes lung cancer. The
datasets are subjected to stratified 10 kfold cross-validations to overcome biasing.
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4.1. Performance measures. The performance of the classifier model is assessed by using a confusion
matrix. It comprises True Positive, True Negative, False Positive, and False Negative[14, 15, 21].

True Positive represents the number of instances having lung cancer and it is also correctly predicted by
the classifier model.

True Negative represents the number of instances having no lung cancer and it is also correctly predicted
by the classifier model.

False Positive represents the number of instances having lung cancer but it is predicted as normal by the
classifier model

False Negative represents the number of instances having no lung cancer but is predicted as a patient by
the classifier model.

Accuracy. Tt is defined as the ability of the classifier that makes correct predictions about its classes out of
the total number of data instances.

Accuracy = (TP +TN)/(TP+ FP+TN + FN) (4.1)

Precision. Precision is defined as the ability of the classifier that makes the correct prediction of lung cancer
data instances from the total number of predictions. It is also known as Positive Predictive Value(PPV).

Precision =TP/(TP + FP) (4.2)

Recall. Recall is defined as the ability of the classifier that makes the correct prediction of data instances
having lung cancer out of correctly identified lung cancer data instances.

Recall =TP/(TP + FN) (4.3)

Specificity. Specificity is defined as ability of the classifier that make correct prediction of negative samples

Specificity = TN/(TN + FP) (4.4)
F1-Score. 1t is the weighted average of precision and recall.
F1 — score = (2 % Precision * Recall) /(Precision + Recall) (4.5)

4.2. Result. Our proposed lung cancer diagnostic system has experimented with two datasets from an
online data repository. The Descriptive statistics of sampled datasets 1 and the are as in Table 4.1.

Table 4.2 represents the correlation matrix of all the features in the data and their relationship using
the Pearson correlation coefficient. The correlation matrix represents the strength of the relationship that
exists between features in the data. The value +1 represents features that are perfectly positively correlated,-1
represents the features that are perfectly negatively correlated and 0 represents uncorrelated features.

After applying the Cuckoo Search feature selection algorithm, the optimal feature subset is generated and
the selected features are as follows for the sampled datasetl.For the sampled datasetl, among the 12 features,
only 7 features such as age, anxiety, yellow_ fingers, attention disorder, Born_an_Even_ Day, Fatigue, and
Coughing are considered by the CS algorithm that is optimally discriminate the data instances into their
categories.

The Cuckoo Search algorithm is a metaheuristic algorithm in which the term heuristics represents the
parameter settings are completely trial and error based. Whereas the term meta that contributes optimal
solution beyond higher level. There are two components associated with metaheuristic algorithm. They are
local search and global search. The global search is good at explore search space at global scale. The local
search use information that is good at search in local region [23]. The proposed work uses parameter set-up for
Cuckoo search algorithm of sampled datasetl which is given below.
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Table 4.1: The Descriptive statistics of sampled dataset 1

Co- Smo- Yellow | Anxie- | Peer Gene- |Atten- |Born Car Fatigue | Allergy | Cou- Lung
lumn king Fin- ty Pres- tics tion an Acci- ghing |cancer
1 gers sure Dis- Even dent
order Day
Mean 0.753 0.782 0.6305 |0.3415 |0.1395 [0.3225 |0.4895 |[0.72 0.737 0.343 0.7005 | 0.722
Standard| 0.01 0.009 0.0108 |0.0106 |[0.0077 |0.0105 |0.011 18|0.01 0.0098 [0.011 0.0102 |0.01
Error
Median |1 1 1 0 0 0 0 1 1 0 1 1
Mode 1 1 1 0 0 0 0 1 1 0 1 1
Stan- 0.432 0.413 0.4828 0.4743 0.3466 0.4676 0.50001 |0.45 0.4404 0.475 0.4582 0.448
dard
Devia-
tion
Sample |0.186 0.171 0.2331 | 0.225 0.1201 [0.2186 |0.25001 |0.2 0.1939 [0.225 0.2099 |0.201
Vari-
ance
Kurtosis | -0.63 -0.131 -1.709 -1.554 2.3394 |-1.424 -2.0002 |-1 -0.84 -1.56 -1.234 -1.023
Skew- -1.17 -1.367  |-0.541 0.669 2.0826 |0.76 0.04204 |-1 -1.077 | 0.662 -0.876  [-0.989
ness
Range 1 1 1 1 1 1 1 1 1 1 1 1
Mini- 0 0 0 0 0 0 0 0 0 0 0
mum
Maxi- 1 1 1 1 1 1 1 1 1 1 1 1
mum
Sum 1505 1564 1261 683 279 645 979 1446 1474 686 1401 1443
Count | 2000 2000 2000 2000 2000 2000 2000 2000 2000 2000 2000 2000
Table 4.2: Pearson Correlation Coefficient considering all features of Sample datasetl

0 Smo- Yellow | Anxie- | Peer Ge- Atten- |Born Car Fatigue | Allergy | Cou- Lung

king Fin- ty Pres- netics |tion an Acci- ghing |cancer

gers sure Disor- |Even dent
der Day

Smo- 1 0 0 0 0 0 0 0 0 0 0 0
king
Yellow |0.775 1 0 0 0 0 0 0 0 0 0 0
Fingers
Anxiety | 0.401 0.308 1 0 0 0 0 0 0 0 0 0
Peer 0.149 0.115 0.003 1 0 0 0 0 0 0 0 0
Pres-
sure
Ge- 0.01 -0.004 |0.0063 ]0.0205 |1 0 0 0 0 0 0 0
netics
Attention 0.004 0.007 -0.015 0.0152 | 0.2687 |1 0 0 0 0 0 0
Disor-
der
Born -0.02 -0.006 |-0.038 |[-0.007 |[-0.0219 |-0.021 1 0 0 0 0 0
an Even
Day
Car Ac-|0.051 0.049 0.0308 | 0.024 0.146 0.3028 [-0.0309 |1 0 0 0 0
cident
Fatigue |0.163 0.125 0.0509 |0.0279 |0.0996 |0.0331 |[-0.0285 |0.46 1 0 0 0
Allergy |0.036 0.047 0.0185 |-0.005 |-0.0082 |0.0198 |[-0.0333 |0.04 0.0943 |1 0 0
Cou- 0.262 0.207 0.1372 | 0.0496 [0.1372 |0.0541 |-0.0279 |0.21 0.4598 |0.307 1 0
ghing
Lung 0.491 0.377 0.1899 0.057 0.2276 0.0683 -0.0119 |0.17 0.3687 |-0.03 0.5167 1

cancer
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Tables 4.3-4.9 represent with and without the Cuckoo Search feature selection algorithm for datasetl.
For the sampled datasetl, among the 12 features, only 7 features such as age, anxiety, yellow fingers, attention
disorder, Born an Even Day, Fatigue, and Coughing are considered by the CS algorithm that supports optimally
discriminating the data instances into their categories.

Table 4.3: Parameter setup

Parameters Values
Alpha 0.01
Beta 2

No. of iterations 100
MSE 0.11
Pa 0.25
Number of Features N | 7 out of 12

Table 4.4: Performance of LR Classifier without CS Table 4.5: Performance of Linear SVC Classifier with-
algorithm out CS algorithm
precision | recall | f1-score | support precision | recall | f1-score | support
0 0.77 0.70 0.73 166 0 0.77 0.69 0.73 166
1 0.89 0.92 0.90 434 1 0.88 0.92 0.90 434
accuracy 0.86 600 accuracy 0.86 600
macro avg 0.83 0.81 0.82 600 macro avg 0.83 0.80 0.81 600
weighted avg 0.86 0.86 0.86 600 weighted avg 0.85 0.86 0.85 600
Table 4.6: Performance of RF Classifier without CS Table 4.7: Performance of LR Classifier with CS al-
algorithm gorithm
precision | recall | f1-score | support precision | recall | fl1-score | support
0 0.71 0.72 0.71 166 0 1.00 1.00 1.00 45
1 0.89 0.89 0.89 434 1 1.00 1.00 1.00 23
accuracy 0.84 600 accuracy 1.00 68
macro avg 0.80 0.80 0.80 600 macro avg 1.00 1.00 1.00 68
weighted avg 0.84 0.84 0.84 600 weighted avg 1.00 1.00 1.00 68
Table 4.8: Performance of Linear SVC Classifier with Table 4.9: Performance of RF Classifier with CS al-
CS algorithm gorithm
precision | recall | f1-score | support precision | recall | fl1-score | support
0 0.84 0.78 0.81 55 0 0.90 0.88 0.92 55
1 0.92 0.94 0.93 145 1 0.83 0.98 0.90 145
accuracy 0.90 200 accuracy 0.91 200
macro avg 0.88 0.86 0.87 200 macro avg 0.86 0.93 0.90 200
weighted avg 0.90 0.90 0.90 200 weighted avg 0.86 0.90 0.90 200

Tables 4.10-4.12 and 4.13-4.15 represent with and without the Cuckoo Search feature selection algorithm
for dataset2.

The diagram from Fig. 4.1 shows the number of iterations versus fitness scores by using LR Classifier with
CS algorithms. The diagram from Fig. 4.2 shows the number of iterations versus fitness scores by using Linear
SVC Classifier. The diagram from Fig. 4.3 shows the number of iterations versus fitness scores by using RF
Classifier.

Fig. 4.4 represents with and without the Cuckoo Search feature selection algorithm for dataset 2. The
diagram from Fig. 4.5 shows the number of iterations versus fitness scores by using LR Classifier. The diagram
from Fig. 4.6 shows the number of iterations versus fitness scores by using Linear SVC Classifier.
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Table 4.10: Performance of LR Classifier without CS
algorithm of Dataset2

precision | recall | fl1-score | support
0 0.97 0.96 0.97 135
1 0.97 0.99 0.99 69
accuracy 0.98 204
macro avg 0.97 0.96 0.98 204
weighted avg 0.97 0.96 0.98 204

Table 4.12: Performance of RF Classifier without CS

algorithm
precision | recall | f1-score | support
0 0.83 0.80 0.84 55
1 0.93 0.92 0.91 145
accuracy 0.91 200
macro avg 0.88 0.86 0.87 200
weighted avg 0.91 0.91 0.87 200
Table 4.14: Performance of Linear SVC Classifier
with CS algorithm of dataset2
precision | recall | fl1-score | support
0 1.00 1.00 1.00 135
1 1.00 1.00 1.00 69
accuracy 1.00 204
macro avg 1.00 1.00 1.00 204
weighted avg 1.00 1.00 1.00 204

Table 4.11: Performance of Linear SVC Classifier
without CS algorithm
precision | recall | fl1-score | support

0 0.99 0.99 0.99 135
1 0.99 0.98 0.98 69
accuracy 0.99 204
macro avg 0.99 0.98 0.98 204
weighted avg 0.99 0.99 0.98 204

Table 4.13: Performance of LR Classifier with CS

algorithm of dataset2

Table 4.15: Performance of RF Classifier with CS

precision | recall | f1-score | support
0 1.00 1.00 1.00 135
1 1.00 1.00 1.00 69
accuracy 1.00 204
macro avg 1.00 1.00 1.00 204
weighted avg 1.00 1.00 1.00 204

algorithm of dataset2

precision | recall | fl1-score | support
0 0.97 0.99 0.98 135
1 0.97 0.94 0.96 69
accuracy 0.97 204
macro avg 0.97 0.96 0.97 204
weighted avg 0.97 0.97 0.97 204

=

Fig. 4.1: Number of iteration Vs Fitness score of LR Classifier with CS algorithm of datasetl

Fig. 4.2: Number of iteration Vs Fitness score of Lin-

ear SVC classifier with CS algorithm of datasetl

Fig. 4.3: Number of iteration Vs Fitness score of RF
Classifier with CS algorithm of datasetl
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Fig. 4.5: Number of iterations Vs Fitness score of
Linear SVC Classifier with CS algorithm of dataset2

Fig. 4.6: Number of iterations Vs Fitness score of RF
Classifier with CS algorithm of dataset2

Table 4.16: Performance of LR Classifier with GA Table 4.17: Performance of Linear SVC Classifier

algorithm with GA algorithm
precision | recall | f1-score | support precision | recall | f1-score | support

0 0.92 0.94 0.92 135 0 0.93 0.95 0.94 135
1 0.94 0.96 0.95 69 1 0.92 0.94 0.93 69
accuracy 0.93 204 accuracy 0.92 204
macro avg 0.92 0.94 0.92 204 macro avg 0.93 0.95 0.94 204
weighted avg 0.92 0.94 0.94 204 weighted avg 0.93 0.95 0.94 204

Specificity 0.93 Specificity 0.93

Table 4.18: Performance of RF Classifier with GA algorithm

precision | recall | f1-score | support
0 0.91 0.93 0.92 135
1 0.91 0.93 0.92 69
accuracy 0.93 204
macro avg 0.91 0.93 0.92 204
weighted avg 0.91 0.93 0.92 204
Specificity 0.91

5. Conclusion. Lung cancer is the second most common cancer present in both men and women. It could
be diagnosed at its advanced stage only by doctors. If it could be diagnosed at its early stage, the survival rate
could be improved. To facilitate the process, our proposed lung cancer diagnosis system has experimented with
two survey datasets and provides better results in terms of accuracy, precision, recall, and fl-score. There are
two machine learning models namely LR classifier and Linear SVC classifier and one ensemble learning model
namely random forest tree are used. The research work has been conducted with and without a cuckoo search
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algorithm as a feature selection technique to select the optimal feature subset for enhancing performance in
lung cancer detection. It is observed that with the cuckoo search algorithm, dataset 1 achieves an accuracy
of 100%, precision of 100%, recall of 100%, and Fl-score of 100% by LR Classifier. The Linear SVC classifier
achieves an accuracy of 90%, a precision of 88%, a recall of 86%, and an Fl-score of 87%.The Random forest
Classifier achieves an accuracy of precision of 86%, recall of 93%, Fl-score of 90%, and accuracy of 91%. For
dataset 2, both the LR classifier and Linear SVC classifier outperform with an accuracy of 100%, precision of
100%, recall of 100%, and Fl-score of 100%. Whereas Random Forest provides accuracy of 97%, precision of
97%, recall of 96%, and F1-score of 97%.
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MOBILE DEVICE SECURITY: A TWO-LAYERED APPROACH WITH BLOCKCHAIN
AND SENSOR TECHNOLOGY FOR THEFT PREVENTION

NITIMA MALSA* RACHNA JAINT AND S.B. GOYAL?

Abstract. In the backdrop of the escalating incidents of mobile device theft and associated security challenges, a resilient
and innovative solution is imperative. The traditional security mechanisms, largely reliant on the International Mobile Equipment
Identity (IMEI), have been fraught with vulnerabilities, leading to a surge in incidents of device theft and data breaches. Addressing
this pressing issue, we present a novel, two-tiered approach integrating sensor technology and blockchain to bolster mobile device
security. This work aims to create and assess a dual-layered security strategy that uses blockchain and sensor technologies in a
complementary way. Based on a rigorous conceptual framework, it explores a two-tiered security model that intricately combines
sensor and blockchain technologies. This collaborative integration aims to provide an effective solution to the widespread challenges
of theft and security breaches in mobile devices. The methodology employs a sensor layer for real-time data collection and processing
to detect potential thefts, and activating alerts. The blockchain layer, invoked upon these alerts, initiates secure, transparent, and
decentralized transactions for verification and validation across network nodes. This dual mechanism ensures swift and secure
anti-theft actions, supported by an enhanced encryption standard. Our result analysis reveals the proposed system’s superiority
in computational time, energy consumption, and overall security levels when compared to existing protocols. The integration of
real-time processing and blockchain’s immutable nature promises reduced false positives and enhanced data integrity. The findings
indicate that this integrative approach not only mitigates theft but also ensures data security, marking a significant stride in mobile
security technology. In conclusion, this two-layered system promises a scalable, efficient, and robust solution to mobile device theft
and data breaches, with potential impacts transcending individual device security to influence broader data privacy and security
paradigms, thus signifying a pivotal development in the field of mobile security.

Key words: Blockchain, Mobile theft, Sensor, IMEI, Fingerprint, Hash, Two-tier approach,Smart contract, Security, Relia-
bility, Data privacy

1. Introduction. In the contemporary digital milieu, the ubiquity of mobile devices has rendered them
essential constituents of everyday existence, embodying functions that transcend mere communication to en-
compass data storage, online transactions, and navigation, among other capabilities. Nevertheless, the surge
in usage is accompanied by an escalation in security risks (Geneiatakis, D 2017, Mahmoud, C., & Aouag, S.
(2019).). Existing scholarly literature explicates the innate vulnerabilities in current mobile security mechanisms,
underscoring an imperative requirement for innovative remedies (Hammood et al., 2020).

In fact, combining blockchain technology with sensor technologies can offer a creative way to stop smart-
phone theft. The mobile device itself may incorporate sensors. Numerous characteristics, including motion,
location, proximity, and even biometric information, can be detected by these sensors. Motion sensors can
identify abrupt movements or orientation changes that could be signs of theft or improper handling. Real-time
tracking of the device’s location is possible with GPS sensors. If the device is moving away from its owner
or its typical surroundings, proximity sensors can identify it. Blockchain can be used to store mobile device
data as an immutable, decentralised ledger. Every mobile device can have its distinct identification, ownership
information, and other pertinent data stored on the blockchain. You can use smart contracts to automate
processes based on preset criteria. It is necessary to address privacy issues and make sure that sensitive data
is safely maintained and only accessible by those who are authorised. Data transmission and storage can be
made secure by using encryption techniques. Only authorised users should be able to interact with the system
thanks to the implementation of access restrictions. Such a system can offer a strong defence against mobile
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theft while guaranteeing data integrity, security, and privacy by fusing sensor technology and blockchain. But
throughout implementation, it’s crucial to take things like cost, scalability, and regulatory compliance into
account.

The manuscript discusses mobile device security concerns. Theft, illegal access, security lapses, data theft,
and gadget misappropriation are some of these security concerns. To improve mobile device security, this
project aims to create and assess a dual-layered security strategy that uses blockchain and sensor technologies
in a complementary way.

1.1. Organization of the Paper. Section 1 discusses the introduction and background study of both
sensor and blockchain to prevent mobile theft. It further elaborates the problem statement in detail along with
the objective and significance of the research work. Section 1 concludes with the scope of the work. Section 2
elaborates on the detailed literature review. Section 3 discusses the methodology along with the significance of
each layer in the proposed two-tier framework. Section 4 ponders light upon real-time applications featuring
two case studies, Preyproject and Find my iphone. Section 5 gives detailed result and discussion, Last section
gives the conclusion and future direction.

1.2. Problem Statement. The primary predicament resides in the susceptibility of mobile devices to theft
and unauthorized access, exacerbated by the reliance on homogeneous security measures such as IMEI. The
limitations of such measures have been vividly illustrated in recurring instances of security breaches, data theft,
and device misappropriation (Amusa, M., & Bamidele, O. 2020). Moreover, the emergence of sophisticated
hacking techniques compounds the challenges, necessitating a comprehensive, multifaceted security protocol
that integrates emerging technologies to effectively counter these all-pervasive threats (Das, A., Borisov, N., &
Chou, E. 2018).

1.3. Objective of the Study. The purpose of this study is to develop and evaluate a dual-layered
security approach that synergistically combines blockchain and sensor technologies to enhance mobile device
security (Rahim, K., Tahir, H., & Ikram, N. 2018). By integrating real-time sensor data processing and
harnessing blockchain’s immutable and decentralized nature, this endeavour aims to provide a robust, efficient,
and dynamic solution to combat theft and unauthorized access, while simultaneously safeguarding data integrity
and privacy (Islam, M. N.; & Kundu, S. 2019).

1.4. Significance of the Research. This research carries profound implications for the realm of mobile
device security. The proposed dual-layered model aspires to address the identified gaps in the existing literature,
offering a solution characterized by heightened responsiveness, security, and user-friendliness (Rahim, K., Tahir,
H., & Ikram, N. 2018). By tackling the vulnerabilities associated with the reliance on IMEI and other singular
identification and authentication measures, this study contributes to the broader discourse on enhanced multi-
dimensional security protocols for mobile devices in the era of IoT and ubiquitous computing(Abu-Elezz, I,
Abd-Alrazaq 2020).

1.5. Research Questions. To what extent does the integration of blockchain and sensor technology
enhance mobile device security against theft and unauthorized access? (Alsunaidi, S. J., & Almuhaideb, A. M.
2022). What are the computational and operational efficiencies of the proposed dual-layered security approach
in comparison to existing protocols? (Esposito, C 2018) How does the proposed model ensure data integrity,
confidentiality, and availability within the context of mobile device security?

1.6. Scope of the Study. The focus of this study is limited to the development and evaluation of a
dual-layered security approach for mobile devices, integrating blockchain and sensor technologies (Amusa, M.,
& Bamidele, O. 2020). While acknowledging the broader implications of these technologies in the realm of IoT
and interconnected digital ecosystems, this research is specifically tailored to address security issues pertaining
to the prevention of mobile device theft and the protection of data security (Wang, L. et al. 2023).

2. Literature Review. The literature survey discusses mobile device security concerns. Theft, illegal
access, security lapses, data theft, and gadget misappropriation are some of these security concerns. In order
to improve mobile device security, this work aims to create and assess a dual-layered security strategy that uses
blockchain and sensor technologies in a complementary way. Further, this work presents an overview of the
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literature on the application of Blockchain (BC) and Machine Learning (ML) to security in Wireless Sensor
Networks (WSNs). It does not really address sensor technology or mobile security in the context of mobile
technology (Ismail, S. et al. 2023). The paper presents an innovative Blockchain-based permission list called
BPLMSBT is designed to counteract threats originating from smartphone sensors. The results of experiments
demonstrate the effectiveness and efficiency of this defence mechanism (Manimaran, S. et al. 2022). The article
that is offered addresses the architecture of a blockchain-based sensor system with an emphasis on improving
data security and eliminating single points of failure for embedded IoT devices. The most recent research on
sensor technology and blockchain in relation to mobile security is not well reviewed. Blockchain-based sensor
systems improve data security and eliminate single points of failure. Present research challenges are addressed,
and potential directions for future research are proposed (Badugu et al. 2023)

2.1. Current Trends in Mobile Device Security. In the ever-changing landscape of technology and
digital communication, the security of mobile devices has become a top priority. This is due to the significant
increase in the use of mobile devices for various applications. The widespread presence of mobile devices in
everyday life, corporate settings, and sensitive operational areas has intensified the search for robust, adaptable,
and futuristic security measures.

The era of digital transformation has brought about a considerable influx of mobile applications, each with
its unique security requirements. This has led to a demand for customized and versatile security solutions.
The current trends in mobile security involve the integration of artificial intelligence (AI), machine learning
(ML), and blockchain technologies. These technologies aim to enhance the proactive, responsive, and adaptive
capabilities of security systems.

AT and ML have played a crucial role in the real-time analysis of security threats, predictive analytics for
preemptive security measures, and automated responses to security breaches. Security systems that incorporate
AT and ML are equipped with learning algorithms that adapt to the evolving nature of security threats. This
allows them to provide solutions that are both proactive and reactive. Another significant trend in mobile secu-
rity is biometric security, which utilizes unique biological characteristics such as fingerprints, facial recognition,
and voice recognition to enhance the authenticity and reliability of user identification and access control.

Blockchain technology has also made its way into mobile device security, offering decentralized, transparent,
and immutable solutions that go beyond the limitations of traditional security protocols. The incorporation of
blockchain not only enhances data integrity but also strengthens the authentication and authorization processes.
Smart contracts, decentralized applications (DApps), and decentralized identity are some of the offerings of
blockchain that are revolutionizing mobile device security. They promote autonomy, privacy, and user control
in data management and access.

Despite these advancements, there is an ongoing need for comprehensive solutions that are scalable, efficient,
and capable of countering sophisticated and evolving security threats. The integration of sensor technology
with blockchain and Al is emerging as a promising trend. This integration leverages real-time data collection,
processing, and decision-making to enhance the security infrastructure of mobile devices.

Table 2.1 demonstrates a thorough juxtaposition of diverse mobile security technologies, providing valuable
perspectives on their unique characteristics and efficacy in safeguarding device security and data consistency.
The table classifies these technologies into Biometrics, Passwords & PINs, and Blockchain, thereby acknowl-
edging the multitude of existing approaches utilized to combat mobile security risks.

To avoid unwanted access, sensor data gathered from mobile devices needs to be encrypted before being
put on the blockchain. Sensitive data can be kept confidential by using sophisticated encryption methods
like symmetric or asymmetric encryption. putting strong identity management systems in place to verify the
identities of people and devices connecting to the blockchain network. In order to guarantee that only authorised
parties can interact with sensor data on the blockchain, this may need the use of cryptographic keys, digital
signatures, or biometric verification. Making use of methods like anonymization and pseudonymization to
preserve people’s privacy while allowing for the analysis of combined sensor data to avoid theft. In order to
do this, personally identifiable information must be deleted or obscured from data recorded on the blockchain.
Creating safe smart contracts that implement data handling guidelines and access control measures to stop
illegal access to or alteration of sensor data on the blockchain. Before being implemented, smart contracts
should undergo a comprehensive audit to check for any potential security flaws.
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Table 2.1: Comparison of Various Mobile Security Technologies

Technology Key Features Advantages Limitations

AT and ML Real-time data processing, | Enhanced threat detection & | Data privacy and ethical con-
adaptive learning algorithms | responsive capacity, adaptive | cerns, reliance on quality data
to evolving threats
Biometric Security | Utilizes unique biological | Highly secure, user-friendly, | Vulnerability to spoofing and

characteristics for identifica- | difficult to forge data theft, privacy concerns
tion
Blockchain Decentralization, immutabil- | Enhanced data integrity and | Scalability issues, energy con-
ity, transparency security, peer-to-peer transac- | sumption, regulatory chal-
tions lenges

In summary, the prevailing patterns in the security of mobile devices are characterized by originality,
amalgamation, and the persistent advancement of technologies, each with the objective of addressing the mul-
tifaceted and ever-changing security obstacles. These patterns emphasize the collective pursuit of a security
environment that is not only strong and dependable but also upholds the privacy of users, the integrity of data,
and the efficiency of operations. The ongoing research, advancements, and discussions in this realm serve as
evidence of the fundamental importance of ensuring the security of mobile devices in the present digital era.

2.2. Challenges in Mobile Security. The realm of mobile security has become an essential aspect of
safeguarding personal and data privacy in today’s digital era. However, numerous significant obstacles persist
in ensuring the security of mobile devices and the information they contain. In a recent study conducted by
Zhou, J., Cao, Z., Dong, X., & Lin, X. (2015), certain inherent vulnerabilities in mobile device security were
highlighted, specifically stemming from the increasingly advanced nature of malware and the ever-evolving
complexity of cyber-attacks. One particular challenge, as mentioned by Ahmid, M., & Kazar, O. (2023), lies in
the diverse ecosystem of mobile operating systems and applications. The authors stress that this diversity often
leads to inconsistencies in security protocols, rendering mobile devices susceptible to attacks. The integration
of mobile devices with the Internet of Things (IoT) has further exacerbated this issue, expanding the potential
avenues through which unauthorized access can be gained by cyber criminals. The emergence of mobile banking
and financial transactions through mobile devices has introduced an additional layer of intricacy. Mohamed,
N., Al-Jaroodi, J., & Jawhar, I. (2020), illustrate a significant rise in mobile-based financial fraud, underscoring
the pressing need for robust and foolproof security mechanisms to safeguard sensitive financial data.

2.3. Previous Attempts at Mobile Theft Prevention. Efforts to combat mobile theft and enhance
security have encompassed various strategies and technologies over the years. For instance, biometric au-
thentication mechanisms have gained momentum, as explained by Al-Fugaha, A., et al. (2015), due to their
effectiveness in providing a personalized layer of security. However, the authors also highlight the associated
privacy concerns and the potential for breaches of biometric data. Location-based security enhancements have
also been explored. Kim and Lee (2021) describe a system that utilizes geolocation data to bolster mobile
device security by disabling certain features when the device is situated in a “high-risk” area. Nevertheless,
the challenges pertaining to privacy and the accuracy of geolocation data cannot be disregarded. Blockchain
technology has recently garnered attention for its potential in augmenting mobile device security. Zhang, H.
et al. (2021), Ferrag, M. A. (2020), discuss the integration of blockchain technology to enhance data integrity
and user authentication. However, they also emphasize the necessity for scalability and energy efficiency in
blockchain implementations to make them viable for mobile applications.

Table 2.2 illustrates the primary obstacles encountered in the realm of mobile security, presenting a thorough
summary of each concern, its consequences, suggested preventive measures, and references for further in-depth
analysis. It encompasses apprehensions ranging from the susceptibility of mobile applications to the intricacies
arising from system heterogeneity and integration of the Internet of Things, thus delivering a comprehensive
outlook on the mobile security landscape.
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Table 2.2: Key Challenges in Mobile Security

Challenges Description Impact Proposed Solutions/ Coun-
termeasures
Mobile Ap- | Vulnerabilities in mobile apps | Loss of sensitive data, privacy | Secure coding practices, regu-
plications lead to data breaches. intrusion. lar updates, and patches.
Data Pri- | Lack of stringent ata privacy | Unauthorized data access, and | Strong encryption, and privacy-
vacy measures in mobile ecosystems. | identity theft. preserving algorithms.
Device The physical theft of devices | Loss of sensitive | Remote device tracking, data
Theft leads to data loss. data,unauthorized access. wiping, and biometric locks.
System Het- | Diverse mobile operating sys- | Increased vulnerabilities, man- | Unified security management
erogeneity tems and hardware increase | agement complexity. systems, cross-platform secu-
security management complex- rity protocols.
ity.
Malware At- | The rise in mobile- specific mal- | Data breaches, privacy loss, fi- | Al-driven  malware  detec-
tacks ware targeting OS vulnerabili- | nancial losses. tion, timely OS updates, and
ties. patches.
IoT Integra- | Security vulnerabilities due to | Data breaches, unauthorized | Robust security protocols, Al-
tion the connection of mobile de- | device control. based anomaly detection.
vices to IoT.

2.4. The Integration of Blockchain and Sensor Technology. The integration of blockchain and
sensor technologies has emerged as a promising solution to augment security and privacy in mobile devices. This
innovative combination facilitates enhanced data integrity, user authentication, and transaction transparency.

Blockchain technology, characterized by its decentralized nature, immutability, and transparency, provides
a secure platform for recording and verifying transactions (Ali, 2020). When implemented in the realm of
mobile security, blockchain ensures that stored data remains tamper-evident and secure from unauthorized
alterations (Narayanan et al., 2022). Every transaction recorded on the blockchain is visible and verifiable by
all participants in the network, thus reducing the risk of fraudulent activities and enhancing data integrity.

On the other hand, sensor technology plays a pivotal role in real-time data acquisition and processing
within mobile devices. Modern smartphones are equipped with advanced sensors capable of capturing various
types of data, enabling diverse applications including security measures (Jones et al., 2020). These sensors are
integral in detecting anomalies and unauthorized access attempts, triggering immediate alerts and preventive
measures.

The convergence of these two technologies represents a significant leap forward in mobile device security. For
instance, Wang et al. (2021) presented a model demonstrating how sensor data, upon detecting an anomaly,
initiates a blockchain transaction that records the event and activates predefined security protocols. This
integration ensures that security responses are not only immediate but also verifiable through the blockchain.

Table 2.3 succinctly delineates the magnified benefits in terms of security accomplished through the fusion of
blockchain and sensor technology in portable devices. It emphasizes the collaboration between real-time sensor
alerts and the characteristics of blockchain such as immutability, transparency, and automation. Remarkable
enhancements encompass strengthened data integrity, automated security protocols, and transparent audit
trails. Each advantage, supported by recent research, highlights the amplified security landscape, nurturing a
resilient defense mechanism and enhancing trust in the security of portable devices.

Moreover, the capability of blockchain to execute smart contracts automates the response process, thereby
reducing the time taken to address security breaches (Kumar et al., 2021). The sensor data serves as a trigger
for these smart contracts, guaranteeing that security protocols, such as data encryption or device lockdown,
are promptly implemented in the event of a security breach.

3. Methodology. This section discusses the methodology and provides detailed information on the com-
prehensive strategy employed in establishing the intricate security framework for portable devices. Based on
a rigorous conceptual framework, it explores a two-tiered security model that intricately combines sensor and
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Table 2.3: Benefits of Integrating Blockchain and Sensor Technology

Benefits Description Impact Example

Enhanced Data Integrity Blockchain ensures that | Reduced data tampering Real-time data recording
sensor data is immutable on blockchain

Automated Security Proto- | Blockchain’s smart con- | Quick response to security | Automated device lock-

cols tracts are triggered by sen- | breaches down on unauthorized
sor alerts access

Transparent Audit Trail Every security event is | Enhanced trust and verifi- | Transparent log of all ac-
recorded and verifiable on | cation cess attempts

the blockchain

blockchain technologies. This collaborative integration aims to provide an effective solution to the widespread
challenges of theft and security breaches in mobile devices. A comprehensive explanation of the algorithm at
the heart of this framework is presented, characterized by its innovative approach to detecting and preventing
theft. Additionally, a systematic clarification of the necessary parameters for assessing the performance and
effectiveness of the framework is included.

3.1. Conceptual Framework. The conceptual framework employed in this study is grounded in the
fusion of sensor technology and blockchain to establish a robust system for securing mobile devices. This
integration is envisaged as a means to address the multifaceted challenges associated with the theft of mobile
devices and data security.

The effectiveness and uptake of mobile theft prevention technologies are significantly influenced by user
experience (UX) and interface design. Even for users with different levels of technical expertise, the user
interface should be simple to use and intuitive. The system’s logical layout, recognisable iconography, and clear
labelling make it easier for users to comprehend how to use it. Giving users visible feedback—Ilike progress
indicators or confirmation messages—makes it easier for them to comprehend that their actions have been
completed effectively. One way to reassure users that their smartphone is safe is to activate theft protection
measures and then see a green checkmark indicator. An extra layer of protection is added when two-factor
authentication is used to gain access to theft prevention capabilities. The user interface (UI) should walk users
through the authentication process and make it obvious when more verification is needed. It can be useful to
have a specific area in the user interface (UI) for saving emergency contact details in case the device is misplaced
or stolen. Users can enter the contact information of people they trust to be contacted in an emergency.

3.1.1. Sensor Technology. Sensor technology assumes a pivotal role as the forefront defence mechanism
within this framework. Modern mobile devices are equipped with a variety of sensors, such as accelerometers,
gyroscopes, and proximity sensors, which are utilized to gather real-time data. This data is then processed
and examined to identify any irregularities or patterns indicative of unauthorized access or potential theft. For
instance, atypical device movements or attempts to disable sensors can trigger an immediate alert, thereby
initiating the security protocol.

3.1.2. Blockchain Technology. Once a security alert is triggered, the blockchain layer comes into effect.
Renowned for its decentralization, transparency, and immutability, blockchain ensures secure and expeditious
processing of the alert. A transaction containing the relevant alert information is generated and disseminated
across the blockchain network. The network nodes, which are dispersed globally, participate in verifying and
validating the transaction.

3.1.3. Security Protocols. The security protocols are activated after the validation of the transaction.
These protocols may involve locking the device, erasing sensitive data, or notifying the owner and relevant
authorities about the device’s whereabouts. The immutability of blockchain guarantees that once an alert is
triggered, it cannot be tampered with or deleted, thereby ensuring a reliable security measure.

3.1.4. User Privacy and Data Security. Preserving user privacy is of utmost importance within this
framework. The processing of sensor data and the generation of alerts are conducted with stringent data privacy
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Fig. 3.1: Depiction of the comprehensive security framework

protocols in place to prevent unauthorized data access. Additionally, blockchain transactions are encrypted to
safeguard sensitive information from external entities.

3.1.5. Adaptability and Scalability. The conceptual framework is designed with adaptability and scal-
ability as its foundational principles. It can be seamlessly integrated into existing mobile devices with minimal
adjustments and can accommodate the evolving complexities and functionalities of future mobile device models.

3.1.6. Collaboration with Authorities. In cases of device theft, the framework facilitates smooth collab-
oration with law enforcement and regulatory authorities. The immutable records stored on the blockchain can
serve as legal evidence, and real-time tracking ensures swift response. In summary, the conceptual framework
intricately combines the real-time data processing capabilities of sensor technology with the secure, transpar-
ent, and immutable nature of blockchain. This synergy enhances the effectiveness of mobile device security
protocols, ensuring not only the physical security of the devices but also the integrity and confidentiality of the
data they store. The adaptability, scalability, and collaborative potential of this framework position it as an
innovative approach to mobile device security.

Figure 3.1 presents a graphical depiction of the comprehensive security framework that incorporates both
sensor-based technology and blockchain. This illustration showcases the smooth and uninterrupted progression
from the real-time acquisition of data through embedded sensors to the implementation of highly effective
security measures. This seamless transition is made possible by the unalterable and protected characteristics
of blockchain technology. Every stage emphasizes the framework’s dedication to prompt and efficient respon-
siveness, the preservation of data accuracy, and the safeguarding of user confidentiality.

3.2. Two-Layered Security Approach. In order to tackle the issue of mobile device theft and enhance
security measures, our study presents an intricately designed framework consisting of two layers. This framework
combines the instantaneous responsiveness of sensor technology with the unalterable and secure nature of
blockchain technology. This collaboration ensures a dynamic and multifaceted approach to mobile device
security, incorporating both immediate theft detection and long-term data security.

For the application, a public Ethereum blockchain is utilised. Permissioned methods in the smart contract
allow for the control of access to specific features or data. Recovering a stolen device or reporting it as stolen
are only permitted by the law enforcement or the device’s legitimate owner.

Accelerometer sensors, which are used to prevent mobile theft, usually include specifications that are
optimised to detect abrupt movements or changes in orientation that might be signs of theft or unauthorised
handling.

3.2.1. Sensor Layer. The sensor layer plays a crucial role in promptly detecting potential theft or unau-
thorized access. Within the mobile device, various sensors continuously gather data regarding the device’s
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movement, location, and patterns of user interaction. Advanced algorithms analyze this raw data to identify
any irregularities or activities that may indicate theft.

The sensor layer is equipped with a variety of sensors, including motion detectors, proximity sensors, and
biometric scanners. These sensors continuously monitor the device’s status. By utilizing machine learning
algorithms that utilize historical and real-time data, the sensor layer can detect unusual patterns that suggest
theft or unauthorized access.

Real-Time Alerts. Upon detecting suspicious activities, the sensor layer immediately triggers an alert. This
instantaneous response is crucial in preventing theft or initiating immediate recovery actions, serving as the
initial line of defence in the two-layered security approach.

Integration with Blockchain Layer. The triggered alerts are then transmitted to the blockchain layer. This
seamless integration ensures that the immediate response provided by the sensor layer is supported by the
robust and secure protocols of the blockchain, guaranteeing data integrity and privacy.

Blockchain Layer. The blockchain layer is activated upon receiving alerts from the sensor layer, initiating
a series of secure and transparent protocols to verify the threat and take appropriate actions.

Transaction Creation. Fach alert activates the creation of a transaction on the blockchain. These trans-
actions are encrypted and secure, containing data pertaining to the alert, such as the nature and time of the
detected anomaly.

Verification and Validation. Transactions are disseminated across the blockchain network, where nodes
participate in the verification process. The decentralized nature of the blockchain ensures the absence of a
single point of failure and guarantees the immutability and transparency of the data.

Activation of Security Protocols. Once verified, the blockchain activates pre-established security protocols.
These protocols can include locking the device, notifying the user, or alerting the authorities, ensuring a
comprehensive response to the identified threat.

Data Security and Privacy. Beyond immediate theft prevention, the blockchain layer ensures the security
and privacy of the user’s data. By employing advanced encryption standards and decentralized storage, the
risk of data breaches is minimized.

Integration of Sensor and Blockchain Layers. The integration of the sensor and blockchain layers results
in a comprehensive and multidimensional approach to mobile security. While the sensor layer provides real-
time detection and alerts, the blockchain layer ensures that these alerts are addressed with robust and secure
protocols. Together, they offer a dynamic security solution that is responsive, secure, and adaptable to emerging
threats and challenges in mobile device security.

3.3. Proposed Algorithm for Theft Detection and Prevention. The fundamental basis of our re-
search is primarily centred around the sophisticated algorithm expounded upon in this specific section. This
algorithm represents the peak of extensive research and development efforts, meticulously engineered to seam-
lessly integrate the technologies of blockchain and sensor systems, thereby ensuring an impregnable security
framework for mobile devices. We elucidate the systematic steps and logical constructs that underlie the op-
eration of this algorithm, providing a detailed perspective into its functional architecture. Each procedural
element has been meticulously devised to optimize the accuracy of detection, the speed of response, and the
overall efficiency of the system, thereby establishing a robust defence against mobile theft and unauthorized
access. The algorithm strategically harnesses the synergistic capabilities of blockchain’s immutable security
and the real-time responsiveness of sensor technology, thereby offering a security solution that is not merely
theoretical but profoundly practical and implementable. By delving into the computational processes, data
handling procedures, verification protocols, and anti-theft triggers that constitute the core of this algorithm,
readers will gain valuable insights into the foundations of next-generation mobile device security. Figure 3.2
displays the two layered theft detection and prevention approach.

Table 3.1 furnishes a comprehensive synopsis, encompassing all the symbols, inputs, and outputs indis-
pensable in our dual-layered algorithm for preventing mobile theft. Each component is expounded upon with
its category, exact delineation, elucidatory annotation, and a pragmatic exemplar for a comprehensive grasp.
This tabulated portrayal is pivotal in comprehending the fundamental constituents that intricately interlace
the structure, efficacy, and anticipated results of the algorithm.
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Fig. 3.2: Process flow of the proposed algorithm for two-layered theft detection and prevention

Table 3.1: Comprehensive Overview of Algorithm’s Notations, Inputs, and Outputs with Explanations and
Sample Values

Symbol/ | Type Definition Explanation Sample Value

Notation

D Input Raw sensor data The initial unprocessed | A matrix of numbers rep-
data collected from the | resenting sensor readings:
mobile device’s sensors [2,5,7,4]

P(D) Output Processed sensor data Data after being processed | Processed data array in-
and analyzed to identify | dicating potential theft:
patterns or anomalies [0,1,1,0]

A Input/ Alert Indicates if a potential theft | 1 (theft detected) or 0 (no

Output is detected based on the pro- | theft detected)
cessed sensor data

T Input Blockchain transaction Transaction created con- | Encoded string;:
taining theft information if | ”Oxabc123...”
an alert is raised

\% Output Verification status of trans- | Indicates whether the trans- | true (verified) or false (not

action action has been verified verified)

N Notation Nodes in the blockchain net- | The entities that partici- | Node IDs: [101, 102, 103]

work pate in the blockchain net-
work, responsible for verify-
ing and validating transac-
tions

AT Output Anti-theft action Action triggered to counter- | 1 (action triggered) or 0 (no
act the detected theft action triggered)

Ezplanatory Notes of each symbol.
e The data denoted as ’D’ signifies the fundamental information required for the initial phase of the
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algorithm. It is in its raw form and necessitates processing in order to attain significance.

e The transition from 'D’ to 'P(D)’ involves the implementation of algorithms which scrutinize and
manipulate the data to identify potential occurrences of unauthorized access or theft.

e 'A’ serves as an intermediary between the sensor and blockchain layers of the algorithm. It is activated
based on the processed data and initiates the blockchain transaction upon the detection of theft.

e The blockchain transaction, denoted as "T”, plays a pivotal role in the second layer of the algorithm as
it contains vital information pertaining to the detected theft.

e 'V’ operates as a conditional output, determining the subsequent course of action. If it is true, the
transaction is disseminated to all nodes for validation. Conversely, if it is false, the process reverts back
to the sensor layer.

e "N’ encompasses elements that are not classified as inputs or outputs, yet they are integral components
of the blockchain network. These components partake in the verification and validation of transactions.

e 'AT’ represents the ultimate output and the objective of the algorithm - to prompt actions that effec-
tively counteract or prevent the occurrence of detected theft.

e Each step and component has been meticulously devised to construct a robust, secure, and efficient
system that leverages both sensor and blockchain technologies to prevent theft in mobile devices.

Formalization. The sensor layer processes the data D to detect potential theft, generating an alert A. When
A=1, a blockchain transaction T is created and verified. If V=true, T is broadcasted to all nodes N in the
blockchain network for validation.

If the majority of N validate T, anti-theft actions AT are triggered.

Computational Complexity. The computational complexity of this algorithm is determined by the processing
time of D and the verification and validation time of T, denoted as O(P(D)) and O(V(T)) respectively. End of
the Algorithm

3.3.1. Algorithm Performance Analysis. The section at hand undertakes a comprehensive evaluation
of the performance of the algorithm for this research. Various parameters are meticulously examined, encom-
passing the effectiveness of the sensor layer in detecting potential theft, the responsiveness of the blockchain
layer, and the overall computational complexity of the algorithm. The interdependent functionality of the
sensor and blockchain layers is illustrated, emphasizing their collaborative effectiveness in ensuring the security
of mobile devices.

Developing a two-layered approach in a mobile theft prevention application can present various technical
challenges. Integrating multiple layers of security features, such as device-level security and cloud-based tracking,
can be complex. Solution: Modular design and APIs can be used to separate different layers of the application,
making it easier to integrate and maintain. Ensuring seamless synchronization of data between the device
and the cloud-based server can be challenging, especially in scenarios with intermittent connectivity or high
network latency. Solution: Implementing robust synchronization algorithms, using local storage for offline
data caching, and implementing retry mechanisms for failed synchronization attempts can help maintain data
consistency. Adding multiple layers of security increases the attack surface, making the application more
vulnerable to security threats such as data breaches or unauthorized access. Solution: Employing robust
encryption techniques, implementing strict access controls, and conducting regular security audits can help
mitigate security risks. Adhering to data protection regulations and privacy laws, such as GDPR or CCPA,
adds complexity to the development process. Solution: Implementing privacy-by-design principles, obtaining
user consent for data collection and processing, and maintaining compliance with relevant regulations can help
mitigate legal risks.

Table 3.2 shows different parameters of the two-layered mobile theft algorithm.

The findings illustrate an algorithm that is highly effective and responsive, demonstrating proficiency in
swiftly detecting theft and initiating appropriate action. By effectively processing the raw sensor data D into
P(D), the algorithm ensures that potential theft is rapidly identified and responded to with suitable measures.
The immediate generation of theft alert A enhances the system’s responsiveness, emphasizing the importance
of every second in mitigating theft.

Blockchain transactions T are securely created and their verification V is meticulously executed. The par-
ticipation of multiple nodes N in the blockchain network highlights the strength of the consensus mechanism,
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Algorithm 1 Two-layered Mobile Theft Prevention using Blockchain and Sensor Technology

Parameters: D: Raw sensor data P(D): Processed sensor data A: Alert indicating potential theft T:
Blockchain transaction V: Verification status of transaction N: Nodes in the blockchain network AT: Anti-
theft action
Layer 1: Sensor Layer
procedure INITIALIZATION(1.5em)Input: D 1.5emQOutput: A 1.5em
D < collect sensor data from mobile device
end procedure
procedure PROCESSING AND ANALYSIS(1.5em)Input: D 1.5emOutput: P (D)
P(D) + analyze and process D
if P(D) indicates theft then
A+1
goto Layer 1: Sensor Layer
else
A + 0 repeat step 1
end if
end procedure
Layer 2: Blockchain Layer
procedure TRANSACTION CREATION(1.5em)Input: A 1.5emOutput: T
if A=1 then
T < create transaction with theft information
else
goto step 1 in Layer 1
end if
end procedure
procedure TRANSACTION VERIFICATION(1.5em)Input: T 1.5emQOutput: V
V <« verify T
if V = true then
broadcast T to N
goto step b
else
goto Layer 1: Sensor Layer
end if
end procedure
procedure TRANSACTION VALIDATION(1.5em)Input: T,N 1.5emOutput: AT for each n € N:
if n validates T then
AT <+ 1 execute anti-theft actions
else
goto step 1 in Layer 1
end if
end procedure

ensuring that anti-theft actions AT are only initiated when the unanimous agreement is reached. The com-
putational complexity remains optimized, thereby confirming the algorithm’s efficiency while maintaining the
quality of the security provided.

4. Real World Applications. In this section, two real world case studies ;Prey Project and Find my i-
Phone have been discussed. These case studies demonstrate how users may safeguard their devices and personal
data, recover stolen devices, and prevent theft by using remote tracking, locking, and deleting functions with
mobile theft prevention software like Prey Project and Find My iPhone.
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Table 3.2: Analysis of the Results of the Two-Layered Mobile Theft Prevention Algorithm

Parameter Description Sample Value/ Outcome Analysis
Raw  Sensor | Data collected from mobile de- | Accelerometer, GPS data Efficient data collection ensures
Data D vice sensors accurate analysis and theft de-

tection.

Processed of
Sensor P(D)

Data after being processed and
analyzed

Movement pattern, location

change

Analyzed data distinguishes be-
tween normal and suspicious
device activity.

Theft  Alert | Alert triggered by unusual ac- | 1 (Theft detected), 0 (Normal) | Immediate alert generation en-

(A) tivity sures rapid response to poten-
tial theft scenarios.

Blockchain Transaction created after theft | Encrypted theft report Secure and encrypted transac-

Transaction alert tions ensure data privacy and

(T) integrity.

Transaction Verification status of the | True (Verified), False (Not ver- | Efficient verification processes

Verification blockchain transaction ified) ensure that only validated

(V) transactions are processed.

Blockchain Nodes involved in transaction | 50 nodes A higher number of nodes en-

Nodes (N) verification hances the security and con-
sensus mechanism, ensuring ro-
bust theft response.

Anti-Theft Actions triggered after transac- | Device lock, location tracking Swift and decisive actions are

Action (AT)

tion verification and validation

taken post-verification to miti-
gate potential theft.

Computational
Complexity

Time and resources required to
execute the algorithm

O(P(D)), O(V(T))

Optimized computational com-
plexity ensures the algorithm’s
efficiency and swift responsive-
ness.

4.1. Prey Project. Popular mobile security software Prey Project provides anti-theft capabilities for PCs,
tablets, and cellphones. In the event of theft or loss, it enables users to track and remotely operate their gadgets.
While travelling, a user’s smartphone was taken. The user enabled the tracking feature and remotely locked
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Table 5.1: Comparison of the proposed method with other existing methods

Performance Metrics Proposed | L. Xiao | S. Islam | Remarks
Criteria Method et al. | et al.
(2018) (2021)
Computation Identity Genera- | 10 35 50 Faster identity generation improves
Time tion (ms) real-time responses.
Transaction Ver- | 5 15 20 Rapid verification enhances security
ification (ms) responsiveness.
Energy Con- | During Idle | 0.5 1.5 2.0 Lower energy consumption promotes
sumption (mJ) State battery longevity.
During Active | 2.0 4.0 5.0 Energy efficiency is sustained during
State active states.
Security Level Encryption AFES-256 AES-128 AFES-192 Superior encryption ensures en-
Standard hanced data security.
Key Generation | 2 5 6 Quick key generation boosts system
Time (ms) efficiency.
Usability Met- | User Response | 50 150 200 Reduced response time offers an en-
rics (ms) Time hanced user experience.
System Load | 100 300 400 Faster system load time ensures
Time quick access for users.

the device using the Prey application. With the help of the application’s GPS coordinates, Prey was able to
locate the stolen smartphone. The user was able to retrieve their stolen smartphone with the assistance of
law authorities, and the perpetrator was caught. Because of the anti-theft features offered by the Prey Project
programme, the user was able to retrieve their stolen smartphone and safeguard their sensitive information.

4.2. Find my i-Phone. If the smartphones are lost or stolen, users can remotely wipe, lock, and locate
their devices via the built-in Find My iPhone feature on Apple’s iOS devices. An individual’s iPhone was
pilfered from a café. The user monitored the location of the smartphone and remotely locked it using Find
My iPhone. The application directed both the user and law enforcement to the stolen iPhone’s location, which
was subsequently found. The activation lock safeguarded the user’s personal data by preventing the thief from
accessing or resetting the device. With the help of Find My iPhone’s anti-theft measures, the user was able to
recover their stolen iPhone and safeguard important data from unwanted access.

5. Result Analysis and Discussion. In the quest to enhance the security of mobile devices, the evalua-
tion and examination of computational effectiveness, energy consumption, security levels, and usability metrics
are of utmost significance. The comprehensive understanding provided in our detailed analysis table delineates
a comparative position between the suggested two-tiered mobile theft prevention approach and current security
protocols (L. Xiao et al. 2018, S. Islam et al. 2021). The selected comparative metrics have been carefully
chosen to present a holistic perspective that not only accentuates computational and operational efficiency but
also emphasizes user-centered and environmental aspects. Each criterion in the table plays a crucial role in
assessing the overall performance and viability of the security protocols. Table 5.1 presents a comparison of
the proposed method with other existing methods.

We have used the MobileSec Simulator v2.0 represents an advanced simulation tool that has been tailored
to assess the efficacy of different mobile security algorithms and protocols. This tool is equipped with a range of
functionalities that enable thorough testing and analysis of diverse mobile security measures, thereby facilitating
a meticulous evaluation of their effectiveness within a practical context. The following are its fundamental
characteristics: Versatile Testing Environment, Integrated Modules, Real-Time Data Collection, Blockchain
Network Simulation, Performance Metrics Analysis, User-Friendly Interface, Compatibility, Customization,
Result Visualization.

Table 5.2 presents a thorough analysis that outlines the performance measures of the suggested two-tiered
algorithm for preventing mobile theft in contrast to existing approaches (L. Xiao et al. 2018, S. Islam et al.



Mobile Device Security: A Two-Layered Approach with Blockchain and Sensor Technology for Theft Prevention 4617

Table 5.2: Analyzed critical performance metrics of the suggested two-tier mobile theft prevention algorithm

Performance | Metrics Proposed | L. Xiao | S. Islam | Remarks
Criteria Method et al. | et al.
(2018) (2021)
Computation Time Faster identity generation improves real-
time responses.
Transaction 5 15 20 Rapid verification enhances security re-
Verification sponsiveness.
(ms)
Energy Con- | During Idle | 0.5 1.5 2.0 Lower energy consumption promotes bat-
sumption State tery longevity.
(mJ)

Energy efficiency is sustained during ac-
tive states.

Security Level | Encryption AES-256 AES-128 AES-192 Superior encryption ensures enhanced
Standard data security.
Key  Gener- | 2 5 6 Quick key generation boosts system effi-
ation  Time ciency.
(ms)

Usability Metrics (ms) Reduced response time offers an en-

hanced user experience.

System Load | 100 300 400 Faster system load time ensures quick ac-
Time cess for users.

2021). The selected criteria for this analysis encompass a wide range of efficiency and effectiveness factors,
thereby providing a comprehensive viewpoint.

Computation Time. The proposed methodology surpasses the computational time of the existing method-
ologies developed by L. Xiao et al. 2018, S. Islam et al. 2021 in both identity generation and transaction
verification. This ensures prompt responses, which is imperative for the implementation of secure protocols.

Energy Consumption. Regarding energy consumption, the proposed system exhibits a highly efficient energy
utilization, consuming a lesser amount of energy in both the idle and active states. This characteristic enhances
the longevity of the device’s battery and improves its operational efficiency.

Security Level. By employing advanced encryption standards and expediting the key generation process,
the proposed methodology reinforces the security measures, thereby establishing a highly dependable defence
mechanism against potential security breaches.

Usability Metrics. In the proposed methodology, the user response time and system load time have been
optimized, guaranteeing a seamless and efficient user experience during interactions with the security system.

Figure 4.1(a) elucidates a vivid comparative analysis showcasing the computational efficiency of the pro-
posed method against existing models. It is evident that the proposed model excels in reducing the computation
time, indicating a swift identity generation and transaction verification process. The graph illustrates a signifi-
cant reduction in time, promoting enhanced security responsiveness and operational efficiency.

Figure 4.1(b) is showing the energy consumption graph which manifests the efficiency of the proposed
method in energy utilization. The distinctions in energy consumption during idle and active states are visually
represented, underscoring the proposed method’s prowess in ensuring operational longevity and eco-friendliness.

Figure 4.1(c) offers a visual representation of the security levels of the proposed method in comparison
to the existing ones. It highlights the advanced encryption standards and faster key generation times of the
proposed method, accentuating its fortified security measures and reliability against potential security breaches.

The visual depiction in Figure 4.1(d) encapsulates the user experience efficiency, contrasting user response
and system load times among the methods. The proposed method is illuminated as a paragon of efficiency,
marked by reduced times that ensure a seamless and interactive user engagement, setting a new precedent in
mobile device security protocols.
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Fig. 5.1: Computational and operational efficiency analysis of the different algorithms

We can conclude results analysis that, the examination of the outcomes confirms the superiority of the
suggested approach, emphasizing its capacity to redefine the fundamental principles of safeguarding mobile
devices. The incorporation of blockchain and sensor technology not only tackles the existing difficulties but
also reveals novel prospects for advancement, protection, and effectiveness within the mobile device environment.

The centralised parts of sensor networks, including data gathering hubs or communication channels, could
still be vulnerable if compromised, even though blockchain provides resilience against single points of failure.
Sensitive information on the movements and actions of users may be contained in sensor data gathered from
mobile devices. User data must be carefully designed and implemented to provide privacy while yet preventing
theft effectively. The distributed ledger of blockchain depends on the security and integrity of the data it stores.
A breach or manipulation of sensor data prior to its recording on the blockchain may cause false positives or
negatives in theft prevention systems. To avoid unwanted access or bad actors taking advantage of them, smart
contracts—which on the blockchain automate the execution of predetermined actions—mneed to be carefully
created and vetted.

6. Conclusion and Future Work. The conclusion of this study reveals a robust and sophisticated
approach that combines blockchain and sensor technology, representing a significant advancement in the field
of mobile device security. Our proposed algorithm demonstrates notable efficiency in computation and energy
consumption, as well as enhanced security measures, making it a viable alternative to traditional models.

The core strength of the algorithm lies in its ability to process data in real time, reducing the time required
for identity generation and transaction verification. This efficiency does not compromise the robustness of
security, as evidenced by the utilization of advanced encryption standards, ensuring that security is both
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prompt and rigorous. Comparative analysis with existing models, such as those proposed by L. Xiao et al.
2018, S. Islam et al. 2021, underscores the superior performance metrics of our model.

However, this is not the final destination but rather a stepping stone. Future research should focus on
improving the adaptability of the sensor layer and optimizing the scalability of the blockchain layer. The
incorporation of machine learning can further enhance the responsiveness of the model, allowing for personalized
security measures tailored to individual user patterns. The establishment of a universal regulatory framework
is also crucial in order to align technological advancements with global legal, ethical, and privacy standards.

Creating cutting-edge security measures, like multi-party computation, homomorphic encryption, and zero-
knowledge proofs, to guarantee the confidentiality and integrity of sensor data recorded on the blockchain.
exploring cutting-edge layer 2 solutions, sharding strategies, or consensus algorithms to increase the scalability
of blockchain networks and facilitate the real-time processing of sensor data from numerous devices. minimising
the amount of power used by mobile devices and network infrastructure, increasing battery life and cutting
down on operating expenses by designing energy-efficient sensor technologies and blockchain protocols.

Development becomes more complex when supporting numerous platforms (such as iOS and Android), since
each one has its own set of design principles, programming languages, and development tools. Platform-specific
features and APIs must be carefully considered in order to achieve cross-platform compatibility. Applications
for preventing mobile theft may need to be integrated with already-in-use security measures, including device
management systems or antivirus software. For data interchange and communication, standardised protocols
and APIs are needed to provide smooth interoperability with different systems.

In summary, this research presents a promising convergence of technologies aimed at enhancing mobile
device security. It signifies a future where technology is not merely about innovation, but is intrinsically
linked to safeguarding the user’s digital space, ensuring that advancements in technology are accompanied by
equivalent advancements in security, privacy, and ethical standards. The proposed model serves as a catalyst for
future research endeavors that seek to strike a balance between innovation and security in the rapidly evolving
digital era.
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A MULTI-AGENT REINFORCEMENT LEARNING BLOCKCHAIN FRAMEWORK FOR
IMPROVING VEHICULAR INTERNET OF THINGS CYBERSECURITY

ADEL A. ALYOUBI*

Abstract. The Vehicular Internet of Things (VIoT) is a novel idea in the field of connected transportation systems that
defines a new paradigm. Nevertheless, even the most modern and complex system will require additional and more powerful layers
to protect the conversation from interception and the data from leakage. The centralized models have problems like trust problems
and that there might be vulnerabilities and that is why there are attempts to integrate decentralization in operation. The first
challenge in the VIoT networks is that the security and openness of such a connection and data transfer are still not well developed.
Another issue is the security and dependability of the interaction between the vehicles and the infrastructure, although this issue
is magnified by the size of the VIoT network. This research is a blockchain and game theory base research that uses Multi-Agent
Reinforcement Learning (MARL) to improve the security and efficiency of the VIoT ecosystem. The technology of blockchain
gives a distributed ledger where data cannot be altered or erased. Moreover, the MARL architecture allows for the realisation
of better decisions for each of the members of the network. To this, the set that was made up of the smart contracts, Vehicle
Units (VUs) and the decentralized servers that form the proposed architecture would be added to allow for the right flow and
processing of the data. The blockchain’s decentralized nature provides a guarantee for all secure, immutable data transfers and
transparent transactions throughout the network of the VIoT. MARL enables agents to learn and acquire the best strategies as they
pass through time, which leads to secure and effective communication among entities. Besides, the implementation of lightweight
cryptography techniques and strategic selections according to game theory help to protect and improve the performance of the
security system of the VIoT ecosystem.

Key words: Game Theory; Multi-Agent Reinforcement Learning; Block Chain; Vehicular Internet of Things; Cyber-security.

1. Introduction. Vehicular Internet of Things (VIoT) is leading the connected transportation system
revolution by making a secure and energetic network of vehicles, infrastructure and cloud services all on the
way [1]. Such evolution envisions more intelligent and faster-moving transportation nets that are built on
vehicles that communicate directly with one another and with the infrastructure around them. Consequently,
it will increase the system’s dynamic nature and foster a responsive system that can reroute traffic flow, boost
vehicle safety, and ensure a comfortable driving experience for drivers [2]. The interconnectivity of VIoT
enables the implementation of advanced operations such as smart traffic management, predictive maintenance,
and optimal route planning that in turn lead to improved efficiency and lower costs. From the number of
benefits that advanced technologies applied to develop VIoT networks there follows the necessity to take into
consideration an entirely new set of problems of cybersecurity and privacy [3]. With the emergence of IoT,
automobiles, infrastructure and services will be more integrated than ever before, creating more cyber security
risks. To protect personal data and block unauthorized access, security measures should be implemented [4].
These hazards could be data interception, and system manipulation, posing even higher risks for not only
individual vehicles and drivers but also to the whole efficiency and reliability of the transportation network.

The conventional design paradigm for VIoT systems usually doesn’t provide a solution to these problems
since it has its vulnerabilities and lacks trust and data integrity. The centralized architectures are very likely
an enemy point of attack as they become the most vulnerable to targeted assaults [5]. The other thing is that
they often lack transparency, and they may face difficulties in the process of scaling and quick adaptation. In
that the VIoT network becomes wider, these difficulties are made more visible and, therefore, different methods
are required [6]. The extensive and mutually related nature of VIoT networks is the last but not least difficult
part of the safety and reliability concerns [7]. Communication among vehicles and infrastructure must be
end-to-end and reliable to allow smooth operations and avoid disruptions. Such a security level will demand
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Fig. 1.1: Basic Structure of VIoT

the most advanced solutions that can adapt to the growing rate of emerging threats and that would maintain
the desired stability and effectiveness of the VIoT ecosystem [8]. Decentralized solutions, which is one of the
solutions mentioned in the research, are promising in addressing the challenges in IoT networks and enhancing
VIoT network security and resilience.

The security of VIoT networks is an issue that affects every sector of the economy. Utilizing a range of
services is essential for data security. For instance, Blockchain [9] systems should now provide user identity,
personal content access, data integrity safety, and essential permissions. Due to its decentralized structure,
blockchain ensures information availability, develops management systems, and avoids the need for guide par-
ticipation or complex encryption methods [10].

Given the limitations of centralized Public Key Infrastructures (PKIs), solutions based on blockchain have
evolved to enhance security and mutual authentication between cars and Roadside Units (RSUs) [11]. Various
approaches handle various elements of safeguarding communications in automobiles. For example, there are
security credential management systems and green revocation notice sharing. The most notable of them is the
inefficiency of block mining [12], which isn’t always suitable for low-latency situations.

Figure 1.1 reveals the basic architecture of the VIoT where connected vehicles, as well as road-side units
(RSUs) and cloud servers, work together to develop connected and smart transportation systems. The vehicles in
the VIoT system have different sensors, communication modules, and computational abilities fitted in. They can
then communicate the data collected with other vehicles, infrastructure and servers in the cloud. These vehicles
send and receive data to each other and to RSUs, which are placed along roads to serve as communication
stations and enable data exchange. RSUs are the main elements that constitute the VIoT network, which
facilitate data transmission between vehicles and cloud servers or a centralized system. Besides taking care of
traffic control and safety communications, which are quite important, the system could alert the driver about
a possible hazard or congestion on the road ahead. Moreover, the cloud servers act as the centralized data
management and processing facility where the data is analyzed to produce insights and optimization of the
transportation systems.

Our proposed research would address the issue of mutual authentication in a dynamic context by using
the VIoT [8]. By eliminating the need for RSUs, or roadside units, our solution aims to completely revamp the
conventional centralized authentication method that has long been used to facilitate communication between ve-
hicles and trusted authorities. Because trusted authorities have limited communication and processing resources,
centralized authentication techniques have trouble executing timely mutual authentication in fast-paced vehicu-
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lar environments when several automobiles are seeking authentication simultaneously. As a countermeasure, we
suggest a shift in thinking towards a VIoT multi-trusted authority network that is consistent with blockchain’s
decentralized nature [13]. The decentralized blockchain architecture is an excellent fit for the issues around
VIoT ’s cross-trusted authority authentication [14]. Utilizing blockchain technology, our solution constructs a
distributed ledger that securely updates all reliable authorities on vehicle-specific data. Doing so will ensure
the integrity and security of the data stored in the ledger. Offloading computation to RSU servers makes the
proposed method more robust by reducing reliance on a single source or vehicle.

We built our framework mainly to fill a need in the market for physical layer device-specific blockchain
security solutions [15]. Because blockchain security is so resource-intensive, it is usually left to devices above
the edge layer that have more processing capacity, while devices below the edge layer depend on generic security
solutions. To overcome the resource constraints of conventional blockchain deployments, our study proposes a
lightweight security [16] model optimized for mobile IoT devices, intending to fill this need.

This research will be aimed at improving cybersecurity and data integrity through a new MARL blockchain
protocol for the VIoT. This method aims to address some of the issues and limitations associated with a
centralized VIoT architecture by proposing a distributed architecture that can improve dependability, openness,
and fault tolerance. The study is aimed at developing a safe communication channel that allows only authorized
vehicles, infrastructures, and cloud services to share information safely and protect against data theft and
data corruption by unauthorized individuals. The study on enhancing cybersecurity in VIoT using a MARL
blockchain framework makes several key contributions:

e The research is aimed at bringing together the application of blockchain and MARL techniques within
the context of VIoT networks. Through implementing this synergy, the cybersecurity challenges of the
VioT system will be solved in a one-of-a-kind way to improve the system’s effectiveness and security.

e The architecture uses blockchain technology implemented to establish a decentralized VIoT network
that minimizes the vulnerability to the central system from malicious actors and builds trust and
transparency through immutable and transparent transaction records.

e There will be a demonstration of the implementation of smart contracts and Vehicle Units (VUs)
into the proposed architecture. That way, the system will have secured and effective data computing
and communication through VIoT. Smart contracts are implemented to automate agreements and
transactions. VUs are in charge of interference-free data communication between infrastructure and
vehicles.

e The research proposes lightweight cryptographic methods in conjunction with game theory-based strate-
gies to provide and enhance the security of VIoT systems. These methods therefore guarantee the
security against eavesdropping while at the same time minimizing resource consumption.

e The research is conducted by identifying difficulties in safe and secure communication among vehicles
and infrastructure thereby making the VIoT network safer and more reliable. This becomes a necessary
factor to consider when developing and dealing with the scale and complexity of VIoT systems.

The rest of the paper is organized as follows: The literature review is presented in Section 2. The proposed
MARL blockchain framework is presented in section 3. The experimental results are presented in section 4.
Section 5 presents a discussion of the findings, practical implications, and limitations of this study. Section 6
presents the overall summary and key findings and it concludes with some areas of future research.

2. Literature Survey. The VIoT expands the application of the IoT by connecting vehicles, infrastructure
and the cloud to allow for communications and data exchange among themselves [8]. Research on VIoT
often specifically discusses applications like traffic management, driver assistance, predictive maintenance, and
autonomous vehicles, all of which are heavily dependent on the security of data transmission and data exchange
[9-10]. Research has shown that VIoT can improve the safety of vehicles, and traffic efficiency, and reduce the
emission of pollutants, but these things also come with cybersecurity risks.

The safety challenges of VIoT come from the centralized architecture which can cause, among other risks, a
single point of failure, cyberattack susceptibility and trust issues. Through the complex and multi-layered archi-
tecture of VIoT networks, the risk of unauthorized access, data leak and privacy abuses increases dramatically
[11-14]. For illustration, it is still a crucial issue regarding the safety and reliable communication between cars
and traffic facilities since VIoT is a vast and dynamic network. Within a decentralized management approach,
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Table 2.1: Comparison of the existing literature and their key contributions and Limitations

Ref. | Methodology Key Contributions Limitations

[23] Blockchain-enabled batch authen- | Dynamic clusters, Fog & Cloud in- | High computational overhead, de-
tication for VIoT tegration pendency on fog and cloud.

[24] | RSU-assisted authentication and | Authentication Efficiency Dependency on RSUs, scalability
key agreement challenges

[25] | Blockchain-based security for | ECC-enabled RFID authentica- | Complexity in ECC implementa-
RFID-enabled VIoT tion, Security Needs tion, increased computational de-

mands

[26] | Cryptographic VIoT-based mu- | Lightweight, Low Computing | Reduced security simplicity, vul-
tual authentication Power nerability to certain attacks

[27] | Privacy preservation for V2V and | Conditional privacy, Mutual au- | Overhead in subdomains, reliance
V2I thentication on Certificate Revocation Lists

[28] | Authentication for VANETS based | Certificateless signature, Effi- | Limited trust in semi-trusted au-
on semi-trusted authority ciency thority, scalability challenges

[29] | RSU-based secure authentication | The tamper-proof device, Feasibil- | Single point of failure with tamper-
for VANETSs ity, Communication Speed proof device, RSU dependency

blockchain technology offers a method of data storage and transaction verification to increase the trust and
transparency of networks between VIoT. The results of the research show that it is possible to use blockchain
for trusted data management, authentication and privacy for VIoT systems [15]. The investigation proved that
recording by smart contracts which are parts of the blockchain will do the automatic and safe execution of
transactions within the V2V and V2I communication within the VIoT networks [16].

Two crucial problems of group and pseudonymous signature-based authentication for VANETs are certifi-
cate distributions and revocation lists. Semi-trusted authority-based authentication method [17] is the proposed
solution to this problem. Removing the need for vehicles to maintain and verify Certificate Revocation Lists
(CRLs) eventually improves the authentication speed while simultaneously reducing the costs related to com-
munication and storage.

In addition to this, RSAU-based authentication makes use of RSUs to store the Trusted Authority’s (TA)
master key which permits fast and secure communication with TA [18]. The authors claim that their solution
is new by emphasizing how functional and useful the presented authentication method is in VANETSs.

In the context of MANETS, the major focus of [19] was to identify and avoid black hole attacks on the
AODV and AOMDV routing protocols. By integrating the SHA-3 and Diffie-Hellman algorithms, they proposed
a way to detect black hole assaults and then compared the two protocols’ performance under these conditions
using metrics like Average End-to-End Delay, Normalized Routing Load, and Average Throughput.

Combined with an energy-efficient clustering approach with a Particle Swarm Optimization (PSO) algo-
rithm, [20] addressed the problems of cluster head selection and sink mobility in MANETs (PSO-ECSM). Our
solution outperformed the competition in terms of stability period, network durability, throughput, and energy
efficiency, according to the simulation findings [21] [22]. Table 1 shows the Existing Methodology Comparison.

Table 2.1 depicts the differences in existing research on VIoT security. It also presents the main achieve-
ments and drawbacks of each approach. The authors of the study [23] look into a blockchain-based IoT-enabled
batch authentication for VIoT which overlays the dynamic clusters with fog and cloud computing. This type
of approach, although, it facilitates large-scale data processing and security, is still resource-intensive and uses
fog and cloud infrastructures. In another study [24], the authors were about RSU-assisted authentication and
key agreement which is thought to be more effective. Nevertheless, these methods above encounter the prob-
lems of RSU dependency and scalability when the network expands. The authors of the study [25] investigate
blockchain security for the RFID-enabled VIoT with ECC-enabled RFID authentication, a solution to the se-
curity concern. However, the additional complexities of the ECC implementation and a higher computational
load represent the key challenges. The study [26] is a cryptographic VIoT-based mutual authentication method
by which the devices can communicate with each other even in low-power settings. However, this may affect the
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simplicity of security and certain types of attacks may be possible. The authors of [27] study the privacy of V2V
and V2I communication by using the V2V and V2I technologies. This method, then, is based on conditional
privacy and mutual authentication but it causes the overhead due to the management of subdomains together
with the reliance on CRLs. The [28] presents the authentication for VANET via a semi-trusted authority
that uses certificateless signatures and provides efficiency. But on the other side, the semi-trusted authority’s
lack of trust and scalability problems pose several difficulties. In another study [29], the authors considered
RSU-based secure authentication for VANETs and emphasized the high tamper-proof devices, operability and
communication speed. On the other hand, there are instances of single-point faults in tamper-proof devices
and the reliance on RSUs for non-tamper-proof devices. However, these studies give a good understanding of
different methods for highly improved VIoT security, but each method also has some specific obstacles like
specific technology reliance or complex scalability issues.

To pick appropriate active miners and transactions, a deep reinforcement learning (DRL) enabled method
is suggested in the study [31] to optimize the security and decrease the latency of blockchain. Next, in order to
ensure the freshness of messages, a two-sided matching-based approach is put forth to distribute the nonorthog-
onal multiple access subchannels and minimize the maximum uploading latency of all users. This system’s
efficiency is proven by extensive testing findings. Ultimately, system analysis shows that our system is capable
of safeguarding user privacy, ensuring data integrity and security, and fending off frequent assaults.

In a similar study [32], a Blockchain-enabled Deep Reinforcement Learning (DRL) spatial crowdsourc-
ing system (DB-SCS) was proposed. The authors designed a blockchain-based hierarchical task management
method and an improved multi-blockchain structure for DB-SCS. The method divides spatial tasks into different
categories based on task areas and privacy requirements. Different task categories are then further broken down
into sub-blockchains. By dynamically selecting the block size, block generation rule, and consensus method
based on the suggested DRL-based management approach, DB-SCS may improve the spatial crowdsourcing
performance while maintaining data privacy.

The study [33] provides an optimal solution via a fusion of many approaches integrating blockchain-based
technologies for a variety of security and reliability issues in UAV-enabled IoT applications. A variety of
metrics, including total system utility, accuracy, latency, and processing time, are measured and compared in
the findings. The outcomes of the suggested technique show the progress and provide fresh ideas for further
research.

The authors of [34] described a decentralized and effective communication structure that enables scal-
able and reliable information allocation and greater performance than previous solutions by merging DRL
and Blockchain across the Internet of Things. To increase performance by up to 87.5%, the DRL technique
determines which services to dump and whether to unload.

The research [35] uses the fuzzy adversarial Q-stochastic model (FAQS) to assess potentially hazardous
activities and the smart grid integrated cloud computing model to monitor and send data from electric cars.
Data is encrypted and decrypted depending on the types of users who have the appropriate access rights towards
authorized and unauthorized users in line with their duties as described by role-based access control regulations.
They experimentally investigate the security rate, root mean square error (RMSE), quality of service, scalability,
and energy efficiency of many cyber security data sets.

In order to safeguard private data in gradient detection, the publication [36] presents the IoV-BDSS, a
revolutionary data-sharing system that combines blockchain and hybrid privacy technologies. In this research,
the similarity between cars and gradients is filtered using Euclidean distance, and the filtered gradients are then
encrypted via secret sharing. Additionally, this article assesses the reliability and contribution of participating
nodes, adding to the security of high-quality models stored on the blockchain.

2.1. Research Gaps. There exist certain gaps that are restricting the growth and security of intelligent
transport systems. To begin with, most of the ongoing studies still use centralized architectures, the key
problem with them being the single points of failure and security vulnerabilities. Although the decentralization
of solutions via blockchain has been considered, there is still no general framework that integrates blockchain
with other more advanced technologies. However, many of the research studies have a narrow scope, which
focuses on individual security problems, such as blockchain-based authentication or MARL for decision-making,
but a comprehensive approach is required to address the multifaced challenges of VIoT systems. For instance,
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challenges such as making sure reliable data processing is in real-time, and at the same time making sure the
system is secure and scaled as well as efficient remain a big task. Moreover, the absence of common practices for
using smart contracts in VIoT and for securing data flows from one node to another hinders the development
of widespread blockchain-based solutions.

This study intends to enrich the literature by creating a unified structure that brings blockchain into the
picture, and then integrates multi-agent reinforcement learning, to improve cybersecurity in VIoT networks.
This research is innovative as it brings together the advantages of blockchain’s decentralized ledger with the
flexibility and adaptability of MARL and suggests new solutions to the problems that are still in existence in
the field of a secure, efficient and stable VIoT environment. The proposed system uses blockchain technology to
keep data anonymous, unalterable and safe by using the network’s immutability, transparency, and consensus
mechanisms. Furthermore, MARL agents can lead to the development of the best decision-making strategies
that will improve decision-making processes and guarantee the secrecy of communication within VIoT systems
as time passes by. In addition, this research will investigate the deployment of lightweight cryptography methods
together with game theory-based techniques to provide more security and resilience. This research accomplishes
this by offering a complete integrated end-to-end secure transmission, processing, and communication solution
that builds a stronger and more secure infrastructure.

3. Materials and Methods. The study adopts a whole system approach to leverage cybersecurity in the
VIoT ecosystem by combining blockchain technology with the MARL framework. Besides decentralized data
management, the blockchain also provides a method of verification of transactions, which encourages trust and
transparency in VIoT networks as well as security and immutability. Through the use of game theory and MARL
models collaborative interaction ecosystem strategy is being simplified thereby promoting appropriate decision-
making and efficient communication. Blockchain technology which is a part of the proposed VIoT architecture
is used to increase security, transparency and decentralization via protected communication protocols, smart
contracts and various nodes for data processing and control. Communication security and data integrity are
met by the lightweight crypto algorithms, but performance optimization aims at decreasing overhead expenses
and improving efficiency. Applying game theory along with blockchain technology and MARL, the study tries
to attain the highest utility and reward while building a highly-secure, resource-efficient, and resilient VIoT
network. This end-to-end concept of VIoT bridges these gaps in the field of VIoT and it is aimed to upgrade
the performance and security of the connected transportation systems. A detailed description of the proposed
system is presented in the subsequent sections.

3.1. Blockchain Basics for VIoT . The blockchain era is important for the protection of the VIoT as it
ensures the decentralization, integrity, and honesty of records exchanges. Blockchain tracks transactions over a
community of nodes and is primarily based on distributed ledger generation (DLT) [30]. All of the transactions
are included in blocks that are linked together in a sequence. Each block is guaranteed to be immutable through
the cryptographic hash feature, which generates a unique and irreversible identification from its contents.

Consensus mechanisms are the ways that blockchain networks use to ensure that all the nodes which are
distributed agree on the state of the ledger and the legitimacy of the transactions. The main tools include Proof-
of-Work (PoW) which verifies the transactions by solving complex puzzles which is, on the one hand, considered
a security mechanism, but on the other, is resource-intensive; Proof-of-Stake (PoS) which is based on the stake
in the cryptocurrency and which is more energy-efficient; and Delegated Proof-of-Stake ( PBFT, Practical
Byzantine Fault Tolerance, is a solution that meets the needs of permissioned blockchains by concentrating
on Byzantine faults tolerances. Other approaches like Proof of Authority (PoA), Proof of History (PoH), and
Proof of Space and Time (PoST), have their unique mechanism to reach consensus. The kind of mechanism
is determined by the blockchain goals, for instance, scalability, security, decentralization, and energy efficiency.
The consensus algorithm, described mathematically as Consensus, assesses transactions and obtains settlement
across the community.

Consensus(B;) = PoW (B;) (3.1)

By eliminating any potential central authority, the decentralized approach fortifies the 1oV ecosystem. Blockchain
technology guarantees the security of data transfers in 1oV and creates trust among participants by establish-
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ing an immutable and transparent record of transactions. With this background information, we can include
advanced security measures in the loV design.

3.2. Proposed Vehicular Internet of Things with Blockchain. To improve the safety, openness, and
reliability of vehicle networks, the suggested VIoT architecture incorporates blockchain technology. Vehicles in
this paradigm communicate with one another and with the networks that enable blockchain technology. There
is transparent and uniform documentation of all transactions, including the sharing of basic information and
requests for verification. This openness improves safety and aids in tracking and holding responsible parties
to account for vital parts of vehicle communication. To summarize, the suggested car internet system is made
more safe, transparent, and decentralized by using blockchain technology.

As shown in Figure 3.1, the suggested architecture incorporates critical components necessary for the
system’s operation and safety into a thorough network setup.

e Sensor Data: In a VIoT ecosystem, vehicles like buses, cabs, and cars are embedded with various sensors
that gather data from their surroundings, and internal systems, and surroundings, then transmit the
data. This data can be various such as location, speed, temperature, and other sensor readings. Such
vehicles apply encryption techniques as well as private and public keys for secure communication, which
is what makes sure that shared network data is protected from any unauthorized changes or access.
Through the ongoing process of sharing and collecting information, these smart cars play a crucial part
in creating instantaneous traffic monitoring, safety, and other data, which can be used to make the
transportation system more effective and safe.

e Smart Contracts: A smart contract is a self-executing code that can automatically ensure the agreement
between the parties within the network by itself. They are considered as the part of the VIoT system
due to the possibility to establish the connection between the road nodes and infrastructure without
the intermediaries. Smart contracts are the way that facilitates the data sharing of a secure form and
the execution of automatic transactions. They help increase the efficiency and reliability of the VIoT
network by creating a channel for trusted and transparent execution of electronic agreements.

e Vehicle Units: VUs are positioned along the roads to ensure that vehicles are connected wirelessly to
each other as well as to the infrastructure. They can perform the functions of a CH blockchain zone
and an area that hosts blockchain and smart contracts. VUs play a vital role in the VIoT network in
terms of collecting data and providing communication among different network nodes. They thus act
as communication channels for the network vehicles and support V2I and V2V communications as well
as other applications of VIoT.

e Nodes Responsible for Mining: These nodes take the role of the traffic supervisors inside the cars and
the road-side units (RSUs). They process data including sensor readings and traffic information to
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Fig. 3.2: Working on Vehicle Communication with secured Access

provide many services including weather alerts and traffic congestion. This can also happen to the
nodes when they are out of storage space as they continue to collect and process data, therefore, they
have to connect to the decentralized servers to get access to the appropriate information. These nodes
own the responsibility of managing the data mining and storing processes and thereby, upkeep the
efficiency and integrity of the VIoT network.

e Nodes Acting as Controllers: This way, controller nodes are spread out across the VIoT network to
manage the different services such as transportation, traffic management or charging stations. They
use the cloud and the main blockchain to store raw data and by consensus-building establish a unified
set of rules for creating new blocks. The nodes serve as intermediaries, and they help miners and CHs
apply their location data to achieve their objective of functioning and operating effectively within the
network.

e Configuring Decentralized Servers: Decentralized servers are built with special interfaces to the network
of blockchain and other services like controllers and miners. They are the backbone of the Genesis
block, which is the foundational block being used by all the nodes in the network. These nodes are
the network backbone that allows for high-performance networking and storage. They, in addition,
provide the network with the capacity to be resilient and scalable by supplying various applications
and services within the ecosystem.

In the proposed layout, there are two stories. In the current network, the first tier is responsible for authorizing
and authenticating vehicle registrations. The second layer operates on a decentralized basis when the vehicle
registration is successful. Because it provides secure and energy-efficient solutions, edge computing is vital for
cryptography. Devices can generate long-lasting session keys with little resources. To address the difficulties of
mobility and bandwidth limitations, a lightweight cryptographic method based on symmetric keys is suggested
for secure communications.

Registered vehicles and servers are the entities that send and receive communication requests, as seen in
Figure 3.2. The distribution key and the session key are their respective public and private keys. Session keys
can only be obtained by approved companies that can verify key ownership. This ensures a robust and secure
communication environment inside the VIoT network.

During registration, a vehicle talks to a CH to acquire its session key. Before updating the distribution
key of newly generated entities, the CH must make sure that the public keys of those vehicles are not changed.
This will prevent any chance of unlawful access. The secret, permanently locked key should only be accessible
to the CH and the new automobile.

After a person successfully registers, the CH stores their information in its local storage. Several methods
meet the data security requirements for entity registration, allowing authorized vehicles to swiftly connect new
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devices to the CH and vice versa.

Before any subsequent transactions may take place, the CH will distribute the session keys. A vehicle can
prove its identification and get authorization to operate without continually connecting to the CH thanks to its
mobility. One distribution key that works well with TCP/IP is used for session key distribution. The CH will
send a "HELLO” packet containing the necessary data, such as the vehicle’s ID and a nonce it has generated
when it establishes a connection with a car. In requesting the session key, the receiver then communicates the
intended communication objective and the specific keys required for the transaction.

Algorithm 2 Vehicle Authorization and Registration (VehReg)

. Function VEHREG

. // Get a list of nodes (communication channels) from the Certification Authority (CH)
// Get vehicle ID, session key request ID, challenge nonce from CH, and distributor key
if the distributor key is valid (== 1) then

// Get nonce, session key from CH

. else

// Get nonce, session key from registered vehicle

. // Get public keys of CH and vehicle

. // Set session key and registration flag for this vehicle in CH

. // Search for communication request ID, session key ID, and challenge nonce

. // Get nonce, session keys from registered vehicle

. if the communication request ID is valid (== 1) then

. // Set communication flag to true

. else

. // Set communication flag to false

. // Return communication flag

. end function

I R N

e e el e =)
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Algorithm 2 describes the procedure of giving the right to and registering a vehicle to the system (VehReg).
The algorithm begins by declaring a function: VehReg(). The car gets such a list of channels from the central
authority to be called CH in the beginning. These channels are channels for safe communication within the
system. Next, the vehicle obtains critical information from the CH: besides, the respective ID of the applicant,
a secret key number (nonce) which is unique, and a key may be distributed by the CH. The algorithm then
checks (should the distributor key exist) its validity. If valid, it directly gets the session key and a nonce number
(random) from CH. If the car’s distributor key is not valid, the vehicle acquires the session key and nonce from
a previously saved car, which indicates a backup or a relay mechanism. Whether the key retrieval method is
through OBU (On-board Unit) or TCU (Telematics Control Unit), the public keys for both the CH and the
vehicle are acquired. The CH in the meanwhile will set a session key and a registration flag inside its system
for that vehicle. Finally, the algorithm seems to be using a communication request ID, a session key ID and
the challenge nonce it obtained during its first contact. It retrieves the session key from a registered vehicle
saved in a database (probably the one used after step 5). Based on the validity of the communication request
1D, the algorithm sets a communication flag: set to be true if the request is valid, and false otherwise. After
the algorithm is done, it returns the value of this communication flag as a result. This algorithm is essentially
designed in a way that allows a vehicle to be registered with the system, set up secure communication channels
and even verify the authenticity of communication requests.

To protect against replay attacks, the session key request includes the nonce and the name of the vehicle. As
a further step, the CH will send a response to the receiver that contains the session key, nonce, and distribution
key. Then, the car adds the recipient’s public key to the encryption request and uses its private key to sign the
nonce and distribution key, ensuring their authenticity.

At every stage, the CH uses the public key of the receiver to confirm the signature. Once the CH has
verified the signature and nonce, they will validate the request. As a result, the public key of the receiver and
the distribution key will be sent. To ensure that only allowed users may connect to the protected session, the
registered vehicle communicates with the server. To avoid the recurrence of assaults, each party employs a
unique nonce. After the registered vehicle verifies its identity and establishes a connection with the server using
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Fig. 3.3: Flowchart of vehicle authorization and registration within a system

the Session Key ID, the two parties establish communication.

Figure 3.3 shows a flow chart of the vehicle authorization and registration within a system. The process
begins with the registered vehicle sending its MAC address, which is unique to the vehicle. Subsequently, the
system looks for the session key based on the SessionKey ID required for the session key exchange to secure the
connection. To maintain the confidentiality and authenticity of the interaction, a nonce — a random number
generated for a single use — is transmitted from the vehicle to the server and back, and the server verifies the
nonce. After this, the vehicle and the server continue sending encrypted messages to each other, probably,
containing necessary information, which is required for the authorization and registration of the vehicle. These
messages include the session key and a symmetric sequence number, and the session key helps in the secure
communication while the sequence number is used to ensure that the messages are received in the correct order.
The detailed process of the safe authentication and registration of the car, with an emphasis on the important
elements like session keys and nonces that guarantee the security of the communication within the system.

The registered vehicle’s P2P network confirms session key ownership by sending the Communication Flag
and the server’s nonce. Subsequently, the server will provide this freshly registered vehicle with a genesis block,
enabling it to engage in autonomous, decentralized, peer-to-peer interactions with other registered vehicles.

After the connection is established, the registered car and the server may send encrypted messages. The
distinct symmetric session key and sequence number assigned to each message ensure secure and well-organized
communication.

Algorithm 3 helps to identify the next node in a given sequence in a specific arrangement, probably a directed
graph. The function to handle the particular case is named "FindSuccessor” which accepts an identifier (ID)
as an argument. This ID could, therefore, be a certain node in the system. The role is to generate and return
a value called "successor”, which will hold the ID of the current node. The algorithm does that by checking if
the input ID conforms to the provided pattern. This is a scheme which has several nodes (vy,va, ..., v, ) coupled
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Algorithm 3 Check Successor (FindSuccessor)

. function FINDsuccessor(ID)

. output: successor

if ID € (w1, successor) then

. return successor

. else if ID € (w2, successor) then
. return successor

0N oUW

. else if ID € (v, successor) then
. return successor

. else

. return nil

. end if

. end function

— === O
W N = O

with a successor node. It can be said that the iterations take a list and compare it with the input (ID) that
is composed of the given nodes (vy,vs,...,v,). If the sign is yes, it shows that the input node is in the list.
With a positive match, the search algorithm can stop there and save valuable resources. It only outputs the
“successor” value of the list item (v) chosen by the user. This “succeeding” value represents the next node in
line after the input node, which is ID. Nevertheless, if the given ID isn’t among the nodes (v1, ve, ..., v,) in the
list of them, the algorithm goes to the "else” statement. Here, the program determines that the value of ID has
no successor in the specified range. It finally comes to a stop and returns a special value denoted as "nil” (or
null), which marks the absence of any coming node in the list. Herewith, the algorithm provides a mechanism
that functionally searches for the next node (successor) utilizing the previous node (ID) in the system. It will
give the successor ID if it is found, or otherwise indicates that there is no match if there is no successor.

For the proposed strategy to work, cutting overall operating costs is essential. Let us pretend for a moment
that "r” is a fleet of cars, all of which are carrying out various applications that rely on blockchain protocols.

E,v)(t) =Y v=1"(Egcc(t) + Er(t) + Ep(t)), (3.2)
where
Er(t) = h(d_m=1"(E, - R)) (33)
and
Ep(t) = h(Ec - N,) (3.4)

To keep things simple in the study, we will assume that stabilisation follows a Poisson process. Three distinct
Poisson processes have coexisted throughout history. The given vehicle’s departure rate is represented as (R):

R?>=R)V (3.5)

The stability of a name table entry (S), an important factor in game theory and reinforcement learning,
determines the vehicle departure rate in the system. In our case, there are a total of three klog(N) vehicles that
each stabilization cycle targets, either an item in the name table or one in its successor list. Usually, there are
O name table entries in every stabilization operation, which stand for the average search path length. Equation
(3.6) describes the effect of stabilization on the name table, where S is the rate at which vehicles leave during
stabilization and O is the mean length of the lookup route. Each vehicle begins stabilization around 30 times
per second, as shown by Equation (3.6), hence this connection is crucial.

L
S = lover30 - m (36)
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Despite there being N log N items in the name table overall, each search typically usesL entries. According to
the Poisson distribution, Equation (3.7) represents the utilisation rate of a name table entry, N;..

L

N, = ——— .
" Nlog N (3.7)

Three successive Poisson processes—looking up, departing, and stabilizing—make up the whole. The likelihood
of a vehicle seeing an occurrence, such as a departure, as a chance series of occurrences with a certain probability
D is shown in Equation (3.8).

R2

D= N ISTE (3.8)

Equation (3.8) may be used to assess the resultant expression in Equation (3.9) by replacing the expressions
from Equations (3.4-3.7):

D T ( L L L . R) R (3.9)
=N N T L LlogN |, R :
N \ NlogN 90logN N ooy + loggN + &

Any occurrence that happens just before a loop is seen as remarkable from a probability standpoint. With this
foresight, the chance of a lookup hitting a timeout is introduced. Equation (3.10) gives the anticipated amount
of lookup timeouts. (T},).

T,=L-D=-="— (3.10)
Lookup Rate (R;):

R

= 3.11
! AverageLookupTime ( )

From lookups inside the system succeed is represented by the lookup rate. Stability Time on Average (Tstapitize):

1
Tstabilize =4 (312)

S
The average stabilization time is the reciprocal of the rate at which cars depart during stabilization. Average
Departure Interval (D;pierval):

1
Dinterval - B (313)

The average departure interval is the reciprocal of the probability of an event representing a departure. Vehicle
Arrival Rate (R,):

1
Ra Dintarval (314)
The arrival rate of cars is a measure of how often they enter the system.

Taken together, Figure 3.4 Transaction approval and verification are handled differently on the branching
blockchain compared to Bitcoin. It records the transaction and transmits only the chunks to the network
instead of sending the complete block to the destination, making the transactions lighter. The endpoint will
contact a peer-to-peer network to request approval just before a transaction is about to finish. Only when
the network offers its permission is a transaction deemed verified. The branching blockchain will indicate the
transaction as verified once it is greenlit.

The structure of blockchain in the Bitcoin network employs linear forms and Proof of Work (PoW) for
transaction approval and verification. The miners race each other to resolve mathematical problems to validate
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Fig. 3.4: Blockchain-Based VIoT

transactions and extend the chain; the longest chain is considered the true one. Instead of a PoW, the branching
blockchain employs different consensus algorithms, such as the Proof of Stake (PoS) that is aimed at efficiency
and scalability. The other variant of blockchain is the kind, which permits the existence of side chains, smart
contracts, and customization, through which the blockchain network can achieve decentralization and flexibility
in the approval and verification processes. Linear and standardized blockchains like Bitcoin may be somewhat
limited in scalability and flexibility, whereas branching chains can provide greater scalability and tailor-made
applications.

The VIoT Smart Contract is shown in Figure 3.5. In game theory, a strategic form game may be used
to describe the interaction between actors. The collection of strategies for agent is denoted by s;, while the
utility function for agent i, given their selected strategy y, is denoted by U;(s). An example of a common utility
equation may be:

Uz(S) = f(Si,S_i) (315)

where s; is the strategy chosen by agent i and s — i) is the vector of strategies chosen by all other agents.
Each agent in Reinforcement Learning learns a strategy ; that maximises some concept of cumulative reward
by mapping observations to actions.

This is one way to describe the Q-function, which stands for the anticipated cumulative payoff for action
a in state y and policy 7;:

Qi(s,a) = E;) thRi(st,at)so =s,a0=a (3.16)
t=0

where R; (s, at) is the immediate reward, 7 is the discount factor, and the expectation is taken over trajectories
generated by the policy.

In a blockchain setting, participants might be rewarded with tokens for successful mining or validating
transactions. Let R; represent the reward for agent 7. The total reward for agent 7 in a given time step can be
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represented as:
R; = MiningReward + Transaction Rewards (3.17)

in where Mining Reward is the payoff for creating a new block via mining, and Transaction Rewards is the
total payoff for verifying transactions. The overarching goal for every agent might be to maximize utility via
interactions based on game theory and cumulative rewards through reinforcement learning.

Objective; = U;(s) + Qi(s,a) + R; (3.18)

Over time, agents strive to maximize this composite goal function by optimizing their tactics, policies, and
actions. As V completes more approval duties, they will be able to get more. As a result, miners can verify
transactions and create new blocks.

Every vehicle in the network has a reliability factor that guarantees the data they gather is secure. The
design of Bitcoin’s decentralized network is based on one blockchain technology. Nevertheless, distinct branches
have been created for every node in the branched blockchain. Every vehicle in the network has a reliability
factor that guarantees the data they gather is secure. The decentralized network architecture of Bitcoin is
based on one blockchain technology. On the other hand, every node in the branched blockchain now has its
distinct branch. Connecting the active blocks of all branches to a central blockchain is the goal of the suggested
system, which also seeks to monitor the inactive blocks.

3.3. Game Theory with Multi-Agent Reinforcement Learning Framework. The use of the Game
Theory with MARL as a tool for modelling and improving the decision-making capabilities of the VIoT envi-
ronment becomes a powerful weapon. This joint game theory and MARL framework is aimed at maximizing
the efficiency of the interactions between entities, in particular vehicles, infrastructure and other network com-
ponents, in a dynamically changing environment. Through the learning and adapting capabilities of the cyber
framework, entities will be able to make strategic decisions. This in turn will help to improve cybersecurity and
communication efficiency. Game theory is deployed to model the playing field, where actors which are vehicles,
roadside units, and controllers, with their own goals and preferences act strategically. The utility function is
about how the level of fulfilment or benefit is obtained by an entity as a result of a certain state or action, with
entities trying to take the best utility whenever possible. The Nash Equilibrium concept is the determinant
of entities’ strategies which brings them to the best choices for the entities where no entity can improve its
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outcomes unilaterally. Strategic decision-making is the heart of any entity’s choice-making mechanism, where
the entity chooses to act in a manner that is beneficial to itself, considering other entities’ choices.

Through MARL, the entities on the VIoT network can develop and alter their behavioural patterns from
various trial and error processes. Agents change their strategies according to the knowledge they have gained
from the agents and environment through their interactions. Q-values signify the cumulative reward that
an agent anticipates through its action in a particular state, and this information serves as the basis for
the Q-learning update formula which helps the agents to revise these values based on new information and
reinforcement. Policy optimization allows agents to pick actions that maximize the aggregated rewards over
time, which is realized by only taking actions that give the highest rewards. The state space shown is an
agent’s status in the VIoT network at the moment, while the action space includes all the actions an agent can
take. The incorporation of game theory and MARL (multi-agent reinforcement learning) facilitates entities to
respond strategically and based on experiences learned, which maximizes the degree of cooperation and desired
behaviours within the VIoT network. Agents try to reach the equilibrium point by reorganizing the strategies
to get the most out of rewards, which is based on the Nash Equilibrium and the learning process of MARL,
considering the actions and strategies of others. The combination of both public and private sectors allows
secure and smooth communications over the network, as the organizations develop ways of incorporating and
communicating effectively, thus reducing cyber threats and improving network performance.

The VIoT security paradigm, which stands for each player’s options, profits a strategic factor from the
software capabilities (U;) located in a sport idea. The software function of agent ¢ is represented through
U;(S, A), which relies upon its kingdom S and motion A. This equation affords a concise precis of the agent’s
good judgment for deciding on VIoT community safety features. At the same time, sellers are given the ability
to research and adjust their strategy via the MARL framework. Parts of this structure encompass the nation
S, the movement M, the policy 7, and the praise feature M. The expected cumulative reward for agent i doing
movement E in state S is denoted by using the Q-fee, which is often utilized in MARL and is represented as,

Qi(S7 A) = (1 - a)Qz(Sv A) +ta- [R(S7 A) +- maXQi(S/>A/)] (319)

Its primary role is to guide entities toward behaviours that facilitate secure communication. The idea of
the Nash Equilibrium is used by entities to strategically choose communication acts. One way to represent the
probability distribution of entity i selecting action M is as follows:

B Ui(S,A)

]D’L(A) = 4214, e,B‘Ui(SvA/)

(3.20)
where:

e [ is the rationality parameter that influences the level of strategic thinking.

e U;(S, A) is the utility function capturing the preferences of entity i in state S taking action A.

As time goes on, entities in the MARL framework learn and modify the ways they communicate with one
another. As entities adapt, their Q-values change in response to new information and positive reinforcement.
This dynamic is reflected in the Q-learning update equation. FEntities use f €| d communication tactics to
maximize the predicted cumulative benefit.

Algorithm 4 presents the MARL with the Game Theory in Vehicles algorithm that is being proposed. The
system will initialize a setting of the blockchain network and the Q-value (an estimate of future benefit from the
actions), as well as the reward obtained by the vehicle. Individual Learning: The algorithm then enters a cycle
where it concentrates on one vehicle and then switches to the other vehicles. Each car determines its present
state and, based on the history of past choices (Q-values), decides an action applying an exploration strategy.
This approach allows both proven good practice and uncharted actions with a chance to work too. Learning
by Doing: The agent acts first, then observes the resulting situation and receives a reward proportionally to
its success. The vehicle’s Q-values are trained using a reinforcement learning technique, and the changes in the
Q-values (previous situation, chosen action, new situation, and reward) reflect the gained experience. Sharing
Knowledge: In this regard, the blockchain is the most relevant technology. Instead of the Q-value being a static
element, the Q-value now becomes a transaction, carrying the knowledge of the vehicle as it progresses through
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Algorithm 4 Game Theory with MARL Blockchain in Vehicles

. Function GAME THEORY (MARL_ BLOCKCHAIN)

. Initialize blockchain parameters, Q-values, rewards, etc.

while Training is not converged do

for each vehicle v in the network do

. Observe state s, of v

. Choose action a, based on Q-values and exploration strategy
Execute action a,, and observe new state s, and reward r,

. Update Q-values using the reinforcement learning algorithm

. Broadcast transaction with updated Q-values to the blockchain
. end for

. for each new transaction in the blockchain do

. Extract Q-values and update the global Q-table

. end for

. Determine the optimal joint policy based on the learned Q-tables
. return Optimal joint policy for vehicle interactions

. end function
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its learning. This gives the vehicles the capability to do the same thing. Collective Wisdom: Then, it will
be the turn of the algorithm to complete the blocks so that it can record new transactions on the blockchain.
In these transactions, the system used is the one where each vehicle has the updated Q-value. These are the
collective knowledge that will then be used to build a global Q-table which can be treated as a storage for the
learnings of all vehicles. The Grand Plan: The algorithm, with the help of Q-table, calculates the joint policy,
which is a collaborative strategy for all vehicles in the network. This strategy provides the basis for the future
choice of a vehicle not only in one but also in all system interactions.

4. Experimental Results. This section provides an in-depth analysis of the proposed model. The setup
of this comprehensive experimental environment is meant to comprehensively assess the performance, efficiency,
and scalability of the VIoT architecture in various operational scenarios.

4.1. Experimental Setup. The prototype VIoT architecture would be modelled on a desktop PC with
an Intel Core i5-3210M processor running at 2.5GHz and having 4 GB of DDR3 RAM on it. This arrangement
permits the simulation of the VIoT network and the installed blockchain and MARL frameworks, respectively,
which is a good performance-memory trade-off. Initial experiment stages involve authorization and registration
of the new vehicles that include tests of the new registration process, issuing keys and identity verification.
Registered vehicles share session keys with cluster leaders (CHs) to create a confidential area in which the
privacy and security of sensors in the VIoT network will be guaranteed. In the second stage, the VIoT network
is connected on the side chain of a Blockchain network that works as a decentralized data management and
transaction verification platform. Chord protocol assists in the communication process among the blockchain
networks by using DHT (Distributed Hash Table) which allows for operations such as data lookup and routing
to be efficient. The registration process will be the next stage where customers will be able to choose from
sample programs written in various programming languages and platforms, such as Java. These programs act
as a means by which users can play with the network of VIoT, verify and authenticate their devices and secure
communication channels. The proposed work’s simulation parameters are shown in Table 4.1.

In the second stage, you’ll find the Python-built client and peer as well. Each node in the distributed
network knows its position inside the Chord ring design thanks to the peer programme. The next step is for a
node to determine its successor and ring position via an interaction with an existing node.

At the nth node in the network, the entry for node x will have a successor ((x + 2n-1) mod c). To find the
key, each node uses its database of names to choose which predecessor or successor to send the query to. Chord
faces several obstacles, such as nodes that join the system simultaneously, nodes that fail, and nodes that want
to depart. To provide accurate lookups and maintain consistency in the successor pointers of nodes, a simple
stabilisation approach is used. By checking and fixing name table entries with these successor pointers, we can
make sure that lookups are correct and speedy.
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Table 4.1: Simulation Parameter

Parameter Description

Hardware Desktop: 2.5GHz Intel Core i5-3210M, 4 GB DDR3 RAM.

Environment Desktop computer.

Stages 1. New car registration and verification. 2 . Chord-based blockchain network connection.
Languages Java (Phase 1 registration), Node.js (Server/Client), Python (Phase 2 - Peer/Client).

Network Distributed self-aware nodes in Chord ring architecture.

Node Knowledge | Each node was aware of its position in the Chord ring.

Joining Process Nodes use IP addresses and ports to generate identifiers, join by determining successors in ring.

Table 4.2: Blockchain Parameters

Blockchain Details | Description

Block Header Size About 80 bytes per block [30].

SHA-256 Time Less than 0.01 milliseconds for every 1”7 ” KB of data [30].

Yearly Storage Cost 4.2 gigabytes for one blockchain ( 80 bytes/block * 6.24*365).

Authentication Data | Approximately 105” ” KB is considered, with a 15% reduction for public key availability.

In Table ]4.2, Three main parameters regarding the blockchain technology used in the study are discussed.
The block size header is approximately 80 bytes per block, which is the level of information that is expected to
be in the block header of each block. This condensed header holds a set of data consisting of the previous block
hash, timestamp, and transaction data to make the space for storing and retrieving them smaller. The time
required to perform the SHA256 hash, the primary ingredient for making and verifying the block, is less than
a millisecond per kilobyte of data. This hashing mechanism performs the job of validating the transactions
and creating the blocks within the shortest possible duration. One blockchain storage cost is estimated to be
approximately 4.2 gigabytes annually. This value is computed by considering the 80-byte block size and the
average number of 6 blocks in a minute multiplied by 24 hours. Therefore, this figure is applicable for the
whole year, which is 365 days. Such storage demand is not prohibitive in contemporary data storage systems.
On a matter of authentication data, almost 105 kilobytes are included which are reduced by 15when public key
data are available. This optimization minimizes data duplication and ensures better storage efficiency while
remaining highly secure with authentication and data integrity management within the blockchain. Altogether,
these metrics play a role in a blockchain system for the VIoT network that is quick, smooth, and secure.

4.2. Comparative Analysis. This study contrasts the proposed framework model with two other models:
(1) centralized approach (B1) versus (2) blockchain-based solution (B2). The analysis concentrates on the most
important differences, and as a special consideration, it focuses on the framework which is an integration of
game theory and multi-agent reinforcement learning. Data transfer of 1 KB was evaluated using a different
number of RSUs in various scenarios. The performance was recorded for 10, 25, 50 and 75 RSUs to understand
how the models behave under different conditions. A series of simulations was carried out over a 10 km x
10 km area where the number of RSUs was changed to guarantee coverage and, at the same time, to avoid
network gaps. RSUs are usually present in substantial numbers which implies that the bandwidth is made
available not only for cars but also for users. Energy consumption in the proposed architecture was observed to
be far lower than in the blockchain-based prototype (B2) where encryption and DHT (distributed hash table)
overhead were present. Due to this reason, a larger number of packets are required to complete a round trip
which in turn affects the system performance. However, the model of the proposed framework that overcame
the difficulties performed better than both the blockchain and the centralized models. During the testing, the
radio was assumed to always stay on. The proposed model of the radio would have a higher-than-expected
relative listening overhead if temporarily a radio was turned off to save energy. It is worth noting that the
findings of the experiment show that the proposed framework provides a more believable and robust solution
for the VIoT environment.
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Table 4.3: Comparative Analysis of Computation Cost (in bits) Among Existing Lightweight and Authentication
Solutions and Proposed Framework

Criteria Baseline (Multi- | Blockchain (Proof- | Proposed Frame-
agent Reinforce- | of-Work (PoW)) work
ment Learning)

Computation Cost (in bits) 256 128 192

Lightweight Blockchain Yes No Yes

Multi-Agent Reinforcement Learning | No Yes Yes

Secure Authorization Process Yes Yes Yes

Load Balancing No Yes Yes

Scalability Yes Yes Yes

Availability Yes No Yes

Decentralization Yes Yes Yes

Integration with loT Devices Yes No Yes

Table 4.3 shows the three frameworks using the criteria of computation cost, lightweight blockchain im-
plementation, MARL, secure authorization processes, load balancing, scalability, availability, decentralization,
and VIoT device integration. The baseline frame, which MARL based, is the highest in computing cost with
256 bits, whilst the blockchain model using proof-of-work (PoW) is the lowest at 128 bits. Consequently, the
outlined system provides a balance of 192 bits which is meant to achieve both an optimum computational
efficiency and security. Both the two frameworks are based on lightweight blockchain and the PoW model
blockchain system does not. MARL does not exist in the PoW blockchain model, though, the other two options
integrate it in their frameworks. All three frameworks can guarantee authorization, but the service of load
distribution is available only in the blockchain and the proposed frameworks. Scalability is a shared aspect of
all three schemes, and the other aspect is also decentralization. Consequently, the PoW model of blockchain
offers no availability, that is the case for the baseline as well as the suggested model. The proposed and baseline
frameworks couple IoT devices, but the PoW model using the blockchain does not. Conclusively, the suggested
model is a good option as it combines features like lightweight architecture, MARL, secure authorization, load
balancing, scalability, availability, decentralization, and integration with IoT devices making it a promising
option for VIoT applications.

Because it influences the entire cost of the model, the computation cost should be kept as low as feasible
in any model having an authentication step. Before making any cost estimates, it is necessary to know how
much time is required to complete each phase of the comparison models.

Figure 4.1 describes the relationship between the amount of energy used and the number of vehicle units
(VU) in the network. With the increase in the number of VUs, energy consumptions also tend to grow, which
is a characteristic of a greater number of network activities and communication requirements. The figure shows
that the suggested model does a good job of managing the consumption of energy as the network scales, and
it manages to maintain efficient operation even though the number of VUs increases. Such efficiency is the key
problem for the VIoT network’s durability and sustainability, especially in massive implementations.

Figure 4.2 demonstrates a probabilistic model reflecting the packet delivery success rate against the number
of VUs in the network. With the increment of VUs, network congestion would be more likely to happen and
therefore it can affect the success of packet delivery. Nevertheless, the proposed model boasts great potential
to sustain a high probability of successful packet delivery as the network goes beyond the spatial limits. The
same resilience in packet delivery is the most important metric, showing the robustness and the ability to stay
on top of the increasing demands of a growing VIoT network. This reliable performance of communication is
a basic requirement to ensure the integrity and effectiveness of the network.

The proposed protocol’s foundation is the 0.0021 ms XOR operation and hash computation speed of the
double SHA-256 algorithm. Accordingly, the maximum processing speed for the framework was found to be
1.8 MHash/s on a PC with a 2.5 GHz Intel Core i5-3210M CPU and 4 GB of DDR3 RAM. The result of
multiplying 1.8 MHz by 1024 bits/CLK is another way to represent it: 1843.2 GBPS. The encryption and
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decryption techniques that we have selected use 256 bits of data. In contrast, our timestamps, session keys,
symmetric distribution keys, vehicle IDs, and cluster head IDs all use 64 bits of data. The findings were all
calculated using the same set of data, which includes 1000 automobiles and 75 RSUs. Comparing our framework
to the other models, we discovered that ours had reduced communication costs.

The Join/Leave rate of the proposed system is shown in Figure 4.3. We use SHA-256 as our basis for the
assumption that presence and absence proofs are space and time-dependent with an O(logN) factor. Vehicle
identification does not use a lot of space or time even in VIoTs of size 106.

Figures 4.4 through 4.7 are a complete assessment of the diversity of performance factors in a VIoT (Vehic-
ular Internet of Things) network. Figure 4.4 looks up failure analysis which analyses the network performance
in providing exact and timely data or resources within the smart environment. A lesser rate of lookup failures
is a sure sign of better network reliability and efficiency. Figure 4.5 shows the overhead comparison of the
VIoT network, emphasizing the extra resources and management demanded to run the system. This presents
the types of data being processed, the communication, and storage methods. Removing redundancy is the
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most important development factor for increasing the efficiency and scalability of the network. Figure 4.6 goes
over storage overhead, which shows how much area is needed to retain data within the VIoT network. The
ability to store data for devices involved in VIoT is essential as these devices produce large amounts of data
while simultaneously maintaining the availability and integrity of data. Figure 4.7 analyzes communication
costs, which are comprised of expenditures involved in transmitting data within the VIoT network. Lower
communication costs can help to achieve this goal of more effective and inexpensive network operations.
Figures 4.8, 4.9, and 4.10 show the average latency in the different methods of community communication,
which include the existing systems (B1, B2, and centralised) and the proposed approach. Average latency is one
of the most widely used performance measures in network communication protocols, and it stands for the time
taken for data to travel through the network until it reaches its destination. Significantly low latency values
mean data transfer is faster and there is less delay in message delivery which is good for communication network
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efficiency and speed. The bar graph is eye-opening and reveals that the existing methods have typical latency
values ranging from 35 to 60 milliseconds, which signifies that these methods take some time to transmit data.
The range is a sign of, among other things, how well some methods match or not the others. Whereas the old
approach has a latency of about 60 to 120 milliseconds, the new one has a latency of 15 to 30 milliseconds
which is 4 times lower than the old one.

Figures 4.8 and 4.9 also focus on the rate of packet loss as well as the ratio of packet delivery that gives
the view of the reliability of data transmission in the network. Figure 4.11 covers the throughput comparison,
which illustrates the data transfer rate handling that the different approaches perform. The compared method’s
low latency and stable performance establish it as an excellent alternative for improving the performance and
speed of network communication protocols in VIoT applications.

5. Discussion. The experimental result will be impressive as it will showcase the efficiency and advan-
tages of the new VIoT technology architecture compared to the centralized and blockchain-based solutions.
The Figure 6 to Figure 4.10 presents simulation results of the VIoT network from different perspectives includ-
ing power consumption, lookup failure rate, overhead, storage, communication cost, packet loss ratio, packet
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delivery ratio, and average latency and also comparison on throughput. The test outcome demonstrates that
the proposed framework out-performs centralized and blockchain-based models in terms of energy consumption,
latency, packet delivery and throughput. As it can deal with lookup failures, overhead, and storage properly,
Cuckoo Filter is an applicable choice to use for deploying VIoT at scale. On the other hand, the method relies
on game theory and multi-agent reinforcement learning and this algorithm coupled with its usage of lightweight
blockchain and secure authorization procedures, leads to the optimal mix of computational efficiency, security,
and scalability. These results imply that the network architecture of VIoT is one of the stable and efficient
networks to be implemented in the smart vehicles field; this so to speak, is what should preferably be used in
future deployment of such networks. It comes as a full-fledged workflow guiding to reach VIoT systems of the
highest performance and scalability with the security and robustness ensured.

5.1. Participants’ Rewards and Reliability Factor. In this section, we describe the user reward
system in the VIoT ecosystem, and we introduce the reliability factor as a vehicle indicator.

The participants of the VIoT network: on the other hand vehicle owners, nodes, and miners are rewarded for
their devotion by providing services. This is very important for the maintenance of the integrity of the network.
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Such incentives can either be issued in the form of tokens or some other crypto-coin which can be exchanged
or held in value among their holders. Take, for example, the case of provided car owners who are requesting
the community with records, they will be paid tokens in consideration of both the quality and quantity of the
data supplied. On the other hand, nodes that account for transaction verifications and block-making can be
rewarded based on their operation time and performance. This system is the key to the active engagement of
the participants and the high level of security and orderliness of the network is ensured.

The reliability factor, which is one of the key metrics used to measure the credibility and performance of
connected vehicles, is the most critical indication of VIoT. This factor aims to manage all the variables because
these can include errors in the sensor data, whether protocols are followed and the frequency of data sharing.
The most significant advantage of the reliability factor for a company is that vehicles that can be trusted will be
valued higher, and probably end up with extra awards or an edge, such as swift trading deals or minimal fees.
Indicators like uptime, data accuracy, and consistency in communications can be used in calculating reliability
factors that will reward vehicles according to their contributions towards the safety and stability of the network.
Reward systems and trustworthiness factors are the two major components that, as being integrated, will create
a complex network in which the participants are motivated to provide quality data and services while ensuring
high standards of reliability and trustworthiness.

5.2. Practical Implications. The real-world implications of this study underscore the importance of
VIoT network development and deployment. The proposed framework provides the optimal trade-off between
computational efficiency, security, and scalability, making it a plausible option in real-life VIoT apps. The energy
efficiency and ability of VIoT networks to manage network growth with no performance deterioration are the
factors that guarantee their sustainability and longevity, which are the needs for large-scale deployments. The
model has a low latency rate and a high packet delivery rate which is used for fast and reliable communication
which is crucial in real-time applications like self-driving car and smart traffic control systems. In addition
to that, the combination of lightweight blockchain technology and multi-agent reinforcement learning, data
security and privacy are also strengthened, as well as the decentralized data management. Integration of the
two provides secure and efficient data exchange and verification of transactions which is the underlying need to
develop a stronger and well-structured VIoT infrastructure. The study’s result can steer policy makers, urban
planners as well as industry stakeholders in the adoption and implementation of VIoT networks that offer
superior performance, reliability and scalability in smart transportation and infrastructure, which consequently
contributes to the advancement of smart cities.

5.3. Limitations. The research is limited in some ways that may affect the ability to generalize and apply
its findings in actual VIoT networks. Another limitation is the fact that the environment used is simulated,
which can’t fully reproduce the intricacy, inconstancy and never-ending possibilities of real VIoT networks. This
might therefore imply that the findings of the research may not fully reflect what actually will be witnessed
in real life when this proposed framework is implemented. The last limitation is the hardware used in the
experiment which is the desktop PC with processor and RAM assigned. The peculiarity of different hardware
facilities could affect the performance of the proposed model and cause differences in the outcomes. Also, the
study largely relies on a single hardware setup, hence restricting the outcome to that very environment only.

6. Conclusion. The proposed security in VIoT offers the passengers convenient travel to the urban cities,
resulting in lower usage of their vehicles. The exact vehicle demand in a location is predicted in this research
work to avoid unnecessary traffic by scheduling public transportation to the demanded location. Finally, the
traffic is optimized by minimizing excessive vehicle usage, which is lower when it is compared with the current
transportation system. Thus, it results in lower fuel consumption. By combining centralized authority with
dispersed activity, the two-tier system achieves a good balance between efficiency and security. The use of
symmetric keys and lightweight encryption speeds up the vehicle registration and authentication process, which
helps get around the resource constraints of VIoT devices. With the session key distribution mechanism, vehicles,
RSUs, and decentralized servers may safely interact and approve each other. In terms of computation and
transmission costs, the proposed model surpasses the state-of-the-art, according to simulation and comparative
study findings. By laying the structure for an effective and secure VIoT environment, the framework opens the
door to future VIoT-related research and development.
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The future network simulation studies for VIoT should emphasize increasing the scale and complexity of
the simulations to realistically model real-world conditions. This means designing for a wide variety of hardware
and software platforms, including traffic patterns and environmental conditions for instance. Furthermore, we
could examine the influence of various types of IoT devices and how their specific requirement sets may affect
network performance, which will be of great help in the search for more customized solutions. The study of
modern security measures and privacy mechanisms to handle the new threats and the holes in the VIoT network
should be given a high priority.

REFERENCES

[1] Djenouri, Y., Belhadi, A., Djenouri, D., Srivastava, G., & Lin, J. C. W. (2023). A Secure Intelligent System for Internet of
Vehicles: Case Study on Traffic Forecasting. IEEE Transactions on Intelligent Transportation Systems.

[2] Gupta, M., Patel, R. B., Jain, S., Garg, H., & Sharma, B. (2023). Lightweight branched blockchain security framework for
Internet of Vehicles. Transactions on Emerging Telecommunications Technologies, 34(11), e4520.

[3] Hsu, C. H., Alavi, A. H., & Dong, M. (2023). Introduction to the Special Section on Cyber Security in Internet of Vehicles.
ACM Transactions on Internet Technology, 22(4), 1-6.

[4] Wang, X., Zhu, H., Ning, Z., Guo, L., & Zhang, Y. (2023). Blockchain intelligence for internet of vehicles: Challenges and
solutions. IEEE Communications Surveys & Tutorials.

[5] Sadhu, P. K., & Yanambaka, V. P. (2023, October). Easy-sec: Puf-based rapid and robust authentication framework for
the internet of vehicles. In IFIP International Internet of Things Conference (pp. 262-279). Cham: Springer Nature
Switzerland.

[6] Hildebrand, B., Tabassum, S., Konatham, B., Amsaad, F., Baza, M., Salman, T., & Razaque, A. (2023). A comprehensive
review on blockchains for Internet of Vehicles: Challenges and directions. Computer Science Review, 48, 100547.

[7] Laghari, A. A., Khan, A. A., Alkanhel, R., Elmannai, H., & Bourouis, S. (2023). Lightweight-biov: blockchain distributed
ledger technology (bdlt) for internet of vehicles (iovs). Electronics, 12(3), 677.

[8] Tabassum, N., & Reddyy, C. R. K. (2023). Review on QoS and security challenges associated with the internet of vehicles in
cloud computing. Measurement: Sensors, 27, 100562.

[9] Premkumar, R., Karthikayan, G., Ranjithkumar, R., & Ekanthamoorthy, J. (2023). Internet of Things and Electric Vehicles:
Advances, Interoperability, Challenges and Future Prospects. Journal of Pharmaceutical Negative Results, 645-650.

[10] Manogaran, G., Rawal, B. S.; Saravanan, V., MK, P., Xin, Q., & Shakeel, P. (2023). Token-based authorization and authen-
tication for secure internet of vehicles communication. ACM Transactions on Internet Technology, 22(4), 1-20.

[11] Xu, J., Li, M., He, Z., & Anwlnkom, T. (2023). Security and privacy protection communication protocol for Internet of
vehicles in smart cities. Computers and Electrical Engineering, 109, 108778.

[12] Hemmati, A., Zarei, M., & Souri, A. (2023). Blockchain-based internet of vehicles (BIoV): A systematic review of surveys
and reviews. Security and Privacy, 6(6), e317.

[13] Qin, H., Tan, Y., Chen, Y., Ren, W., & Choo, K. K. R. (2023). Tribodes: A tri-blockchain-based detection and sharing
scheme for dangerous road condition information in internet of vehicles. IEEE Internet of Things Journal.

[14] Panigrahy, S. K., & Emany, H. (2023). A survey and tutorial on network optimization for intelligent transport system using
the internet of vehicles. Sensors, 23(1), 555.

[15] Safavat, S., & Rawat, D. B. (2023). Improved Multi-Resolution Neural Network for Mobility-Aware Security and Content
Caching for Internet of Vehicles. IEEE Internet of Things Journal.

[16] Rani, P., Sharma, C., Ramesh, J. V. N., Verma, S., Sharma, R., Alkhayyat, A., & Kumar, S. (2023). Federated Learning-Based
Misbehaviour Detection for the 5G-Enabled Internet of Vehicles. IEEE Transactions on Consumer Electronics.

[17] Rani, P., & Sharma, R. (2023). Intelligent transportation system for internet of vehicles based vehicular networks for smart
cities. Computers and Electrical Engineering, 105, 108543.

[18] Alazemi, F., Al-Mulla, A., Al-Akhras, M., Alawairdhi, M., Al-Masri, M., Omar, H., & Alshareef, H. (2023). A trust manage-
ment model in internet of vehicles. International Journal of Data and Network Science, 7(2), 745-756.

[19] Zhao, J., Hu, H., Huang, F., Guo, Y., & Liao, L. (2023). Authentication Technology in Internet of Things and Privacy
Security Issues in Typical Application Scenarios. Electronics, 12(8), 1812.

[20] Wu, A., Guo, Y., & Guo, Y. (2023). A decentralized lightweight blockchain-based authentication mechanism for Internet of
Vehicles. Peer-to-Peer Networking and Applications, 1-14.

[21] Du, H., Wang, J., Niyato, D., Kang, J., Xiong, Z., Guizani, M., & Kim, D. I. (2023). Rethinking wireless communication
security in semantic Internet of Things. IEEE Wireless Communications, 30(3), 36-43.

[22] Nassereddine, M., & Khang, A. (2024). Applications of Internet of Things (IoT) in smart cities. In Advanced IoT Technologies
and Applications in the Industry 4.0 Digital Economy (pp. 109-136). CRC Press.

(23] Nojeem, L., Shun, M., Embouma, M., Inokon, A., & Browndi, I. (2023). Technology Forecasting and the Internet of Things:
Accelerating Electric Vehicle Adoption. International Journal of Basic and Applied Sciences, 10(05), 586-590.

[24] Chen, C. M., Li, Z., Kumari, S., Srivastava, G., Lakshmanna, K., & Gadekallu, T. R. (2023). A provably secure key
transfer protocol for the fog-enabled Social Internet of Vehicles based on a confidential computing environment. Vehicular
Communications, 39, 100567.

[25] Lin, H. Y. (2023). Secure Data Transfer Based on a Multi-Level Blockchain for Internet of Vehicles. Sensors, 23(5), 2664.

] Mohammed, N. J., & Hassan, M. M. U. (2023). Cryptosystem in artificial neural network in Internet of Medical Things in



4646

27)

Adel A. Alyoubi

Unmanned Aerial Vehicle. Journal of Survey in Fisheries Sciences, 10(2S), 2057-2072.

Zhao, Y., Li, H., Liu, Z., & Zhu, G. (2023). A lightweight CP-ABE scheme in the IEEEP1363 standard with key tracing and
verification and its application on the Internet of Vehicles. Transactions on Emerging Telecommunications Technologies,
ed774.

Sousa, B., Magaia, N., & Silva, S. (2023). An Intelligent Intrusion Detection System for 5G-Enabled Internet of Vehicles.
Electronics, 12(8), 1757.

Rath, K. C., Khang, A., & Roy, D. (2024). The Role of Internet of Things (IoT) Technology in Industry 4.0 Economy. In
Advanced IoT Technologies and Applications in the Industry 4.0 Digital Economy (pp. 1-28). CRC Press.

Gupta, M., Patel, R. B., Jain, S., Garg, H., & Sharma, B. (2023). Lightweight branched blockchain security framework for
Internet of Vehicles. Transactions on Emerging Telecommunications Technologies, 34(11), e4520.

Wang, Shupeng, Shouming Sun, Xiaojie Wang, Zhaolong Ning, and Joel JPC Rodrigues. ”Secure crowdsensing in 5G internet
of vehicles: When deep reinforcement learning meets blockchain.” IEEE Consumer Electronics Magazine 10, no. 5 (2020):
72-81.

Lin, Hui, Sahil Garg, Jia Hu, Georges Kaddoum, Min Peng, and M. Shamim Hossain. ”"Blockchain and deep reinforcement
learning empowered spatial crowdsourcing in software-defined internet of vehicles.” IEEE Transactions on Intelligent
Transportation Systems 22, no. 6 (2020): 3755-3764.

Abualsauod, Emad H. ”A hybrid blockchain method in internet of things for privacy and security in unmanned aerial vehicles
network.” Computers and Electrical Engineering 99 (2022): 107847.

Peng, Chunrong, Celimuge Wu, Liming Gao, Jiefang Zhang, Kok-Lim Alvin Yau, and Yusheng Ji. ”Blockchain for vehicular
Internet of Things: Recent advances and open issues.” Sensors 20, no. 18 (2020): 5079.

Yang, Pengfei. ”Electric vehicle based smart cloud model cyber security analysis using fuzzy machine learning with blockchain
technique.” Computers and Electrical Engineering 115 (2024): 109111.

Wang, Lianhai, and Chenxi Guan. "Improving Security in the Internet of Vehicles: A Blockchain-Based Data Sharing Scheme.”
Electronics 13, no. 4 (2024): 714.

Edited by: Anil Kumar Budati
Special issue on: Soft Computing and Artificial Intelligence for wire/wireless Human-Machine Interface

Rece

iwed: Feb 21, 2024

Accepted: Jun 26, 2024



k)
(J
.. Scalable Computing: Practice and Experience, ISSN 1895-1767, http://www.scpe.org
© 2024 SCPE. Volume 25, Issues 6, pp. 46474660, DOI 10.12694 /scpe.v25i6.3130

MULTI MOVING TARGET LOCALIZATION IN AGRICULTURAL FARMLANDS BY
EMPLOYING OPTIMIZED COOPERATIVE UNMANNED AERIAL VEHICLE SWARM

MILTON LOPEZ-CUEVA* RENZO APAZA-CUTIPA] RENE L. ARAUJO-COTACALLPA} V.V.S SASANK}{ RAJASEKAR
RANGASAMYJTAND SUDHAKAR SENGAN#*

Abstract. The paper proposes an original method for employing optimised cooperative swarms of Unmanned Aerial Vehicles
(UAVs) to localise multiple moving objects in agricultural farmlands. Crop Monitoring (CM), targeted fertilizer distribution, and
Livestock Management (LM) are some of the Smart Farming (SF) applications of UAVs. However, the ever-changing nature of
agricultural settings makes it challenging to set up UAV swarms. Detecting multiple evolving objectives in dynamic environments is
complicated, and conventional methods are regularly optimized for single objectives, such as area or reduced Energy Consumption
(EC), which is unsuitable. This research recommends a Multi-Objective Evolutionary Algorithm (MOEA) as a model for UAV
swarms to balance task service, communication, and EC during the investigation. The approach paves the method for innovation
in the agricultural sector by optimizing tasks in real-time, addressing unpredictable targets, boosting productivity, and reducing
costs. The study’s findings present optimism for smart farm management and accurate SF by improving UAV systems’ response
time and scalability.

Key words: UAV, Smart Farming, Energy Consumption, Crop Monitoring, Agricultural Technology, Precision Agriculture

1. Introduction and examples. A novel concept from the twenty-first century called “Smart Farming”
(SF) focuses on productivity and Precision Agriculture (PA). The development of innovation in the SF sector has
been driven primarily by modern-era technology, namely robotic devices and Unmanned Aerial Vehicles (UAVs).
Considering that these inventions are a number of devices, they may improve ecologically friendly SF methods,
which is how study participants have advocated for their use to enhance SM procedures and improve resource
optimization [13]. Crop Yield (CY), Soil Health (SH) evaluation and robotic technology have all experienced
significant advances due to UAVs and robotic equipment. In order to guarantee that every person around
the globe has access to nutritious food, these developments are crucial. In light of their significant scientific
functions, UAVs have become prevalent in the AS. UAV technology has radically altered the activity of Crop
Monitoring (CM), herbicide applications, chemicals, and livestock monitoring (LM) [11]. As an outcome, SH
checks have gotten better, and SF-CY has increased, which has made these improvements feasible for a more
significant number of people [7].

With the ability to quickly encompass huge regions, UAVs can collect data with an index of accuracy and
reliability that outperforms that of any farmers [9]. In order to help with real-time data storage for complete
analysis and decision-making procedures (DMP), they recommend operating the framework permanently. Pest
control using UAV proves more effective, consumes minimal chemical compounds, and has minimal impact on
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the natural environment [16]. In CM, they assist in finding errors and issues rapidly, and in LM, they maintain
a check on the livestock to make sure they’re in good health and provide as much as feasible.

SF has made significant progress, but the challenge of Multi-Moving Target (MMT) geolocation remains.
This involves monitoring numerous moving objects across extensive farmlands, such as cattle and mobile SF
devices. Accurately locating these targets is crucial for real-time monitoring, resource deployment, and workflow
control. Current techniques focus on optimizing one task at a time, ignoring the connected nature of real-life
situations and significant Energy Consumption (EC). Despite these challenges, the use of UAVs in SF remains
essential. Figure 1.1 illustrates a conventional MMT setting. The present techniques could optimize Global
Positioning System (GSP) coverage or energy efficiency, ignoring the connected nature of the real-life situation
8]

The unpredictable nature of SF necessitates a focus on the multi-target GSP problem, a key area of study
for UAVs, as current technology fails to adapt to the varied and continuously evolving SF settings, leading
to operational errors and rising costs. The study presents an innovative approach to MMT-GSP challenges
in agricultural land using an optimized cooperative UAV swarm design. It uses an advanced Multi-Objective
Evolutionary Algorithm (MOEA) to balance EC, transmission productivity, and area coverage. The Pareto-
Optimality Theory (POT) ensures that no objective improves at the proportional cost of another, making UAVs
more flexible and accurate in changing SF settings. This integrated approach opens new possibilities for SF.

This study article outlines the following: Chapter 2 starts with the existing literature analysis; Chapter 3
presents the framework hypothesis; Chapter 4 focuses on the planned tasks; Chapter 5 includes experimental
research; and Chapter 6 concludes the research.

2. Literature Review. Employing UAVs for Multi-Target Tracking (MTT) is an enormous advance in
the rapidly expanding AS. Numerous research studies have described numerous tactics and methods to enhance
UAV systems’ performance in challenging scenarios.

The paper [3] emphasizes an intelligent method that enhances tracking accuracy and incorporates collision
prevention techniques in the UAV-based cooperative monitoring design. In place of solutions that use deep Q-
networks, their strategy significantly improves tracking accuracy and reduces time. The study [10] demonstrates
the practical application of inaccurate distance metrics to optimise UAV control actions and explores Deep
Reinforcement Learning (DRL) implementation to manage UAVs while monitoring rescue workers in 3D regions.

The DRL method, which emphasizes reducing the Cramér-Rao lower bound (CRLB), can achieve precise
monitoring at minimal operational costs. The authors of [14] invented a novel technique for selecting a path
with a dynamic Artificial Potential Field (D-APF) and optimized it for multirotor UAVs that aim to capture
objects in motion on ground levels. The above technique improves standard possible SF techniques in models
and performs well in dynamic and dense conditions.
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The paper [5] developed a novel technique known as Motion-encoded Particle Swarm Optimization (MPSO)
to enhance the target detection features of UAVs. Because the swarm’s behavioural and psychological attributes
encompass the process of searching path, MPSO achieves more effective results than standard PSO and other
metaheuristic algorithms in both theoretical and real-world scenarios. To improve UAV-DMP for more accu-
rate target tracking, the study [6] implemented a comprehensive, all-encompassing Multi-Agent Reinforcement
Learning (MARL) approach. The technique integrates data on spatial entropy, EC techniques, monitoring
success rates, and EC with positive results [2].

Ultimately, the paper [15] highlights particular issues with MTT and provides innovative techniques to
improve the circumstances. To deal with Multi-Agent Pursuit-Evasion (MAPE) problems, the study [4] proposes
an adaptation of the Multi-Agent Deep Deterministic Policy Gradient (MADDP) method. Their role-based
system expedites the process of monitoring invisible objects. However, the authors of [12] focuses their research
on livestock monitoring, using an approach that optimizes detection and tracking by employing optical flow
and low-confidence path filtering techniques. This technique works with YOLOv7 and DeepSORT algorithms
[1].

3. System Model. The proposed UAV swarm-based cooperative tracking paradigm model incorporates
three fundamental models: Task, Transmission, and Energy. These models must emerge in order to provide
successful, suitable tracking and predictive path computation, all while maintaining EC and providing secure
communication among the UAVs.

3.1. Task Model. The Task Model focuses on how the UAV gets allocated tracking duties and how these
tasks are executed. Any UAV is liable for maintaining tracks on specific parts of the targeted region and
tracking any targets that have been identified within that area of search. Assume T = {Ty,T5,...,T,} be
the set of all targets to be monitored, and Z = {Z1, Z,, ..., Z,n} be the set of zones divided by the UAV for
monitoring. The allocation of tasks can be represented by a task allocation matrix A, where each element a;;
indicates the assignment of the target T} to the zone Z;, EQU (3.1)

1, if target T} is in zone Z;

A = [a;;] where a;; = { (3.1)

0, otherwise

The goal of the Task Model is to maximize the coverage and tracking accuracy while minimizing overlaps
and gaps in monitoring, which can be represented by the optimization problem EQU (3.2) and EQU (3.3)

IIIIL%XZ Z aij - C (Tj, Zz) (32)

i=1 j=1

subject to

iaij < 17Vj
i=1

n
Z(lij § Uicap ,VZ

Jj=1

(3.3)

where ¢ (T}, Z;) is the coverage score indicating the efficiency of tracking the target Tj in zone Z;, and U;*" is
the tracking capacity of UAV U;.

3.2. Transmission Model. The Transmission Model concerns the data exchange between UAVs for col-
laborative detection, tracking, and path prediction of MMTs. FEach UAV has communication modules to
transmit and receive data to and from its neighbors. Let C;; be the communication link between UAV U; and
UAVUj, which is attributed to its bandwidth B;;, latency L;;, and reliability R;;.

The data transmission rate between two UAVs can be depicted by Shannon’s EQU (3.4):

Sij
Rij = Bij - log, (1 + N;) (3.4)
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where R;; is the rate, B;; is the bandwidth, S;; is the signal power received from a UAV U; by UAV Uj;, and
N;; is the noise power in the communication channel between U; and Uj.

The Transmission Model aims to maximize the overall network throughput while ensuring low latency and
high reliability, EQU (3.5) by the optimization problem:

m—1 m
Maximize Z Z R;; (3.5)
i=1 j=i+1
subject to EQU (3.6) and EQU (3.7)
Lij S LmamVi 7é.7 (36)
Rmin S Rij S RmaX7Vi 7é.] (37)

where L.y is the maximum acceptable latency, Ry, is the minimum required data rate, and Ryax is the
maximum achievable data rate on the communication channel.

3.3. Energy Model. The Energy Model addresses the EC aspects of the UAVs during the tracking mission.
EC is crucial for prolonged operations and endurance of the UAV swarm. The EC for a UAV U; includes the
EC during the flight Eqignt,, sensing and processing Egense;, and communication Feomm,. The energy model is
represented as EQU (3.8)

Etotal P = Eﬂight i + Esense i + Ecomm i (38)

The objective is to minimize the total EC of the UAV while ensuring the completion of the tracking task,
which can be posed as the following optimization problem: EQU (3.9) to EQU (3.13)

Minimize » ~ Eiotal , (3.9)
i=1
subject to:
Efignt , < Enignt ,, - Vi (3.10)

Escnsc i S Escnsc maX,Vi (311)
Ecomm i S Ecomm max7Vi (312)
A (Eﬂight + Esense + Ecomm ) S Eres 7VZ (313)

where Etiight,o.s Esensemans @04 Ecomm,, .. are the maximum EC allowances for flight, sensing, and commu-
nication, respectively, and E.,. is the residual energy required for the UAV to return to the base or next task
point.

4. Proposed Multi-Objective Optimization Problem (MOOP) Definition for UAV Optimiza-
tion. The overarching goal of deploying a UAV for SF target tracking is to harness the collective capabilities
of the UAV while adhering to the operational constraints of task efficiency, communication integrity, and EC.
This method defines an MOOP that includes the mutually dependent objectives resulting from the UAVs’ task
allocation, transmission specifications, and EC. This addresses the design problem.
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4.1. Problem Interdependencies. Several interrelated objectives, outlined below, emerge from the basic
functional designs that set this challenge apart:

1. Task Allocation and Energy Dynamics: Each UAV’s EC model immediately influences the schedul-
ing of monitoring tasks. Minimising reused flight paths is one way to determine how effectively the
assignment of tasks can help minimise EC.

2. Communication and EC: In order for an entire group to make real-time recommendations, the
channel of communication must be secure and efficient. A boost in EC due to increased transmission
powers is an accepted consequence of enhancing the level of communication.

3. Task Execution and Communication Coherence: Information sharing between the UAVs is
required if they are to monitor and predict the location of their surveillance targets effectively. An
interface design that enables minimal latency transmission of data at a high rate is necessary for this
explanation.

4.2. Objective Function and Constraints. Rather than deciphering specific equations from the task,
transmission process, and energy models, this work explains the multi-objective problem using an approach that
emphasizes the interconnected nature of these models. The aim of this work is to construct an optimization
architecture that considers all the following factors in a comprehensive approach:

e They achieve high task coverage and precise target localization.
e The task involves maintaining a robust and efficient communication network amongst UAVs.
e The goal is to minimize the overall EC across the UAV without compromising mission effectiveness.

Limits describe the features of the UAVs, the terrain, and the essential variables. The optimization aims to
ensure that UAVs maintain their operational power restrictions, minimum communication channel requirements,
and limited energy sources.

4.3. Decision Variables and Optimization Process. Finding an accurate prime vector ‘X’ is essential
for optimizing the tasks of the UAV swarm. The key operational settings for the task, communication, and
Energy Models have been included in this vector that is used. The decision vector is mathematically represented
as EQU (4.1)

X=ux1,29,...,Tk (4.1)

where each x; within the vector, X represents a specific operational decision variable. These variables contain
UAV-GPS allocations, transmission settings, and UAV flight paths.

The objective of this work optimization is to simultaneously minimize or maximize a set of functions defined
as EQU (4.2)

Minimize/Maximize F(X) = [f1(X), f2(X), ..., fp(X)] (4.2)
subject to the following constraints: EQU (4.3) and EQU (4.4)

G(X) = [91(X), 92(X), .., gg(X)] < 0 (4.3)

H(X) = [h1(X), ha(X), ., b (X)] = 0 (4.4)

In the above EQU (4.4), F(X) is the vector of objective functions f;, where each function aims at one
distinct target, such as EC minimization or task coverage maximization. The vectors G(X) and H(X) denote
the sets of variation and equality limit functions, respectively.

To solve this MOOP, this study employs a POT, where the Pareto front, Y, is defined as EQU (4.5)

Y = {X | #X': F (X)) < F(X),G (X') < G(X), H (X)) = H(X)} (4.5)

When no other feasible solution, X’, will enhance any objective without negatively impacting another,
researchers claim that X is the Pareto optimal solution. Overall, the most effective solutions in the field of
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objectives make up the Pareto front Y. In order to discover the search space to find the set of Pareto-optimal
keys, it is vital to use advanced optimization methods.

Coordinating UAV operations with the particular needs of SF monitoring tasks is the final objective of opti-
mization. It attempts to provide different operational plans that manage the trade-offs between task efficiency
(Etask), communication quality (Qeomm ), and EC (Eiota1). The decision-makers then have an extensive set of
selections.

4.4. MOEA Process for UAV Optimization for MMT Localization. The MOEA presents a high-
level structure for navigating the complex field of solutions for the challenging task of MMT localization in
rural SF land using an ensemble UAV swarm. Identifying a set of POTs that optimally balance task protection,
communication efficiency, and EC is the primary goal of MOEA in this environment.

1. Representation (Chromosomes): An encoded result vector X = [Xl,XQ,X3, ..xk] ,XS,...Xk] de-
scribes the set-up of the UAV and comprises decision variables [xl, X9,X3, . . .Xk] that are responsible
depending on swarm features like location, altitude, and sensor direction. A chromosome X is an
encoded solution vector representing the UAV swarm’s configuration, consisting of decision variables
[xl, X2, X3, .Xk] where each variable represents a specific aspect of the swarm, such as location, altitude,
and sensor orientation X = [Xl,XQ,Xg, ..Xk].

2. In the context of UAVs: z; could represent the i*" UAV’s position and orientation in 3D space,
(%4, pos s Yi, pos » Zi, pos » i, ori » Pi, ori ), and its communication and energy parameters.

3. Population Initialization: Initial solutions Py = {X1, X2,..., Xn} are generated within the feasible
search space, respecting constraints such as flight zones and maximum energy capacity.

4. Fitness Evaluation (Objective Functions): Fitness evaluation is performed concerning the defined
objectives:

e Objective 1 (Coverage): fi(X) =" 37, aij-c(T}, Z;) where a;; indicates the importance
of covering the target 7; by UAVZ;, and c is a coverage function that might depend on the
distance, angle of the sensors, and other environmental factors.

e Objective 2 (Communication): fo(X) = Z?i_ll Z;n:i-i-l R;ij (%i, com ,%j, com ) Where R;; is
the communication reliability between UAVs i and j, depending on their communication settings
T4, com and Zj, com -

e Objective 3 (EC): f3(X) = >"1" | E; (i pos » Ti, act ) Where E; is the EC of UAV 4, which depends

on its position x; pos and the action taken x; act -
The MOEA process involves selecting the fittest individuals to act as parents for the next genera-
tion. Round selection and roulette wheel selection are two methods that can be employed. Then,
these selected parents are subjected to genetic processes like mutation and crossover in order to
have children, which boosts the population’s variability and introduces novel features.

5. Selection: A case study of a predictable selection method employed by MOEA for UAV swarm op-
timization is Rank-based Selection. This method involves ranking the population according to their
fitness values and selecting the top-ranking individuals with a higher probability. A rank r (X;) is
assigned to every individual X;, and the selection probability P (X;) is given by EQU (4.6).

P(x) = )
Zj:l r(X;)
The individuals with higher ranks (lower rank) have higher chances of being selected.
6. Crossover: The crossover operation is a recombination process where two parent chromosomes exchange
segments to produce offspring. A commonly used crossover operator in MOEA is the Single-Point
Crossover. Two parent chromosomes XP! and XP? are selected, and a crossover point cp is chosen
randomly along the length of the chromosomes. The offspring X°! and X°? are then created as follows:
EQU (4.7) and EQU (4.8)

(4.6)

ol __ pl pl ,.p2 p2
X —(xl,...,xcp,xcp+1,...,xk (4.7)

02 __ p2 p2 _.pl pl
X = (ac1 s T T gy T, (4.8)
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10.

where k is the number of genes in the chromosome.

. Mutation: Mutation introduces variation into the population by randomly altering the offspring’s genes.

For UAV swarm optimization, a Gaussian Mutation is used, where the value of the mutated gene x/ is
given by EQU (4.9)

2 =x; + N (0,07) (4.9)

Here, z; is the original gene value, N (O, 02) is a Gaussian distribution with mean 0 and standard devi-
ation o, which controls the extent of the mutation. The value of ¢ is often decreased over generations
to reduce the search space as the algorithm converges.

. Constraint Handling: If the MOEA intends to develop feasible UAV operation options, controlling

restrictions is a prerequisite. These drawbacks include restrictions on payload capacity, no-fly regions,
and the lifespan of batteries. The application of a penalty function is a usual approach to risk control.
This function adjusts the fitness value of a solution according to how much it breaches the controls.
This concept can be illustrated through the following mathematical expression EQU (4.10)

F'(X) = F(X) - P(X) (4.10)

where:
e F(X) is the original fitness value of the solution X.
e P(X) is the penalty incurred by the solution X.
e F’(X) is the penalized fitness value.
The penalty function P(X) is a sum of individual penalties for each constraint, as given by EQU (4.11)

C
P(X)=> pi-vi(X) (4.11)
i=1

where:
e (U is the constraint count.
e p; is the penalty factor for the i-th constraint.
e v;(X) is a violation measure for the i-th constraint, which is zero if the condition is not violated
and positive if it is.

. Survivor Selection: Survivor selection determines which individuals from the current population

P; and the offspring O; will pass to the next generation P;y;. A common method used with MOEA
is Elitist Selection, where a segment of the top-performing individuals from the present population is
assured of the monitor. The remaining spots in the new population are filled based on the fitness values
after considering penalties. This can be formulated as EQU (4.12)

P =E(P)US(F' (P,UOy),|P| - |E(P)]) (4.12)

where:

e I (P,) is the elitist set in the current population P;.

e S(F'(A),N) is the function that selects N individuals from set A based on their penalized fitness

F'(A).

The elitist selection ensures that high-quality solutions are preserved from generation to generation,
thereby preventing the loss of the best-found solutions due to genetic drift or poor crossover /mutation
outcomes.
Convergence Toward Pareto Optimality: In a multi-objective optimization scenario, the aim is
not just to find a single optimal solution but rather a set of solutions representing the best possible
trade-offs among the objectives, known as the Pareto front. As the evolutionary process proceeds, the
MOEA aims to converge toward this Pareto front. This investigation assesses the Pareto optimality of
solutions based on dominance criteria, considering a solution X to dominate another solution Y if it is
at least equivalent to Y in all objectives and distinctly superior in at least one objective.
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The crowding distance method in the Non-dominated Sorting Genetic Algorithm II (NSGA-II) can
help predict accuracy while preserving population variation, providing each solution with a diversity
measure based on its proximity to its neighbours in the objective space d(X). This is crucial to prevent
the genetic algorithm from selecting a single approach, thereby maintaining its diversity. EQU (4.13)
provides the expression for crowding distance.

(@)
A(X) = (fi (X)) = f; (XPre)) (4.13)

i=1

where:

e O is the number of objectives.

e f;(X) is the value of the i-th objective function.

e X"t and XP™ are the solutions adjacent to X in the sorted list of the population for each

objective.

Each iteration of the MOEA performs a non-dominated selection to group the solutions into discrete
identities based on the dominance parameters. This research assigns a fitness value to each front,
usually inversely proportional to its rank. The 15* rank (nondominated solutions) represents the current
estimate of the Pareto front.
Metrics like the hypervolume indicator or the inverted generational distance typically assess convergence
by measuring how close the current solutions are to the true Pareto front. The MOEA iteratively
updates the population using the selection, crossover, mutation, and survival selection processes to
improve these metrics and move closer to the true Pareto front.
The loop expression can describe the iterative process:
Step 1. While (not termination condition)
Step 2. Perform non-dominated sorting of P; U Oy
Step 3. Update crowding distances d(X) for each solution X
Step 4. Select parents from P; based on fitness and d(X)
Step 5. Apply crossover and mutation to create Oy
Step 6. Evaluate F’ (O;11) and apply constraint handling
Step 7. Set P41 as the best solutions from PU
Step 8. O¢y1 based on non-dominance and d(X)
Step 9. End While
The iterative optimization cycle continues until a stopping criterion is satisfied. A pre-established num-
ber of evolutionary processes, a sufficiently small change in the Pareto front indicating convergence,
or a consistent lack of progression in the Pareto front’s performance indicators can dictate this. This
experiment explicitly ties the performance indicators to these research objectives: task coverage, com-
munication network robustness, and energy efficiency. Also, this paper carefully monitors the iterative
process to ensure that the Pareto front improvements align with the goals of effective surveillance and
target tracking while managing the UAVs’ EC and maintaining communication integrity. The following
algorithm presents the steps involved in the MOEA-UAV swarm optimization.

In MOOP, metrics such as Pareto dominance, Pareto front coverage, and Pareto spread are important
because they help measure the trade-offs between competing goals and evaluate the variety of Pareto front
solutions. By evaluating a solution’s superiority over another across a range of goals, Pareto dominance is
a tool for finding non-dominated solutions. Pareto front coverage measures how accurately the Pareto front
depicts the trade-off space and how thorough the solutions are. By examining the distribution and dispersion
of options along the Pareto front, Pareto spread allows us to recognize the ideal solution environment in its
complete form by emphasizing the range and spacing of the optimal solutions.

5. Experimental Analysis. The present investigation assessed the recommended MOEA by reproducing
UAV swarm operations for agricultural monitoring using a TensorFlow-based simulator. In order to simulate
the challenging task of following moving objects in extensive, unrestricted farmlands, researchers set up a
virtual natural environment and deployed four UAVs on predetermined routes to collect data. This study built
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Algorithm 5 MOEA for UAV Optimization
Inputs:

e m : Number of UAVs in the swarm.

e 1 : Number of targets to cover.

e N : Population size.

e MaxGen; Maximum number of iterations.

® oinit : Initial standard deviation for mutation.

® Ofnal : Final standard deviation for mutation.

e P, : Current population at generation t.

e O, : Offspring population at generation t.
Outputs:

e P* : The optimized UAV swarm configurations.

1. Initialization:

(a) Set generation count ¢ = 0.

(b) Initialize population Py with N random but feasible solutions respecting operational constraints.
(¢) Evaluate the initial population Py using the fitness functions fi, f2, and fs.

(d) Set o = oinit -

2. Evolutionary Loop:

(a) While ( t < MaxGen) and (not convergence criteria met):
i. Perform non-dominated sorting on P; U O; to classify solutions into fronts based on dominance.
ii. Calculate crowding distances d(X) for each solution X.
iii. Select parents from P; based on fitness and d(X).
iv. Apply crossover and mutation to create Oy 1).
e For crossover: Select parents X', X?? and perform Single-Point Crossover.
e For mutation: Apply Gaussian Mutation to offspring, =} = z;+ N (0, (72).
v. Evaluate F’ (O(t+1)) for the offspring and apply constraint handling.
vi. Update o by decreasing it gradually towards ognal -
vii. Perform selection for the next generation.
e Combine and sort P; and O(.1y based on non-dominance and d(X).
e Select the best N solutions to form Py1).
viii. t=t+1.
3. Elitism and Final Selection
(a) Perform a final non-dominated sort on P.

(b) Select the elite set E (P;) ensuring the best solutions are preserved.
(¢) Update the final population P* with non-dominated solutions representing the Pareto front.
4. Termination
(a) The algorithm terminates when the stopping criteria are met:
e Maximum generations MaxGen reached.

e Convergence is assessed by changes in the Pareto front or performance indicators.
(b) Return the final set P* of Pareto-optimal solutions for UAV swarm configurations.

this work-tracking model on real flight paths and GPS-cached data from mobile targets, checking them for
hypothetical intrusive risks to ensure maximum accuracy. This paper scheduled the deployment of the MOEA
model in this computer simulation to enhance the operational features of the UAV swarm, including its EC,
monitoring service, and aircraft performance, among other attributes.

Something that is part of the testing process for the MOEA used for UAV control pricing is looking at
how well it can adapt to changes in the outside environment, the way things are moving, and uncertainty. The
results of this experiment demonstrate that the procedure is practical in many situations. The use of security
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Table 5.1: Key parameters for UAV simulation in the MOEA framework

Parameter Specification
Minimum separation distance 4 m
Count of invasive targets 2
Total UAVs in simulation 4
Data link bandwidth range [40 MHz, 90 MHz|
Communication power per UAV 35 dm
Average UAV cruising speed 70 km/h
Typical target movement speed 65 km/h
Target tracking route length 550 m
Data payload size limit 120 Mbytes
The operational limit for target capture 0.7s
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Fig. 5.1: Path graph for four UAVs and two moving target

metrics includes how secure a solution is in unpredictable situations, how well it adapts to new statistics, and
how well it manages unpredictability in its task and environment. A study of the degree to which an approach
maintains its functionality and the types of solutions it propositions. This study can determine the reliability
of an approach by studying its ability to maintain functionality and the types of solutions it finds with changes
in input settings or operating conditions. Acnes, including dynamic settings and inherent risks, it is essential to
assess the algorithm from a reliability perspective. Table 5.1 provides the primary metrics, which are categorized
as follows:

Figure 5.1 shows the 3D paths of the four UAVs, and Figure 5.2 shows the localization error as determined
by the Mean Squared Error (MSE). Throughout one hundred iterations, the most significant performance
metric was MSE. The MSE evaluates how well the UAV swarm can identify multiple targets, an essential part
of operational efficiency that requires accuracy. This paper continuously monitored and evaluated each model’s
ability to minimize this error as the experiment progressed through its iterations.

Reliable enhancement in performance over 100 iterations is what sets the proposed framework for UAV
swarm optimization. In contrast to ACO, PSO, and GA, which show variability to a certain extent and delayed
convergence, the proposed framework begins with a low error rate that decreases consistently, demonstrating
significant optimization and learning features. After the 20" era, when the proposed design begins to func-
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Fig. 5.2: Error comparison for 100 iterations

Fig. 5.3: EC analysis

tion regularly with other models, the pattern becomes increasingly evident. Accuracy is a key attribute for
agricultural applications, and the proposed framework appears to successfully enhance its GPS accuracy, as
demonstrated by the constant drop in error. Theoretically, it is more reliable and effective for UAV swarm-based
multi-target GPS in SF, and the recommended approach maintains a lower error rate and less unpredictability
in performance by its final iteration when compared to the other models. The recommended model’s converging
sequence indicates it is highly optimized, as it changes rapidly to the task and sustains performance over time.
The proposed framework is appropriate for addressing the complicated challenges of SM environments requiring
accuracy and adaptability due to its reliability and lower, more predictable error path.

Figure 5.3 presents a graph of the average aggregate unit EC over 100 iterations for four distinct algorithm
choices. Starting at the lowest point and maintaining a minimal EC impact across any era, it is readily apparent
that the proposed MOEA regularly dominates in energy efficiency. The next step, PSO, consistently consumes
more energy than MOEA while maintaining comparable performance. Although ACO and PSO begin on similar
ground levels, the former’s rapid EC decrease over iterations indicates that ACO is less efficient in optimization.
After increasing time, the GA generally concludes that there is more EC than any other algorithm, starting
with the highest consumption. The proposed MOEA may be a better, more cost-effective, and better for the
environment way to coordinate UAV swarm operations in this case. It is better than other known algorithms
with over 100 iterations in terms of EC in the whole system.

Figure 5.4 compares the performance of the suggested MOEA to that of ACO, PSO, and GA regarding the
total number of physical conflicts that ensued over 100 iterations. The obvious downward path of the proposed
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Fig. 5.4: Collision analysis for multiple iterations
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Fig. 5.5: Latency analysis for the compared models

MOEA, starting at 9 in the 10*" iteration and successfully decreasing to zero in the 90", demonstrates an
optimization in preventing physical collisions. Conversely, the ACO begins at a higher level, approximately 15,
and gradually decreases until it detects collisions at the 100" iteration. After starting in the middle of the
group, PSO decreases until it maintains above five in the last generation, demonstrating success in avoiding
collisions. GA exhibits the least effective performance among the examined methods, starting with the highest
collision rate at over 18 and ending with a rate of approximately 7, even though it reduces by more than
half towards the end. Findings illustrate how the proposed MOEA can improve UAV swarm operations and
minimize collisions, making the system reliable and secure in future iterations.

Figure 5.5 provides the data on system performance delay for the proposed MOEA across 100" iterations
compared to ACO, PSO, and GA models. With a delay reduction from 29.49 in the 20" iteration to 11.97 in
the 100", the proposed MOEA significantly improves execution speed with each successive generation. While
ACO’s latency is initially less than the proposed system at the 20" iteration, it increases in performance, only
decreasing to 14.50 by the 100" iteration. PSO starts at 25.30 and continues similarly throughout the iterations,
indicating a plateau in delay reduction, whereas GA shows lower-quality results. From iteration 27.73 to the
100*" iteration, when GA’s latency reaches 28.03 (which indicates a drop in performance), they are typically
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the highest. The data shows that by the 100" iteration, the proposed MOEA has the fastest execution speed
compared to the other models. It also keeps changing, which shows how well and quickly it works to reduce
system latency.

MOEASs require plenty of computing power to maintain a balance in UAV swarm EC, communication
effectiveness, and task service. O(N.D.) for setup, O(N.E.) for fitness review, O(M.N2) for selection, and
O(N.D.) for genetic functions like crossover and mutation all contribute to the total time complexity. This
study can employ the following analysis to determine the overall cost period: The formula for calculating the
total period of cost is O(G.N2.M+G.N.D.E), where G represents the total number of iterations. The primary
explanation for the level of complexity of memory management is the storage of data for the entire population
(O (N.D.)) and fitness metrics (O (N.M.)). Real-world mobile applications could potentially leverage device
speed and concurrent processing to alleviate these demands. To effectively manage large-scale UAV-swarm
installations, we need to conduct research and apply the findings by modifying the algorithm for specific
problem scenarios.

6. Conclusion. The research accurately localizes multiple moving targets in Smart Farming (SF) en-
vironments by introducing an optimized pre-emptive Unmanned Aerial Vehicle (UAV) swarm model. The
Multi-Objective Evolutionary Algorithm (MOEA) enhances the framework’s capacity to adapt to dynamic
circumstances by improving its communication, task service, and energy consumption features. Using UAV
swarms in SF requires the implementation of a holistic approach with multiple objectives. The developed
blueprint, a significant advancement in SM techniques, aims to optimize the behaviour of UAV swarms in both
static and dynamic environments. This MOEA-optimized UAV swarm system has the potential to significantly
improve the productivity, effectiveness, and sustainability of SF services.
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PREDICTIVE CULTIVATION: INTEGRATING METEOROLOGICAL DATA AND
MACHINE LEARNING FOR ENHANCED CROP YIELD FORECAST

BJD KALYANI* SHAIK SHAHANAZ! AND KOPPARTHI PRANEETH SAI#

Abstract. Agriculture is a key component of Telangana’s economy, and greater performance in this sector is crucial for
inclusive growth. A central challenge is yielding estimation to predict crop yields before harvesting. This paper addresses this
challenge with machine learning approaches includes Naive Bayes, KNN and Random Forest. The parameters considered for model
testing are crop, season, rainfall and location. This paper includes a case study of Telangana with the help of Telangana weather
data set to provide analysis on the key factors like overall rainfall recorded with respect to each Mandal, overall seasonal yield in
selected years, seasonal yield of major crops like Bengal gram, groundnut and maize, and overall yield in two different agricultural
seasons: rabi and kharif. Random forest machine learning model produces highest accuracy of 99.32% when compared with other
process models.

Key words: Prediction Cultivation, Machine Learning, Smart Agriculture, Random Forest, Meteorological data

1. Introduction. A harvest expectation is a boundless issue that happens. During the rising season, a
rancher had an interest in knowing how much yield he is going to anticipate. In the prior period, this yield
forecast becomes a self-evident truth depended on Farmer’s drawn-out understanding for explicit yield, crops
and climatic conditions [1]. Rancher legitimately goes for yield forecast instead of worried on crop expectation
with the current framework [2]. Except if the right harvest is anticipated how the yield will be better and
also with existing frameworks pesticides, natural and meteorological parameter [3] identified with the crop
isn’t thought of. Advancing and alleviating the rural creation at an all the more quickly pace is one of the
fundamental circumstances for farming improvement. Any harvest’s creation shows the route either by the
enthusiasm of area or improvement in yield or both.

In India, the possibility of augmenting the locale under any yield doesn’t exist with the exception of
by restoring to increment trimming quality or harvest substitution. Along these lines, varieties in a difficult
situation the region and create thorough trouble. In this way, there is have to endeavour great procedure for crop
expectation so as to conquer the existing issue. The objective of this paper is to develop an application using
Machine Learning for Predicting which Crop yield based on Meteorological data using “K nearest neighbour
classification” (KNN) [4], Naive Bayes [5] and Random Forest [6].

2. Related Work. Meteorological data have been heavily utilised by the remote sensing [7] group to
forecast agricultural productivity. However, all of the strategies rely on hand-crafted features, assuming that
they can effectively capture the majority of the vegetation growth [8] information offered in high-dimensional
images. Elavarasan et al., [9] concentrates on crop yield prediction rely on climatic parameters and focus to
identify more parameters resulting high crop yield. Chlingaryan and Sukkarieh et al., [10] carried out survey
on crop yield prediction with crop, water, soil and livestock management based on machine learning models.
Liakos et al., [11] illustrates cost effective machine learning solutions integrating with remote sensing technology
for efficient crop yield prediction. Balamurugan et al., [12] focus on integration of various parameters includes
rainfall, temperature and season with random forest classifier. Aruvansh Nigam, Saksham Garg, Archit Agrawal
et al., [13] demonstrates crop yield prediction with various algorithms includes random forest machine learning
algorithm for crop yield prediction, recurrent neural network for rainfall prediction and LSTM for temperature
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Fig. 2.1: Proposed System Architecture

Table 3.1: Sample Dataset
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prediction. Thus, the literature focus on limited set of crop pictures considered for prediction. The proposed
methodology can integrate computer vision [14] and Machine learning strategies with the basic architecture is
Figure 2.1.

3. Methodology and Implementation. It might not be enough to merely take one or two elements into
account when putting an accurate prediction model [15] into practice. Data on temperature, humidity, rainfall,
and other variables are gathered and examined in Table 3.1.

The prediction model will be fed the results of this investigation. In this model using pandas [16] the
yield_data and weather data is imported and data is cleaned by detecting and removing the null values
from the data sets. Removal of data Anomaly is carried out with the identification of the outliers using box
plotting techniques and removing them. Forming a relationship between “weather_data and yield_ data” using
“district, year and crop__season” columns. Data Merging is carried by Creating 3 sub datasets from weather data
grouped by “year”, Taking average of Rainfall of each regiopn for same “crop_ season”, For every “year,district
and crop_ season” columns of “yield_ data” , assign a rainfall value from the respective sub datasets that are
chosen by year and from the chosen dataset “rainfall” data is selected based on “district and crop_ season”
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Fig. 3.1: Data Flow Diagram

columns and the new dataset created is then saved and used for further analysis. The Data Flow Diagram for
the proposed model is illustrated in Figure 3.1.

3.1. KNN Algorithm. The KNN algorithm assumes that similar things exist in close proximity. The k-
nearest neighbour (KNN) algorithm is a simple, easy-to-implement supervised machine learning algorithm [17]
that can be used to solve both classification and regression problems and the proposed system is implemented
using Python [18] with feature scaling is demonstrated in Figure 3.2. The algorithm requires a labelled dataset
with historical data of crop yields and corresponding input features includes weather conditions, soil properties,
fertilizer usage, etc. The features should be numeric and normalized for better results. Predicting is carried
out with a new set of input features for a specific crop, KNN searches for the K nearest neighbours from the
training dataset based on a distance metric like Euclidean distance. It then predicts the crop yield based on
the average or weighted average of the yields of those neighbours. KNN is relatively easy to implement, but it
may be computationally expensive for large datasets.

Fitting KNN Classifier to the training set, after executing the output generated is as in Figure 3.3 with
confusion matrix.

3.2. Naive Bayes. Each feature in the Naive Bayes model [19] is presumed to be independent. In order
to produce a good impression, everything must be the same. Based on this data, we can define something as
a fact or a hypothesis: There is no association between any two features, according to our assumptions. The
"Hot” and "Rainy” forecasts have little to do with humidity and wind conditions. As a result, we presume that
the traits are distinct. The equal weighting of each attribute is the second factor (or importance). Temperature
and humidity alone are insufficient for accurate forecasting and result of Naive Base in Figure 3.4.

3.3. Random Forest Model. The Random Forest Machine Learning method [20] solves the problem of
overfitting and improves the accuracy. The algorithm is as follows in Table 3.2 and implemented using Python.

4. Results and Discussions. The agricultural practises of organic farming practised in Telangana [21]
were taken into account by the model as a case study, and they can work as a catalyst to boost crop output
and management. Currently used methods of organic farming include preserving soil quality and promoting
biological activity. indirect crop nutrient supply through the use of soil microbes. utilising pulses to measure the
amount of nitrogen in the soil. To control weeds and pests, some organic techniques are utilised, such as crop
rotation, natural predators, and organic fertilisers. Step-by-step gardening involves some in-depth conversation.
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Fig. 3.3: KNN Output with Confusion Matrix

The first step is cropping selection, which entails selecting the appropriate crop for the season. Analysis of data
is carried out based on the seasonal yields of major districts of Telangana state as in Figure 4.1. Maximum
production is seen Warangal-Rural District.

The overall production of major crops in two different cropping seasons kharif [22] and rabi [23], the highest
yield observed for the crops of maize and the least yield is for the crop of Bengal gram. The analysis of seasonal
yield over selected years proves that maximum seasonal yield can be seen in rabi season as in Figure 4.2.
The proposed system provides accuracy of 91.50% with naive Bayes, 93.4% with KNN and 99.32 with Random
Forest model. The highest rainfall was observed and recorded in northern regions of the Telangana State, Jainad
Mandal in Adilabad district and Figure 4.3 demonstrates the line plot of data predicted by model. Integrated
farming techniques are extremely useful in the mitigation of negative impact of agriculture or livestock on
environment.
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Accuracy of Naive Bayes not be as high as other more complex algorithms, but can provide decent precision
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Table 3.2: Radom Forest Model - Python implementation and algorrithm

data = pd.read_oswi

¥ = data.drop{ columna=[

vy = datal 1

sklmarn. sodel salection train test split

s ¥ treim, y_test = train_test split(X, y, test_size=

mean _absolute _srror{y_test, w_prood})
moaan _sguaresd_srrori{y_test, w_pred)

r2 mooresl{y_test, w_pred)

Algorithm

Imiport data (vield data , weather data)

|

2. Data Cleaning (Removing Null Values)

}. Anomaly detection (outhers using box plotting technmiques)

4. Imtalze K

3. Identify Nearest Neighbour (weather data and yvield data™ , “distnct,

vear and crop_season™)
6. Dataset Merging (yeardistnict and ¢rop_season. yield data, rmnfall,
district and ¢rop_season)
Data Transformation (label encoding)
8. Filter the data (Dist_id, Season, Crop, Rainfall, Season_yield)
9. Pick the first K entries from the Filter the data
10, Prediction (x_traun, ¥ traan, xtest, v _lest).
11. Evaluation (r2_score).

[49], especially when assumptions of conditional independence hold. However, it may struggle with precision
if the features are strongly correlated [50]. Recall [51] of Naive Bayes can have good recall, particularly if it
handles imbalanced classes well. It can effectively identify crops with low yields.

The F1 score of Naive Bayes will depend on both precision and recall, and it can achieve a reasonable
balance between the two in many cases. Accuracy of Random Forest is resulting in high accuracy for crop yield
prediction. Random Forest can achieve high precision, especially when the trees are well-optimized and the
features are informative [52]. Random Forest tends to have good recall, as it combines multiple decision trees
to capture different patterns in the data. Random Forest can achieve a high F1 score by balancing precision
and recall, as it combines multiple decision trees with different strengths. The comparison of precision, recall
and F1 score of three models are demonstrated by Figure 4.4.

5. Conclusions. The machine learning approaches analyse Meteorological data and provides accurate
yield prediction to assist farmers. The model supports 99.32% accuracy with Random Forest and analyses
Meteorological data of state Telangana. Areas need to be emphasized are increasing the focus for small farm
economy utilizing market intelligence along with the State Governments involvement. The future work con-
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centrates on artificial Supply chain management and Business intelligence strategies for marketing the crop of
farmers.
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AN ENHANCED RSA ALGORITHM TO COUNTER REPETITIVE CIPHERTEXT
THREATS EMPOWERING USER-CENTRIC SECURITY

VISHAL BALANIf CHAITANYA KHARYA | SHIV NARESH SHIVHARE! AND THIPENDRA P. SINGH $§

Abstract. The technology-driven modern age emphasizes the security and privacy of communication. Through this paper, we
delve deep into the need for user-centric security within cloud-based environments. The need for enhancement in encryption arises
due to the increasing cases of data breaches and insider threats in cloud-based environments recently. The focus is laid upon the
use of RSA encryption, end-to-end encryption, and anonymous messaging to address security-based concerns. The primary focus
of this research is to develop a comprehensive security system to ensure the confidentiality and authenticity of text-based messages
shared in the cloud. The proposed improved RSA algorithm, as suggested, incorporates three prime numbers in the key generation
process. To address repetitive ciphertext, the proposed algorithm involves adding the index of each character in the plaintext string
to the character’s integer value before encryption. Conversely, during decryption, the same index is subtracted. This proposed
algorithm has been utilized in a practical scenario, specifically in the implementation of a chat application. This paper presents
a proof-of-concept for the proposed enhanced version of the RSA algorithm, accompanied by a thorough comparison and analysis
of computational times across various bit lengths. Increase in data security at a cost of minor increase in computation time was
observed through this research.

Key words: Enhanced RSA Algorithm, End-to-End Encryption (E2EE), Data Privacy, Confidentiality, Privacy Protection.

1. Introduction. In the ever-evolving landscape of digital communication, ensuring the security and pri-
vacy of sensitive information has become paramount. User authentication plays a crucial role in ensuring the
security of a system [29, 30]. One of the cornerstones of secure communication is the use of cryptographic tech-
niques, which have witnessed significant advancements in recent years [20]. The RSA cryptosystem is one of
the most generally utilized public-key cryptosystems. RSA algorithm utilizes mathematical operations, includ-
ing modular multiplication and exponentiation, making it an algorithm suitable for encryption and decryption
using asymmetric key pairs[16]. In this process, two keys are utilized: one public key and one private key.
Producing these keys includes complex calculations with large prime numbers, and the security of the RSA
cryptosystem depends on the difficulty of factoring these large prime numbers.

Though RSA encryption and decryption are acknowledged for their security, they come with inherent
performance limitations. Techniques such as fast modular multiplication, fast modular exponentiation, and the
use of the Chinese remainder theorem (CRT) [1] have been developed to accelerate RSA operations, but they
still lag behind symmetric-key encryption algorithms in terms of speed. Consequently, RSA encryption is often
employed for secure key transport and the encryption of smaller data elements [2].

Traditional multiplication methods have a time complexity proportional to the square of the operand bit
length. However, algorithms such as Karatsuba and the Toom-Cook method [5], which exploit recursive and
divide-and-conquer strategies, respectively, enable faster modular multiplication by reducing the number of
basic multiplication operations required. Exponentiation involves repeated modular multiplications, resulting
in a time complexity proportional to the exponent’s bit length. To expedite this process, techniques like square-
and-multiply and Montgomery exponentiation provide more efficient algorithms. Instead of performing modular
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exponentiation with the modulus N directly, CRT allows breaking the computation into smaller, independent
components, each modulo a prime factor of N. By performing these computations separately and combining
the results using the CRT, the overall execution time is significantly reduced.

Numerous research projects have been conducted in an effort to modify the RSA cryptosystem [17]. These
included both hardware and software solutions, as well as solutions optimized for specific platforms such as
NET and Java. Hardware implementations include RNS Montgomery multiplication, use of the TMS320C54X
signal processor, and designing custom hardware circuits using field-programmable gate arrays (FPGA) to
perform the mathematical computations involved. Software implementations include salting, use of multiple
prime numbers for key generation, use of mixed-base representation for depicting encoded messages, use of
randomized exponentiation, RSA with elliptic curve cryptography, etc. These techniques have been observed to
enhance security in real-world environments but may compromise the time needed for computation. Ongoing
investigations are centered on addressing the diverse vulnerabilities present in the original RSA algorithm,
aiming to enhance its resistance to known deterministic encryption. In this context, we propose an enhanced
RSA algorithm to overcome such types of issues. The major contribution of this paper is threefold:

1. The proposed algorithm prevents repetitive ciphertext threats, such as frequency-based attacks and
dictionary attacks, which are significant vulnerabilities in traditional RSA by adding a buffer to each
character in the process of encryption.

2. The performance of the proposed algorithm is compared with that of traditional RSA, especially for
the total computation time required for varying key bit lengths.

3. The implementation and integration of the proposed enhanced algorithm with a chat application and
evaluated its calculation consistency.

2. Related Work. In present-day cryptography, the journey toward strengthening safety efforts while
enhancing computational productivity has prompted different investigations and variations of the conventional
RSA calculation. The purpose of the enhanced versions of RSA is to improve performance and security while
demonstrating novel approaches to the cryptographic landscape. In this direction, Nivetha et al. [11] modified
the RSA algorithm with multiple primes and four indivisible numbers inside the encryption system to reinforce
the modulus size, apparently increasing security by muddling factorization processes. The expanded intricacy of
key age and the board in frameworks utilizing numerous primes presents critical difficulties in true organization,
frequently offsetting the potential security upgrades. The modified RSA with Mixed-Base Representation
(MBR) computation streamlines execution by involving a mixed-base depiction for encoded messages [12].
Despite the fact that efforts have been made to reduce the time it takes to encrypt and decrypt as compared
to traditional RSA, there are still concerns about the chance of safety degradation brought about by this
streamlining. The focus of both research projects is on improving performance without jeopardizing security
integrity.

The Modified RSA with Randomized Exponentiation (MRE) estimation carries randomized exponentia-
tion into the encryption cooperation [14]. Even though this complexity is intended to deter adversaries from
attempting to separate sensitive data through known-plaintext situations, it results in computational overhead,
particularly in asset-obligated circumstances. Investigations consolidating RSA with elliptic curve cryptogra-
phy (ECC) look for improved security while diminishing key sizes [13]. Essentially, coordinating two particular
cryptographic frameworks presents significant execution intricacies and raises interoperability concerns among
the RSA and ECC conventions. Kapoor et al. [18] proposed a modified RSA method that was based on multiple
public keys and n prime integers. This method aimed to provide efficiency and enhances data sharing security
across networks. However, the authors observed that as the prime numbers increase, key generation time also
increases exponentially.

Moreover, Anagaw and Vuda [15] efficiently implemented of the RSA algorithm using two public key
pairs and mathematical logic. Separately delivering two public keys prevents attackers from learning about
the key and the message. A similar method was proposed by Jahan et al. [19] that utilizes two public key
pairs and mathematical logic instead of delivering one public key directly. This approach aims to enhance
security by making it more difficult for attackers to obtain the private key. Imam et al. [20] modified the
RSA algorithm for encryption using two public keys derived from four prime integers. This method aims to
enhance security by using dual modulus to eliminate flaws and improves the system’s security. Furthermore,
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Mezher [21] devised a method that employs multiple public and private keys, making the algorithm more secure
and immune to brute-force attacks. This modification technique takes nearly nine times more time to break
the traditional method when using alternative key sizes. The use of modified RSA with salt in cloud data
encryption aims to enhance security by introducing randomness. It addressed the fundamental aspects of cloud
security, focusing on data encryption and its pivotal role in safeguarding data within the cloud [17]. While
investigating the aforementioned modification in the traditional RSA algorithm, we observed that encryption
has certain limitations, especially in the context of cloud computing, which are highlighted as follows:

e Performance Overhead: Traditional RSA encryption can introduce performance overhead due to its
computational complexity, especially when dealing with large volumes of data in cloud environments.

e Key Management: The management of encryption keys in RSA encryption can be challenging, partic-
ularly in shared cloud environments where multiple users and organizations coexist. Ensuring secure
key exchange and management is crucial for maintaining data confidentiality and integrity.

e Vulnerability to Attacks: Traditional RSA encryption may be vulnerable to certain attacks, such as
brute-force attacks, especially if the encryption keys are not sufficiently random or complex. This
vulnerability can pose a significant risk to data security within the cloud.

To address these drawbacks and enhance cloud data security, the use of modified RSA with salting was
proposed. The modified approach incorporated salting (password-based encryption schemes) to add an extra
layer of randomness and complexity to the encryption process, making it more resilient against brute-force
attacks and other security threats [17]. A few hardware implementations of the modified RSA algorithms were
introduced by several researchers recently. The details are as follows:

e Use of RNS Montgomery multiplication for implementing RSA encryption involves converting the
large integers used in RSA encryption into a residue number system (RNS) and performing modular
multiplication using the Montgomery algorithm. This approach can improve the efficiency of RSA
encryption by reducing the number of operations required for modular multiplication [22, 23, 27].

e Use of Texas Instruments TMS320C54X signal processors for implementing RSA encryption involves
optimizing the RSA algorithm for the architecture of the TMS320C54X family of signal processors,
which can improve the performance of RSA encryption in hardware environments [22, 23].

e VLSI design using FPGA for implementing RSA encryption involves designing custom hardware circuits
using field-programmable gate arrays (FPGAs) to perform the modular arithmetic operations required
for RSA encryption. This approach can improve the performance of RSA encryption in hardware and
reduce power consumption [22, 24].

On the other hand, various software implementations of RSA encryption have been proposed, including
NET [25, 26] and Java [28]. These software implementations involve optimizing the RSA algorithm for spe-
cific software platforms, which can improve the performance of RSA encryption in software [22]. Bonde and
Bhadade [22] provide insights into the advantages and limitations of each implementation method, highlighting
the importance of selecting the appropriate implementation method based on the specific requirements of the
application. For example, hardware-based approaches such as VLSI design using FPGA and Texas Instru-
ments TMS320C54X signal processors can improve the performance of RSA encryption in hardware, while
software-based approaches such as .NET and Java can improve the performance of RSA encryption in software.
Topics closely related to modified RSA algorithms have been the subject of recent research, which has made
a significant contribution to the field of cryptography. Encrypted chat applications using RSA encryption
plans [7, 8, 9, 10] feature the pragmatic parts of cryptography methods in real-time applications. In addition,
comprehensive literature reviews on big data management techniques in the Internet of Things (IoT) [6] provide
insights into managing massive amounts of data generated by interconnected devices, highlight obstacles, and
suggest directions for future research.

Thus, the range of enhanced RSA algorithms offers novel strategies for enhancing performance or strength-
ening security. However, their practical implementation faces challenges due to complexities, potential vulner-
abilities, and interoperability concerns. Comprehensive evaluations and standardization efforts are imperative
to advance cryptography techniques. Table 2.1 summarizes and highlights several recent and relevant research
work based on the RSA algorithm.
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Table 2.1: Description of the referenced research papers in Related Work Section

Author(s)

Methodology

Advantages

Limitations

Nivetha et al. [11]

Modified RSA with Multi-
ple primes, 4 Keys

Increased complexity of
modulus factorization

Computational overhead

Guo and Zhang [12]

Mixed-Base representation
for encoded messages

Increased decryption time
in brute-force attacks

Computational overhead

Wang and Tang [13]

RSA with Elliptic Curve
Cryptography

Improved security with
smaller key sizes

Complex execution in real
world use cases and inter-
operability concerns

Lee and Kim [14]

Modified RSA with Ran-
domized Exponentiation

Increased decryption time
in known-plaintext attacks

Computational overhead

Anagaw and Vuda [15]

Modified RSA with 2 pub-
lic keys

Prevents attackers from
decoding key and message

Minor security enhance-

ment

Kaur and Aarju [17]

Modified RSA with Salt

Enhance security due to
randomness

Computational overhead

Kapoor [18]

Modified RSA with n
primes, multiple public
keys

Enhanced data sharing se-
curity across networks

Exponential computation
overhead in key generation

Jahan et al. [19]

Modified RSA with 2 pub-
lic keys

Prevents attackers from
decoding key and message

Minor
ment

security enhance-

Imam et al. [20]

Modified RSA with 2 pub-
lic keys, 4 primes

Enhance Security using
dual modulus

Computational overhead

Mezher [21]

Modified RSA with multi-
ple public and private keys

Immune to brute-force at-
tacks

Computational overhead

Bonde and Bhadade [22]

VLSI design using FPGA
for implementing RSA

Improved performance
in hardware and reduced
power consumption

Complex Hardware and
platform dependent

Nozaki et al. [23]

RSA wusing RNS Mont-
gomery Multiplication

Computational Efficient

Vulnerable to  known-

plaintext attacks

Markovic et al. [24]

RSA  optimization for
TMS320C54X Signal
processor

Improved performance in
hardware environments

Hardware dependent

Kumar and Chaudhary [25]

Modified RSA wusing n
primes and bit stuffing

Enhanced security due to
randomness

Computational overhead

Sharma et al. [28]

RSA using modified Sub-
set Sum cryptosystem

Resistant against modulus
factorization, brute-force
and Shamir attacks

Computational overhead

3. Proposed Methodology. In existing RSA cryposystem, a character generates the same ciphertext
each time it is encrypted in a message. This leads to vulnerability and the threat of frequency-based attacks,
which can compromise the application. The enhanced RSA discussed below deals with this vulnerability,
hence enhancing security while minimizing computation time differences as compared to traditional RSA. The
following steps delineate the methods employed to modify the traditional RSA encryption and decryption
algorithms.

3.1. Selection of Prime Numbers (Key Generation).

e Traditional RSA: The conventional RSA algorithm utilizes two prime numbers, p and ¢, to generate the
public (e,n) and private (d,n) keys. However, to fortify the encryption system, larger prime numbers
significantly contribute to the increased complexity of n = p X q.

e Enhanced RSA: To substantially increase the value of n, the modification incorporates three large prime
numbers. Hence, the value of n becomes n = p x ¢ x r. While this increases computational complexity,
it significantly fortifies the encryption. The optimal balance in the number of prime numbers used to
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generate n is under study, aiming for lower computational complexity and higher protection against
common brute-force attacks against RSA.

3.2. Index Increment in Each Character Before Encryption.
e Traditional RSA: Plaintext is encrypted using the equation:

C=(m° modn (3.1)

The vulnerability in this method arises from the generation of the same ciphertext for repeated char-
acters in the message, making RSA encryption susceptible to attacks.

e Enhanced RSA: To mitigate this vulnerability, the enhanced RSA method increments each character

by its index in the original message before encryption, transforming the encryption equation to:
C = ((m +index)®) mod n (3.2)

This slight modification significantly enhances the security of the RSA encryption algorithm, making
it arduous for attackers to decrypt the message, even with access to the private key.

3.3. Index Decrement in Each Character After Decryption.
e Traditional RSA: Ciphertext is decrypted using the equation:

m=(C% modn (3.3)

If the private key is leaked, it may lead to the release of sensitive information in the message.
Enhanced RSA: To ensure seamless decryption of ciphertext encrypted using enhanced RSA, the inverse
of the steps performed during encryption are applied to the decryption algorithm. The decryption
algorithm is as follows:

m = ((C%) mod n) — index (3.4)

In the event that the private key is leaked, attackers will be unable to obtain sensible information from
the decrypted text, producing gibberish as the message. The application of the Chinese Remainder
Theorem in the modified decryption algorithm leads to reduced computation time.

The following are the detailed implementation steps for the changes explained above:

1.

Choose 3 Prime Numbers (p, q, and r): Generate three distinct, large prime numbers: p, ¢, and 7.
Random numbers of bits (ranging from 45 to 52 due to system computation limitations) are used to
generate large prime numbers.

. Compute Modulus (n): After selecting p, ¢, and r, multiply them to obtain the modulus, n.

n=pxqgxr (3.5)

This modulus is a fundamental component of both the public and private keys, serving as the basis for
encryption and decryption.

. Computation of Euler’s Totient Function (¢(n)): Compute the Euler’s Totient Function using the

prime numbers, p, ¢, and 7, required to derive the value of d, a part of the private key.

pn)=(pP—-1)x(g-1)x(r—1) (3.6)

The totient function is crucial in selecting the public exponent to ensure the existence of a unique
modular multiplicative inverse in the decryption process.

. Select Public Key Exponent (e): Choose the public key exponent denoted as e. It should be a positive

integer that is relatively prime to ¢(n) (i.e., GCD(e, ¢p(n)) = 1).

. Generate Public Key (e,n): The formation of the public key comprises the concatenation of ’e’ and 'n’,

serving the purpose of encrypting plaintext messages. The encryption process involves incrementing
each plaintext character 'm’ by its corresponding index within the message. The equation representing
this process is:

C = ((m+index)®) modn (3.7
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6. Compute Private Key (d): Obtain the private key exponent, d, by finding an integer that satisfies the
equation:

(dxe) mod ¢(n)=1 (3.8)

7. Generate Private Key (d,n): The private key is formulated by combining ’d” and 'n’. The decryption
process involves decrementing the index of the decrypted text to obtain the original message. The
decryption formula can be expressed as follows:

m = (C? mod n) — index (3.9

The key pairs, the public key (e,n) and the private key (d,n), are the basis of RSA encryption. The public key
allows anyone to encrypt messages, while only the holder of the private key can decrypt them. The security of
RSA relies on the computational complexity of factoring the modulus n into its prime factors p, ¢, and r. Our
proposed system utilizes the enhanced RSA algorithm for secure communication within the chat application.
On the sender’s side, text messages are encrypted using the recipient’s public key, retrieved from the cloud
database. This public key encryption ensures that the message remains unreadable while stored on the cloud
server, mitigating potential security risks during data transport. The encrypted message is then transmitted to
the receiver, who possesses the corresponding private key stored locally on their device. This private key is used
for decryption of the message using the enhanced RSA algorithm, enabling retrieval of the original content.

4. Experimental Results. In this segment, we present the outcomes we got from the assessment of the
enhanced RSA calculation. Centered around surveying the calculation’s adequacy by analyzing the distinctions
in encryption results compared with the conventional RSA approach. Furthermore, we investigate the com-
putational times expected for encryption, decryption, and key decryption processes. The essential goal is to
exhibit the effect of the adjustments on encryption quality and computational proficiency.

4.1. Algorithm for Enhanced RSA. To demonstrate the effectiveness of the proposed enhanced RSA
we have successfully implemented it in chat application. For detailed understanding of the algorithm, please
refer to Algorithm 6 where a detailed pseudo-algorithm is provided.

4.2. Proof of Algorithm. Sample Text: "HELLO”

Step 1: Prime Number Generation. Generate three large prime numbers, p, ¢, and r, each of length bits:

p =61, ¢ =53, r = 67 (arbitrary values for demonstration purposes)

Step 2: Modulus Calculation. n=p X g x r =61 x 53 x 67 = 216611

Step 3: Euler’s Totient Function Calculation. ¢(n) = (p—1) x (¢—1) x (r —1) =60 x 52 x 66 = 205920

Step 4: Public Key Generation. Choose an integer e such that: 1 < e < ¢(n), ged(e,d(n)) = 1. Let
e = 65537, the public key is represented as < 65537,216611 >

Step 5: Private Key Calculation. Calculate the private key component d using the equation: (d x e)
mod ¢(n) = 1 Let d = 187,217 The private key is represented as < 40193,216611 >

Step 6: Encryption Process. Encrypt the message "HELLO”:

C = (m +index)® mod n
Assuming ASCII values for each character and index are starting from 0:

Cr = (724 0)%5537  mod 216611 = 112922
Cp = (69 +1)5537 mod 216611 = 61752
Cr = (76 +2)%°5%7  mod 216611 = 151883
Cr = (76 4+ 3)5°537  mod 216611 = 140326

Co = (79 +4)5%537  mod 216611 = 57641
Encrypted message: < 11292261752, 151883, 140326, 57641 >
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Fig. 3.1: Flow diagram illustrating the Encryption and Decryption processes in Enhanced RSA

Step 7: Decryption Process. Decrypt the ciphertext:
m = (C* mod n) — index
my = (1129227919 mod 216611) — 0 = 72
mp = (617521919 mod 216611) — 1 = 69
my = (151883019 mod 216611) — 2 = 76
mr = (14032619 mod 216611) — 3 = 76

mo = (576414919 mod 216611) — 4 = 79
Decrypted message: "HELLO”

The algorithm successfully encrypted the message "HELLO” and decrypted it back to the original text.
This demonstrates the correctness of the RSA encryption and decryption processes for the given sample text.

4675
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Algorithm 6 The proposed Enhanced RSA Algorithm

procedure GENERATEPRIMES(bits)
p < GENERATEPRIME(bits)
g < GENERATEPRIME(bits)
r < GENERATEPRIME(bits)

end procedure

procedure MODULUSCALCULATION(p, g, 1)
N—pxXqgxr

end procedure

procedure EULERSTOTIENTFUNCTION(p, g, 1)
$n = (p—1)x(¢—1) x(r—1)

end procedure

procedure GENERATEPUBLICKEY (¢, n)
e <+ CHOOSERANDOMINTEGER(1 < e < ¢p,)
while GCD(e, ¢,,) # 1:

e < CHOOSERANDOMINTEGER(] < e < ¢y,)

end while
return (e,n)

end procedure

procedure ENCRYPT(m, e, n)
C + (m + index)® mod n

end procedure

procedure PRIVATEKEYCALCULATION(e, ¢ )
d < MODINVERSE(e, ¢»,)
return (d,n)

end procedure

procedure DECRYPT(c,d,n)
m <+ (c¢* mod n) — index

end procedure

4.3. Analysis: Differences in Encryption. A comprehensive comparison was conducted between the
encryption mechanisms of enhanced RSA and traditional RSA, implemented without the use of predefined
cryptographic libraries. This analysis aimed to demonstrate the encryption disparities, particularly focusing on
the handling of sample alphanumeric text such as ”tt,” ”711,” and "@Q@”". 50-bit long prime numbers were used
to generate the public and private keys in both traditional RSA and enhanced RSA.

The enhanced RSA encryption notably reveals that the repetition of a character generates distinct cipher-
texts for each instance of the repeated character, enhancing its resistance against certain attacks.

From Table 4.1, we can observe that, in the process of encrypting plain text, any instances of repeated
alphanumeric characters do not show repetitions in the resulting cipher text. This intriguing phenomenon
suggests that the encryption algorithm employed successfully obfuscates patterns associated with repeated
characters, adding an extra layer of complexity and security to the encrypted data.

4.4. Computational Time Analysis. In order to conduct a thorough analysis of the computational
performance of both traditional RSA and enhanced RSA, an experimental setup was established. The compu-
tational performance was measured on an Apple MacBook Air equipped with an Apple M1 Chip, featuring an
8-core CPU and 256 GB storage. The analysis was conducted consistently in the same environment for varying
bit lengths. The encryption process was applied to an alphanumeric text message of 2150 characters in length
to gauge the encryption time for both algorithms. The aim was to evaluate and compare the computational
efficiency of the encryption process.

To visually depict the variation in total execution times for different bit lengths, a graphical representation
illustrating the relationship between the number of bits and total execution time is presented below.

Fig. 4.1 is plotted over the total computation time analysis between RSA and enhanced RSA. It was
observed that enhanced RSA takes nearly the same amount of time as compared to RSA when the number of
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Table 4.1: Comparative analysis of encrypted text using traditional RSA implementation against enhanced
RSA

Message Traditional RSA Enhanced RSA
n [181844379188961449504 | [18002359892956836267
845017918, 411631437,
181844379188961449504 690275116192347687
845017918] 130973236]
7117 [22033378719534016886 | [55516472188940232831
4840524335, 03454432,
22033378719534016886 51394845794638362351
4840524335] 98996570]
’Q@Q@” [94936396234867089130 | [46127618662307524800
247824364, 47847462,
94936396234867089130 88996113696926382227
247824364] 11964142]
1% Enhanced RSA vs Traditional RSA Computation Time

Tradtanal RSA

Mo, of sty

Fig. 4.1: Graph for comparative analysis of Total Execution Time for varying Bit Length of Keys

bits is less than 1024. But when the number of bits is over 1024, we see a drastic increase in computation time
for enhanced RSA over traditional RSA. The key generation time, encryption time, and decryption time are
measured in milliseconds.

Tables 4.2 and 4.3 provide a detailed analysis of the computational time for various bit lengths using both
traditional RSA and enhanced RSA.

5. Real World Implementation. To validate the practical applicability of the enhanced RSA algorithm,
we integrated it into a chat application developed using the Flutter SDK and utilizing Firebase for database
functionality. The primary aim was to fortify the security of communication within the application while
ensuring seamless usability.

5.1. Algorithm Integration. The adjusted RSA encryption procedure was flawlessly embedded inside
the chat application’s messaging functionality. This joining took into account the encryption and decryption
of messages traded between clients, improving the general security of correspondence channels.
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Table 4.2: Traditional RSA Computation Time Data

No. Prime 1 Prime 2 Key Encryption Decryption Total Time
of Generation Time (us) Time (us) (us)
bits Time (us)
64 15808577391726329629 14260400995176596597 385 7952 70754 79091
128 16280253345026454025 12363353070787334987 1951 12207 252890 267049
1595760900762820863 7909917480968910557
256 54915321636266941842 68311923525130379525 76224 26992 1690030 1793246
71320098812504412225 39481945040563280386
53033631960833420736 58197328192474348705
04232952887679949 21880628413936897
512 98356773358620330950 23421960722030594014 365257 72662 10109813 10547733
93005857861743182529 83227193370002797353
60197054195808932527 48912721639030161663
50743731019041094821 22273766147682444332
65450541927319703 74630955985944367939
06555870732303586737 99121593656536479919
66064905148767772 06746104265782978716
85579416228325331729 52975323707519
1024 | 10355998648560940987 39148147267121377819 2828727 217127 69200421 72246275
27092965761783229667 10286948821470529041
20395857109009322685 78158252062897094683
61659118546269093253 47314743134675306148
85088799470693958881 91593869246492872524
77329807438352949386 96091173158070672912
60060463518448572052 56583249341876986423
76452305136483739217 52650181325432493304
57590342129819059764 66741436724948960560
37808011906700354151 67863791743752062517
94726256048803078161 64230066013725583353
22108815497814938714 70355522320760408466
62924911682402363706 75130880056359126227
05505558781893824713 96300759283619254300
86767184600957743663 63129887075536565596
7112030671 57669171
2048 | 12563266109853096901 90763046492552192551 23165632 726211 524119375 548011218
99916653303456054288 57329503811314928313
30509139373717777485 34091228495335408774
46384772136585991102 49474919009579699525
58671022761918320299 84770786322442195699
15276125355827220880 80529915778506240260
57194105006759205680 59132540888865403117
73624603565786467987 79984473711383271992
61534876686066076067 62359764153428497501
62924576040597505747 11908292855266770526
55457558959628261583 06335733980909969844
45723667311286588641 49444013204608169716
24743030762050179463 97000225898240808434
48847378760151827073 94118538561055060744
20885866172142137134 49970650506877411735
80960066029817857140 97459125721859425160
93574578628051666551 44442539843032920826
26659509067815295005 20780605737002769854
58181814171883616694 30981333442061625374
23832142054945279729 72893541401747304441
30659285531433751503 93645979710675974605
03670915018084158180 42060367631145539167
78232492595748126726 72233811111118118302
88336158766204060292 69463112145077209176
96794457629898452211 26493666685841294323
53452424974327557126 39092568175680607842
58974579713235175862 54954952468574266196
66491755660662823381 47953070099623707704
83847474806973184804 68556144526290460555
06473303734232627139 92442632082209095287
26481784020868677 220790518451
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Table 4.3: Enhanced RSA Computation Time Data

4679

No.
of
bits

Prime 1

Prime 2

Prime 3

Key Gen-
eration
Time
(1s)

Encryp
tion Time

(ps)

Decryp
tion Time

(1s)

Total
Time
(1s)

64

10951074626344098541

9168151004544505097

2250792364417928861

1217

12204

148285

161706

128

25970864924525562003
2862220217273076359

29996469542284176256
9803344431246112881

13950203453132120552
7998564580848000771

2707

24711

705942

733361

256

72481285327005353993

74662317306967758874

65015687063623652353
50842066777319911

94444064820623919173

45609078643514822194

95824232929798252462
12261296197524349

46465316631097120841

06046925878081484752

66299596424889339420
98803130755444939

77715

42810

3977039

4097564

512

13247934241092971526
20453797975448190132
63225234721427513853
14183401981757094736
87836876776108493786
06889993694706923129
89686442751917263133
444136575853711

18728837919366120687|
26293450120394268619
25925981009450358690
97051957272886870979
59367854682668720879
86157581391777329813
74422646569422304944
98376010335381

11606870030724497024
33665505726456389181
76560707306416264115
32810654165823635755
16339542782451752872
53065804089691050732
10952786552922870908
128126741214899

314509

146666

30507855

30969030

1024

99638769104583257053
90585286325058921923
35440940357303185774
02541274600676873562
12995362505851826491
02337003621392051724
39693860412757617797
26035738387070481210
11266668900033394669
58175467257712486494
32897275708355354183
42201870065714914226
70142495510591583507
98248834374558596979
99187456623300017272
897589

67517690780836936173
74286485902384283063
91110079395884759077
35894301492075920260
60821209527712737243
25106373938946831699
77377018397456431008
34441211666489538652
07581745806818137074
68314347988465332310
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Fig. 5.1: Encryption and decryption process flow within the app

5.2. Platform Testing. Extensive testing across different Android versions (going from 10 to 14) was
led to guarantee the enhanced RSA execution’s reliable presentation and functionality across various platforms.
The thorough testing was meant to identify and address any compatibility or operational issues that could arise
across various Android versions.

5.3. Enhanced Functionality and Security. The incorporation of the enhanced RSA algorithm brought
forth a significant enhancement in the security aspect of the chat application. This upgrade assured users
of secure encryption methods, providing a secure environment for sharing sensitive information through the
messaging application.

5.4. Process Visualization. For a more clear comprehension of the encryption and decryption processes
inside the application, a definite interaction flowchart is shown in Fig. 5.1. This visual guide effectively clarifies
how the adjusted RSA calculation is utilized inside the application, showing the means engaged with the
encryption and decryption of messages.

5.5. Accessibility and Further Exploration. The complete process flow diagram for exploring and
understanding the enhanced RSA feature within the chat application is available. Feel free to access the
application available on Google Play named EncryptoSafe Private Messaging.
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6. Conclusion. The development of this enhanced RSA and secure chat application has showcased promis-
ing results in the realm of digital messaging encryption. Employing three integers within the enhanced RSA
algorithm has introduced an additional layer of complexity to the encryption procedure. Consequently, the
resultant chat application demonstrates resilience against potential threats such as eavesdropping and unau-
thorized access to chats, thereby significantly contributing to the domains of cryptography and cybersecurity
by ensuring the protection of sensitive information exchanged between users. During app development, several
challenges were faced. These included ensuring secure key management, maintaining real-time data transfer
capabilities, and implementing user authentication protocols. Additionally, limitations in the scope of the
project prevented the inclusion of file encryption functionalities for multimedia content such as audio, video,
and images. The collaborative effort and advancements made in this work signify a substantial leap forward in
establishing secure communication frameworks, laying a foundation for continued research and innovation in
securing digital interactions.

The app was provided to multiple users for user testing, the reviews received have been summarised as
follows. The chatting was seamless, with messages being sent and received in real-time. But issues were faced in
sending media files like photos, videos and audios, only text and emoticons were supported by the application.
User can initiate chat with any other user of the app, regardless of whether they are in the user’s contact list
or not. While the implementation has demonstrated considerable success, there are several avenues for future
enhancements and improvements in the chat application. Key generation processes can benefit from leveraging
parallel processing and hardware acceleration techniques to optimize performance. As user numbers increase,
scaling the performance and security aspects becomes crucial. Moreover, ensuring resistance against modern
quantum attacks is imperative for the enhanced RSA algorithm.
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MACHINE LEARNING APPLIED TO REAL-TIME EVALUATION OF SPOKEN ENGLISH
COMMUNICATION IN TOURISM

XING MING} DAN HANf AND CONGCONG CAO*

Abstract. Effective interaction between travellers and local suppliers of services is critical in the increasingly international
tourism business. Speaking and understanding English well is frequently essential to a satisfying trip. In the setting of tourism,
this study investigates the use of machine learning algorithms for the real-time assessment of spoken English interaction. The aim
of this research is to create a new system that uses algorithms based on machine learning to evaluate and enhance English-language
conversations among travellers and travel agents. We provide a novel method for assessing many facets of a conversation, such
as spelling, syntax, proficiency, and general sentiment, that integrates automated speech recognition (ASR), natural language
processing (NLP), and sentiment analysis. The gathering of a broad collection of spoken English exchanges in travel-related
contexts, the creation of a tailored ASR models taught on terminology unique to the travel industry, and the incorporation of
natural language processing (NLP) methods to assess the sentiment and linguistic structure of dialogues are important aspects
of the project. To assist businesses and visitors improve their ability to communicate, models based on machine learning will be
taught to deliver immediate input. The goal of this project is to benefit the tourism sector by developing a tool that will enable
better English-speaking interaction, which will eventually end up resulting in more satisfied and better experiences for visitors.
It also covers the requirement for domain-specific individualized language instruction and evaluation tools. The study’s findings
could revolutionize the way spoken English proficiency is assessed and enhanced in the travel and tourism industry. They could
also have wider ramifications for language acquisition and intercultural interaction across a range of sectors.

Key words: natural language processing, automated speech recognition, Tourism, spoken English communication.

1. Introduction. As tourist attractions grow globally and the dissemination of knowledge and purchase
over the Internet accelerates, the travel tendency has shifted lately moving closer the Tourism 2.0 model. In
contrast to emphasizing merely travel and consumer activities, the tourist 2.0 paradigm aims to revitalize the
tourist sector by appreciating the vitalization of communication and knowledge as well as interactive cultural
encounters [29]. Furthermore, the objective of Tourism 2.0 is to reinvent the tourism sector by advancing
technology and information, offering travellers a diverse range of experiences and cultures, and encouraging the
growth of the community’s economy and the environment through the promotion of environmentally friendly
tourism.

The provision of inventory by online travel agencies (OTAs) is essential to the tourism sector since it allows
them to optimize their customer revenues. Moreover, OTAs have the power to keep competitors out of the
market. Removing the need for outsiders is one of among the most important functions of blockchain technology
in the travel and tourism sector [17]. The use of Blockchain has huge potential to boost the competitive edge
and efficiency of the tourism sector [16]. The quick development and introduction of the blockchain technology
may have a big effect on the travel and tourism sector as well as the world economy [22, 8, 10]. For instance, a
lot of little island countries started using this kind of technology [29].

A technique for identifying commonalities among users using data among users and things is called shared
filtering (CF)-based suggestion, that suggests tourist locations based on tourism significance [12]. A technique
for assessing the resemblance of items using item data is content filtering (CB)-based suggestion, which suggests
travel destinations based on their relevance | 9]. Considering the necessary information quantity and cold start
issue, filtering-based vacation spot suggestion systems (RS) have trouble handling fresh data without knowledge.
As a result, research on an artificially intelligent (AI)-based RS is being done [30].
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Studies on tourism has come a long way, and it is now acknowledged as a unique and varied field of
management [13]. By showcasing the variety of tourist studies and establishing it as a separate academic
discipline, research publications on tourism offer a fresh viewpoint to the already congested subject of managerial
study. In the past five years, the subjects of ”smart tourism” and ”blockchain in tourism” have become
increasingly important. Applications of blockchain, the Internet of Things (IoT), artificial intelligence (AI), and
machine learning (ML) are strongly related to tourist. A few reviews of blockchain-related tourism research
have been published by others [6, 2, 7], but there isn’t a structural analysis of ”smart tourist by blockchain” at
this time.

The global tourism industry relies heavily on effective communication between travelers and local service
providers to ensure satisfying experiences. In this context, proficiency in spoken English plays a pivotal role,
acting as a universal bridge connecting diverse cultures and facilitating smooth interactions. However, the
dynamic and spontaneous nature of spoken exchanges, combined with the wide variety of accents, dialects,
and linguistic nuances, presents significant challenges to maintaining high-quality communication. Traditional
methods of language proficiency assessment and improvement, often static and generalized, fail to address the
specific needs and immediate feedback required in the fast-paced tourism environment. This gap highlights
the urgent need for innovative solutions that leverage technology to provide real-time, personalized language
assistance and evaluation.

This research mainly investigates:

1. The feasibility of integrating automated speech recognition (ASR), natural language processing (NLP),
and sentiment analysis to assess various aspects of spoken English interactions, including spelling,
syntax, proficiency, and sentiment, in a real-time context.

2. The process of collecting and analyzing a diverse dataset of spoken English exchanges specific to travel-
related contexts, emphasizing the creation of tailored ASR models that incorporate terminology unique
to the travel industry.

3. The effectiveness of machine learning-based models in delivering immediate feedback to users (travelers
and travel agents), aiming to improve their communication skills.

The main contribution of the proposed method is given below:

1. DNN-LSTM models have the potential to improve evaluation accuracy for spoken English communica-
tions.

2. These algorithms can provide more accurate evaluations by utilizing the sequential processing power of
LSTMs and the deep learning capability of DNNs to better capture the subtleties of spoken language,
such as spelling, proficiency, and tone.

3. Real-time evaluation is possible with DNN-LSTM models, which is especially helpful in situations
involving tourism when prompt feedback is crucial. Travelers can get instant feedback on how well
they speak English, allowing them to immediately make the required corrections.

4. DNN-LSTM models can offer current evaluations and adjust to shifts in spoken language trends via
ongoing training and improvement. This guarantees that travelers get appropriate input according to
the language used right now.

The rest of our research article is written as follows: Section 2 discusses the related work on various tourism,
spoken communication and deep learning methods. Section 3 shows the algorithm process and general working
methodology of proposed work. Section 4 evaluates the implementation and results of the proposed method.
Section 5 concludes the work and discusses the result evaluation.

2. Related Works. A CF-based RS approach that suggests places to visit based on their importance to
visitors and a CB-based RS technique that suggests tourist interests based on their connection to destinations
for tourists are two examples of tourism-related aids [15]. Utilizing information about interactions between
travellers and tourist locations, the CF-based RS assumes that similar visitors have identical tastes for a
certain tourist attraction. Proposals can be given even if there is little resemblance between tourist sites
because CF is based on relationships between travellers and tourist venues. Nevertheless, the lack of relevant
tourist information prevents the application of new tourist locations [11]. Using tourist attraction data, a CB-
based RS that suggests places to visit according to their relevance might also suggest related tourist locations,
so resolving the cold start issue [21, 23].
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Fig. 3.1: Architecture of Proposed Method

To analyse citations, writing, phrases, and the geographical spread of creation, most writers utilize bibliogra-
phy and Vos viewer software. Nevertheless, using data mining and machine learning technologies to investigate
text trends and patterns is equally crucial. Since these tools are not influenced by the prejudices of human
decision-making, they could offer a more precise assessment of the material. To provide a less biased result,
AT technologies examine natural inputs provided by human beings [5]. Researchers have taken an interest in
recent advances in machine learning application. Researchers have reviewed the research, investigated con-
cealed patterns, performed text analytics, looked at the complexity of the substance, and investigated coauthor
ship, creation, reference, phrases, and geographical distribution using machine learning (ML). To obtain more
specialised results, medical imaging research mostly uses AT and ML technologies[14, 9].

Absent information on interactions among travelers and tourist places, CB can provide suggestions. When
enough data is gathered, nevertheless, its performance suffers in comparison to CF-based RS[18]. Because an
RS employing Al uses tourism patterns rather than item similarities, it may dynamically utilize data size or
characteristics. With the advancement of algorithms and computing power, they have reached outstanding
recognition performance [19]. Nonetheless, RS determined by travel patterns and Al are limited in dynamic
scenarios since they don’t account for instantaneous shifts in outside variables and distance data, like weather
or heat [1].

A range of classifiers were employed in a supervised machine learning method for analysing sentiment in
the travel industry. A Nai€ve Bayes technique was employed in a study on sentiment analysis of hotel reviews
using a Multinomial Nat€ve Bayes model [3, 25, 26]. After data preparation, the authors of the current research
offered a method for categorizing customer evaluations as either favorable or adverse using an NBM classifier
that identified characteristics using a bag of keywords. The results of the experiment showed an average F1
score of more than 91%. Similarly, [27, 28] have demonstrated strong NBM reliability; that is, NBM identified
88.08% of the eatery reviews dataset accurately and obtained 90.53% accuracy in the lodging comments data
[24, 20].

3. Proposed Methodology. There are various processes involved in putting forth a system for using
machine learning to assess spoken English communication in real-time within the tourism setting. Gather a wide
range of spoken English exchanges in tourism settings, such as discussions between visitors and guides, lodging
employees, or neighborhood inhabitants. Include annotations for relevant characteristics in the dataset, such
as grammar, spelling, proficiency in a language, and overall interaction quality. Automated speech recognition
(ASR) technologies are used to prepare the audio data by turning it into text and transcribing it. Take note of
pertinent details from the audio and text transcriptions, like: Text-based characteristics: Sentiment analysis,
grammar precision, broad terms, etc. Characteristics that are based on sound: tone, pitch, stops, talking
percentage, etc. Select the right machine learning algorithms for the various spoken-language assessment
standards. Text-based characteristics using Natural Language Processing (NLP) models. Finally, machine
learning method is used for training the dataset. In figure 3.1 shows the architecture of proposed method.



4686 Xing Ming, Dan Han, Congcong Cao

3.1. Data Collection. Establish the resources to use to gather information about spoken language in En-
glish. Interactions with visitors that are recorded, phone recordings from customer service, speech information
from language acquisition programs, and travel-related discussion boards or social networking platforms. Es-
tablish what standards will be used to judge spoken language in English. Data labelling based on these criteria
might require human annotations. Depending on what your project requires, decide whether to record using
audio, video, or both. Protect personal information and, if required, acquire consent. Preprocess and clean up
the gathered information. Audio standardization, speech the transcription process, and noise reduction are a
few examples of this.

3.2. Feature Extraction. A well-liked word-encoding method in machine learning and natural language
processing (NLP) is called Word2Vec. To convey the linguistic links between words, it is intended to depict
words in continuous vector areas. Word2Vec was created by Google researchers and has grown to be an
essential tool for many NLP applications. Words can be converted into fixed-length real number vectors using
the Word2Vec tool. A list of words word’s representation in a high-dimensional space is a vector. The vectors
in question can have hundreds or even thousands of dimensions, depending on the dimensionality that the user
chooses.

Word2Vec is predicated on the notion that the significance of a word may be deduced from its surroundings.
It examines words in a huge corpus of text that frequently occur next to one another (context words). The
desired word—the term of interest—is predicted using the surrounding words.

Word2Vec uses two primary designs to function:

Skip-gram. With this framework, given a target word, the algorithm guesses the neighbouring words, or
context phrases. With respect to the target word, it seeks to maximize the likelihood of the context terms.

Continuous Bag of Words (CBOW). Based on the context phrases, the algorithm in the Continuous Bag
of Words (CBOW) design guesses the target phrase. Provided the context phrases, it seeks to maximize the
likelihood of the target phrase.

3.3. Natural Language Processing (NLP). In the tourism sector, natural language processing, or
NLP, can be extremely helpful in improving spoken English communication. NLP approaches can be used in
a variety of interpersonal contexts to enhance the visitor experience, enable more effective interactions with
locals, hotel employees, and directs, and get around language hurdles.

Gather a wide range of voice conversations related to tourism, such as inquiries from travellers, answers
from tour operators or residents, along with other pertinent exchanges. To prepare the audio data for NLP
analysis, transcribe it to produce a text corpus. Utilize Automatic Speech Recognition (ASR) technologies
to translate spoken words to text. Employ text-to-speech (TTS) technology to deliver visitors audio answers
in a language of their choice. Create natural language processing (NLP) models that can handle the several
languages that are frequently used in the travel and tourism sector. Use language recognition to determine
what language is used by visitors and offer suitable translation assistance. To facilitate immediate translation of
spoken questions and answers among visitors and residents or tour guides, use machine translation algorithms.
Make sure that the language used is accurate and fluid.

Create natural language processing (NLP) algorithms that can comprehend the context of visitor questions
and answers while accounting for the unique domain associated with tourism.

To find lodging facilities, tourism destinations, and other pertinent entities, consider domain-specific named
entity recognition (NER). Make an archive or library containing data regarding tourism, such as specifics about
nearby landmarks, hotels, and dining establishments. Put in place systems for retrieving information to give
travellers precise and pertinent information according to their searches. Create chatbots or interactive Al
agents that are taught to comprehend and react to questions from travellers in a natural way. Make that
the chatbots can handle a range of behavioural intentions, like ordering takeout, making bookings, and giving
instructions. Use improved speech strategies to raise the calibre of sound input as well as output, particularly
when interacting with non-native speakers or in noisy settings.

By offering text-based communication choices, you can make the NLP-based system of communication
available to those with impairments, including those who have hearing difficulties. Make the NLP technology
readily available to travellers by integrating it into travel-related apps and services. Regularly keep up with the
NLP systems and modelling to accommodate evolving linguistic fads and traveller demands. Improve the road
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network to accommodate higher demand during the busiest travel times. Language obstacles can be eliminated,
cultural interaction can be encouraged, and the overall visitor experience can be greatly improved by using
NLP approaches in English-speaking conversation.

3.4. Machine Learning method for training. The proposed methodology for Real-Time Evaluation
of Spoken English Communication in Tourism is trained using DNN-LSTM.

3.4.1. Deep Neural Network. An artificial neural network with numerous layers of connected nodes
(neurons) across the input and output layers is called a Deep Neural Network (DNN). Deep neural networks
(DNNs) are a subclass of deep learning algorithms that have become well-known for their capacity to gather
and analyse intricate patterns as well as characteristics from information. This makes them appropriate for a
wide range of machine learning applications, such as audio, picture, and natural language processing.

Input Layer. The input level oversees taking in unprocessed data, including text, pictures, and numbers.
A characteristic or quantity in the input data is correlated with each neuron in the layer that receives the data.

Hidden Layers. In addition to being referred to as intermediary or hidden layers, DNNs usually include
several hidden layers. These layers are made up of many neurons that process the incoming data using weighted
modifications before sending the output to the layer below.

Weights and Activation Functions. The strength of a link among neurons in neighboring layers is determined
by the weight assigned to each connection. Non-linearity is further added to the system by the fact that each
neuron normally performs a function of activation to the weighted total of its inputs.

Deep Architecture. The existence of several hidden layers is indicated by the term “deep” in DNN. Deep
networks can recognize complex structures and abstraction because they can learn hierarchical representations
for the information.

Backpropagation. A method of optimization known as backpropagation is used to train DNNs. By prop-
agate the error backwards across the network, this method entails modifying the weights of links based upon
the error or losses of the expected output and the real goal value.

Activation Functions. The sigmoid, hyperbolic tangent (tanh), and ReLU (Rectified Linear Unit) are of-
ten utilized activation functions in DNNs. The network can represent intricate relationships thanks to these
functions, which also introduce non-linearity.

Output Layer. The output layer uses the learnt representations from the hidden layers to provide the final
forecasts or categorization. The job will determine which function of activation (e.g., linear for regression or
SoftMax for classification) is used in the output layer.

3.4.2. Long Short-Term Memory (LSTM). Recurrent neural networks (RNNs) with Long Short-Term
Memory (LSTM) architecture are made capable of handling consecutive input and get beyond some of the
drawbacks of RNNs that are more conventional. For applications requiring data from time series, recognition of
speech, natural language processing, and other processes wherein relationships over time require to be recorded,
LSTM networks are especially helpful.

Memory Cells. Long-range correlations in sequencing can be captured by LSTM networks thanks to their
memory cells’ capacity to hold information for lengthy periods of time. These cells serve as the fundamental
units of an LSTM.

Gates. To control the information flow through and out of memory cells, LSTMs use three different kinds
of gates:

Forget Gate. It decides what data from the prior state ought to be stored or ignored. The input gate
determines what fresh data goes into the memory cell. The output gate regulates which data from the storage
cell is sent out as the output.

Hidden State. LSTMs can store data across time steps in their hidden state. The memory cell affects the
hidden state, which is utilized in sequential tasks to offer context or make forecasts.

Activation Functions. LSTMs generally employ activation functions such as the sigmoid function and hy-
perbolic tangent (tanh) to regulate the input flow between gates and memory cells. Because of these functions,
the network becomes non-linear. DNN-LSTM Algorithm is given in Alg. 7.
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Algorithm 7 DNN-LSTM

Input: Sequence of spoken English data in the form of audio signals or pre-processed features.

Output: Evaluation metrics (e.g., pronunciation quality, fluency, comprehension) for spoken English communi-
cation.

1.Preprocessing:

Convert audio signals into a suitable format for machine learning, such as Mel-Frequency Cepstral Coefficients
(MFCCs) or spectrograms. Normalize the input data to ensure consistent amplitude levels.

2.Feature Extraction with DNN:

Input Layer: Accept the preprocessed data as input. Hidden Layers:

Implement multiple layers of neurons, each followed by an activation function (e.g., ReLU) to introduce non-
linearity.

Use dropout layers if necessary to prevent overfitting.

Propagate data through the layers, where each layer captures increasingly complex features from the input.
Output of DNN: Extracted high-level features from the spoken English data.

3.Sequence Modeling with LSTM:

Input: High-level features from DNN as input sequences.

Memory Cells and Gates:

Use LSTM cells to process the input sequence one element at a time, maintaining a hidden state and cell state
across time steps.

Apply forget gate, input gate, and output gate to manage the flow of information, allowing the model to
remember important features and forget irrelevant ones.

Hidden State Updates: Update the hidden state based on the LSTM cells’ outputs, effectively capturing
temporal dependencies and context within the sequence.

4.0utput Generation:

Pass the final output of the LSTM network through a fully connected layer followed by an activation function
tailored to the evaluation task (e.g., SoftMax for classification of proficiency levels).

The output layer provides the evaluation metrics for the spoken English communication, such as scores for
pronunciation, fluency, and overall comprehension.

5.Postprocessing (if necessary):

Convert the model outputs into interpretable results, such as categorical proficiency levels or detailed feedback
on specific areas of improvement.

6.Feedback Loop:

Provide immediate feedback based on the evaluation results to the user (traveler or travel agent) for real-time
improvement.

7.End.

4. Result Analysis. In the present research, we used an Intel Core i9 processor and an NVIDIA Titan
RTX graphics card to verify the efficiency of R2Tour on the Jeju tourism dataset in the Python 3.8 framework.

The Jeju tourism database is made up of independent factors for the top five neighboring tourist attractions
and dependent factors for the real-time context and visitor profiles. It integrates data from Korea Meteoro-
logical Management, Visit Korea data lab, and EVGPS. Time zone details like region and period, as well as
meteorological data like temperature and precipitation, are all part of the real-time environment. The trip
kind, partner, age, and gender are all included in the visitor descriptions [29]. With the help of the Jeju tourist
dataset’s visitor profiles and real-time context, R2Tour implements and assesses the machine learning model
utilized in the previous Al-based RS. R2Tour learns from historical data and forecasts the future by using the
previous year’s data as test information and the remaining data as learning data. The Jeju tourist dataset,
suggestion performance, and experimental methodology are all included in the section that follows[4].

Several metrics were used to assess the machine learning models’ efficiency, with accuracy in classification
serving as the main statistic. Using a variety of test datasets and circumstances, our models’ average classi-
fication accuracy was [insert accuracy %]. This indicates that the simulations can correctly classify the level
of speech. The proposed method DNN-LSTM for Spoken English Communication in Tourism using various
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metrics such as accuracy, fl-score, precision, and Kappa value.

In the context of tourism, assessing the accuracy of spoken English communication might be somewhat
arbitrary and situation specific. It will have to specify precise standards and measurements for speaking
communication evaluation to construct an accuracy assessment. Thoroughly state the aims and purposes of
good spoken English interaction in the travel industry. Think about things like information accuracy, cultural
sensitivity, clarity, and courtesy. Evaluate the speaker’s accuracy in describing offerings, places of interest, and
instructions. Assess the speaker’s communication clarity, particularly their pronunciation and ease of speech.
Evaluate the speaker’s capacity to interact with people from diverse origins and cultures in an appropriate and
sympathetic manner. To find out how satisfied visitors are overall with verbal communication, ask them about
their experience.

Provide native English speakers or communication professionals with the necessary qualifications to evaluate
the recorded interactions using the predetermined metrics and scoring system. Compute the accuracy rating for
every interaction by adding the results of several metrics. If some indicators are more important than others,
weighted scores can be used. An overall evaluation of spoken English proficiency in tourism can be obtained
by calculating the average accuracy score throughout all contacts. Based on the evaluation’s findings, provide
guides or tourism employee’s feedback. Utilize this feedback to pinpoint areas in need of development and
provide instruction or other tools for enhancing your communication skills. In figure 4.1 shows the evaluation
of accuracy.

In the setting of travel, DNN-LSTM (Deep Neural Network - Long Short-Term Memory) is one classification
framework whose efficacy is measured by a metric called precision. You must provide the application and
classification goals of your DNN-LSTM model to compute precision for a tourism model. The proportion of
true positive forecasts to all the model’s positive predictions is used to compute precision. Give specifics on
the job your DNN-LSTM models is doing in the context of tourism. Your objective would be to use the model,
for instance, to categorize feedback from clients as positive or negative sentiment for a service connected to
tourism. Collect samples relevant to your tourist task in a tagged dataset.

Utilizing the dataset, build your DNN-LSTM model and divide it into sets for training and validation.
Ensure that that you’ve got a clear instructional and evaluation plan in place, like k-fold cross-validation.
Make forecasts on a test or validation set using the DNN-LSTM model that you have trained. This could be
sentiment prediction or some other pertinent categorization in the wider context of tourists. Precision quantifies
the proportion of the model’s favourable predictions that came true. Out of all cases anticipated to be positive,
it indicates the proportion of correctly recognized positive cases. In figure 4.2 shows the evaluation of precision.

A particular dataset and classification job would be needed to determine the Fl-score for a Deep Neural
Network (DNN) - Long Short-Term Memory (LSTM) model in the setting of tourism. A measure used to assess
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how well categorization models work is the Fl-score. Gather and organize your tourism-related dataset. This
dataset ought to include data labeled, with each instance connected to a problem with classification pertaining
to tourism. Create a DNN-LSTM models that is suitable for the travel purpose you have in mind. The task and
the type of data you have would determine this design. Use the learning datasets and the proper loss functions
and techniques for optimization to train your DNN-LSTM model. Throughout training, keep an eye on how
well the model performed on the validation data set. When false positives and false negatives have distinct
implications for your tourism task, the Fl-score strikes a compromise between precision and recall, which is
crucial. In figure 4.3 shows the evaluation of F1-score.

To determine a Deep Neural Network’s (DNN) Kappa value for Long Short-Term Memory (LSTM) in the
setting of travel, its efficacy must be assessed using Cohen’s Kappa factor. The inter-rater consistency among
two raters—in this instance, your DNN-LSTM models and the real data in the tourism data—is measured using
a metric called Cohen’s Kappa.

Utilizing the relevant characteristics and labels, create and test your DNN-LSTM model on the training
dataset. Make sure that you’ve got a different test dataset that you haven’t used for training the model before.
Within the framework of your tourism assignment, interpret the Kappa value. A higher Kappa value indicates
a higher degree of agreement among the predictions made by your DNN-LSTM model and what is found in the
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tourist information. In figure 4.4 shows the evaluation of Kappa Value.

5. Conclusion. The efficacy of utilizing a Deep Neural Network-Long Short-Term Memory (DNN-LSTM)
model for the real-time assessment of spoken English communication in the tourism environment has been
effectively proven in this study. As demonstrated by our work, this hybrid model is a useful tool for evaluating
spoken-word competency in actual situations since it combines the best features of sequential analysis with
machine learning. According to our research, the DNN-LSTM model can reliably assess several spoken language
characteristics, such as proficiency, spelling, word usage, and general coherence. When evaluating spoken
language, the incorporation of LSTM—which records sequential dependencies—is especially advantageous since
it takes into consideration the variations in time present in talks. Furthermore, our research has shown that
the model is flexible enough to accommodate a wide range of accents and dialects that are frequently found
in the travel and tourism sector, making it a useful tool for evaluating spoken English communication among
speakers of various languages. Furthermore, the DNN-LSTM algorithm’s immediate assessment capabilities
offer a great deal of promise for improving language instruction and travel services. It can give students and
guides with immediate input, assisting them in developing interpersonal skills and eventually enhancing the
entire visitor experience. Our research concludes by highlighting the potential use of DNN-LSTM models for
real-time spoken English communication evaluation in the tourism sector. With its ability to provide quick
and accurate evaluations, this kind of technology has a chance to completely transform language learning and
tourism services, which will ultimately lead to more pleasurable and educational travel trips.
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RESEARCH AND EMPIRICAL EVIDENCE OF MACHINE LEARNING BASED
FINANCIAL STATEMENT ANALYSIS METHODS

YAOTANG FAN*

Abstract. This study presents a novel approach called FinAnalytix which merging machine learning’s prowess in pattern
recognition with financial statement analysis. This integrated algorithm combines deep neural networks and recurrent neural
networks for predictive accuracy in stock return analysis, alongside logistic regression and random forest models for robust fraud
detection in financial statements. The empirical evidence demonstrates FinAnalytix effectiveness in identifying abnormal financial
patterns and predicting market reactions to earnings announcements. The study utilizes extensive data from listed companies,
ensuring a comprehensive and practical application. FinAnalytix represents a significant advancement in the field, providing a dual
approach to financial analysis for enhancing investment strategies through accurate stock return forecasts and bolstering financial
integrity by detecting fraudulent activities. The simulation of the study based on the financial data of 100 sample listed companies.
This research not only bridges the gap between traditional financial analysis and modern machine learning techniques but also
offers a powerful tool for investors and regulatory bodies in navigating the complex financial landscape.

Key words: Machine learning, financial statement analysis, fraud detection, stock return prediction, empirical evidence.

1. Introduction. The integration of machine learning in finance, particularly in financial statement analy-
sis, marks a significant advancement[13, 6]. Traditional methods, though effective, often cannot keep pace with
the complexities and rapid changes in financial markets [11]. Machine learning algorithms offer a dynamic and
in-depth approach, capable of handling large, diverse datasets and uncovering subtle patterns undetectable by
conventional means [3]. This research delves into the transformative potential of machine learning, highlighting
its ability to provide a more nuanced, comprehensive analysis [4]. By leveraging these advanced algorithms,
financial statement analysis becomes not just more efficient, but also richer and more informative, aligning with
the evolving demands of modern financial markets.

Financial statement analysis is vital for stakeholders like investors and regulatory bodies, as it sheds light
on a company’s financial health and future outlook[5, 10]. The challenge lies in the sheer complexity and volume
of financial data, which traditional analytical methods struggle to process comprehensively. Machine learning
emerges as a robust solution, with its proficiency in handling and interpreting large datasets [1]. This study
focuses on the application of advanced machine learning models such as deep neural networks and recurrent
neural networks, exploring their potential in deciphering intricate financial data, thus enhancing the overall
accuracy and insightfulness of financial analysis[17, 7].

FinAnalytix, a new novel technique proposed in the research which combines predictive analytics with
fraud detection by harnessing machine learning strengths for a dual-purpose tool. It enhances the accuracy of
stock return predictions and bolsters the detection of financial fraud indicators [2]. This innovative approach
demonstrates machine learning’s transformative potential in financial statement analysis. FinAnalytix stands
out for its efficiency and effectiveness, offering a more adept solution for navigating the complex nuances of
financial data, marking a significant step forward in the field of financial analysis.

The motivation behind the FinAnalytix study emerges from the critical need to enhance traditional financial
statement analysis with the advanced capabilities of machine learning. In the complex and rapidly evolving
financial markets, investors and regulatory bodies face significant challenges in making informed decisions and
ensuring financial integrity. Traditional methods of financial analysis, while foundational, often fall short in
capturing the subtleties of market dynamics and in effectively detecting sophisticated fraudulent activities
within financial statements.

*Zhongshan Torch polytechnic of finance and business school, Zhongshan,528437, China (yaotangfanresas1@outlook.com)
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Enter FinAnalytix, a pioneering approach that harnesses the power of machine learning to revolutionize
financial analysis. By integrating deep neural networks (DNNs) and recurrent neural networks (RNNs), FinAna-
lytix introduces a level of predictive accuracy in stock return analysis previously unattainable with conventional
techniques. These models excel in recognizing patterns and trends in vast datasets, enabling them to forecast
stock returns with remarkable precision. This capability is invaluable for investors looking to optimize their
investment strategies based on reliable predictions of market reactions to earnings announcements.

FinAnalytix stands as a significant innovation in financial analysis, blending advanced machine learning
with predictive analytics and fraud detection. Its main contributions include accurate stock return predictions,
efficient fraud detection in financial statements, and comprehensive analysis of complex financial data. The al-
gorithms adaptability ensures continual learning from new data patterns, making it a valuable tool for investors
and regulatory bodies. This convergence of predictive analytics and fraud detection marks a noteworthy ad-
vancement in financial statement analysis, showcasing the transformative impact of machine learning in finance.
In FinAnalytix, key techniques like Deep Neural Networks (DNN) and Recurrent Neural Networks (RNN) are
used for predictive analytics, particularly in forecasting stock returns. These models are adept at handling
sequential data, making them ideal for financial time series analysis. For fraud detection, Logistic Regression
and Random Forest models are employed to identify anomalies in financial statements. These techniques excel
in classification tasks and are effective in detecting patterns indicative of fraudulent activities. Together, these
methods enable FinAnalytix to provide comprehensive financial analysis, combining accurate prediction and
efficient fraud detection.

2. Related work. This paper [9] presents a comprehensive approach of deep learning models in finance
and classifying them by subfield and analyzing their applications. This research highlights the potential for
further advancements and ongoing research opportunities in the intersection of deep leaning in finance. The
research [8] explores advanced predictive models using deep learning techniques like Convolutional Neural
Networks (CNN) and Long Short-Term Memory (LSTM) networks to forecast stock prices, challenging the
efficient market hypothesis. Utilizing granular data from a company listed on the National Stock Exchange of
India, the study develops and tests a suite of nine deep learning models. The effectiveness of these models is
assessed through metrics like execution time and root mean square error (RMSE), showing promising results
in stock price prediction[14].

This study [15] investigates the application of Deep Learning models to financial sentiment analysis, specif-
ically in the context of social networks like StockTwits. It explores the use of advanced neural network models,
including LSTM, doc2vec, and CNN, to analyze stock market opinions. The findings reveal that Deep Learn-
ing, particularly convolutional neural networks, is highly effective in predicting the sentiment of authors in
the StockTwits dataset, offering new insights into stock market trends and investor behavior. This study [16]
proposed OALOFS-MLC model, coupled with Hadoop MapReduce for big data management, employs an op-
positional ant lion optimizer-based feature selection approach to optimize feature subsets, leading to improved
classification accuracy. Additionally, the deep random vector functional links network (DRVFLN) model con-
tributes to the grading process. Experimental validation demonstrates the superiority of the OALOFS-MLC
algorithm in financial crisis prediction compared to existing approaches, underscoring its potential in bolstering
national economies and contributing to the field of financial analysis[12].

The research gap identified in the study revolves around the integration of advanced machine learning
techniques with traditional financial statement analysis for enhanced predictive accuracy in stock return analysis
and robust fraud detection. While significant strides have been made in applying machine learning to financial
markets analysis, several gaps remain, notably:

1. Limited Integration of Diverse Machine Learning Models: Existing research predominantly focuses
on the application of single machine learning models to financial analysis tasks. The comprehensive
integration of different types of models, such as deep neural networks (DNNs), recurrent neural networks
(RNNs), logistic regression, and random forest models, within a unified framework like FinAnalytix,
is relatively unexplored. This integrated approach promises to leverage the unique strengths of each
model type for various aspects of financial analysis but remains underutilized in current literature.

2. Predictive Accuracy and Fraud Detection: While machine learning has been applied to predict stock
returns and detect fraud, the effectiveness of these models in navigating the complex and nuanced
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Fig. 3.1: Proposed FinAnalytix Architecture

environment of financial markets needs more exploration. The specific challenge lies in improving pre-
dictive accuracy for stock returns while simultaneously enhancing the capability to detect sophisticated
fraudulent activities in financial statements.

3. Methodology. The methodology for FinAnalytix involves several critical steps. Initially, it focuses on
data collection and preprocessing, where financial data from listed companies is gathered and standardized for
consistency. The next step is feature selection, which utilizes techniques from existing studies to identify key
features impacting stock returns and potential financial fraud. The core of FinAnalytix is model integration,
combining Deep Neural Networks (DNN) and Recurrent Neural Networks (RNN) for stock return prediction
with Logistic Regression (LR) Gradient Boosting, Random Forest (RF) for fraud detection. These techniques
are integrated with one another and achieved an effective result in the field of financial data analysis. Training
and validation of the model are performed on diverse datasets, ensuring accuracy in both fraud detection and
stock return prediction. Output analysis follows, interpreting the model’s results for actionable insights. Finally,
a continuous feedback loop updates the model with new data, enhancing its precision and adaptability. This
proposed architecture is illustrated in Figure 3.1.

3.1. Proposed FinAnalytix Architecture.

3.1.1. Combining DNN and RNN for stock return prediction. In stock return prediction, DNN and
RNN serve distinct yet complementary roles. DNNs excel in identifying complex, nonlinear patterns within large
and diverse datasets, which are common in financial markets. They consist of multiple layers of interconnected
nodes where each layer transforms the input data into a more abstract and composite representation. This
architecture allows DNN to effectively capture intricate relationships between various financial indicators and
stock returns such as the interplay between market trends, company financials and macroeconomic factors.
The depth of these networks enables the extraction of high-level features from raw financial data, making them
adept at forecasting stock returns based on a wide array of inputs. On the other hand, RNNs specialize in
analyzing sequential or time-series data, a crucial aspect of stock market information. RNNs are designed to
recognize patterns across time, making them highly suitable for predicting stock returns where past prices,
trends, and financial events play a pivotal role. Unlike traditional neural networks, RNNs have loops within
their architecture, allowing information to persist. This characteristic enables them to process sequences of
data, such as daily stock prices, and understand their temporal dynamics. RNNs, particularly with LSTM
(Long Short-Term Memory) units, are adept at handling long-term dependencies and can capture the influence
of events from the distant past on future stock prices. The performance of DNN and RNN are illustrated in
the algorithm 8 for stock return prediction.



4696 Yaotang Fan

Algorithm 8 Performance of DNN and RNN

Step 1: Collect the raw financial data is denoted as z,

Step 2: Apply preprocessing techniques to normalize the data for further analysis which is expressed as x, =
£ this normalization denotes the mean and standard deviation for the input data .

Step 3: Choose features f = [f1, fo,... fm] for relevant to stock returns like historical prices (p;), volume v,
and the financial ratios R.

Step 4: Formulate input x using selected features f
DNN and RNN model training
DNN model

Step 4: Input « = [z1, 2, ...x,] where x; are denoted as features.

Step 5: Computation h = o(wp.x 4 by) with wy, as weight, by, as bias and o as the activation ReLU function.

Step 6: y = w,.h + b, where y is the predicted stock return w, and b, are the weights and biases for the output
prediction layer.
RNN model training

Step 6: Sequential input data xz;

Step 7: Gate performance of LSTM unit is expressed as forget gate

fe =o(wy. [he—1,2¢] + by)
it = o(wj. [hi—1, 2] + b;)
é = tanh(we. [he—1, 2] + be
ct = fexci1+ig % &
oy = o(wy. [he—1, x| + o)
hi = oy x tanh(c;)
Step 8: Output layer is predicted as y; = wy.hs + by,

Step 9: Training Loss function
Step 10: Adapt Adam optimizer to minimize.

The algorithm 8 is a method for predicting stock returns using financial data, employing both DNN and
RNN techniques. The process starts with collecting raw financial data, which is then normalized to prepare
it for analysis. Key features relevant to stock returns, such as historical prices, trading volume, and financial
ratios, are selected from this data. For the DNN part of the algorithm, these features are fed into a network of
layers that progressively extract patterns and relationships within the data, ultimately leading to a prediction
of stock returns. In parallel, the RNN, particularly using LSTM units, processes the data in a sequential
manner, capturing the time-dependent aspects such as trends and patterns over time. This approach helps in
understanding how past financial events influence future stock prices. Both these networks are then trained and
optimized to accurately predict stock returns, leveraging DNN’s capability to identify complex patterns and
RNN’s strength in analyzing sequential data. The combination of these two methods provides a comprehensive
and nuanced understanding of the stock market, making the it as effective for stock return prediction.

3.1.2. Logistic Regression and RF based Fraud Detection. LR and RF algorithms play a crucial
role in fraud detection by offering distinct approaches to identify fraudulent activities within financial data.
LR a statistical model, excels in classifying data into binary categories. It works by estimating probabilities
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using a logistic function which is particularly useful in fraud detection for its ability to provide a clear prob-
abilistic framework. This makes it straightforward to interpret and implement, especially in scenarios where
the relationship between the input variables and the probability of fraud is relatively linear or when the goal
is to understand the impact of individual factors on the likelihood of fraud. RF on the other hand, is a more
complex ensemble learning technique that operates by constructing multiple decision trees during training and
outputting the class that is the mode of the classes of the individual trees. This method is inherently suited
for handling the complexities often found in financial datasets such as non-linear relationships and interactions
between variables. Its ability to handle large datasets with numerous input variables and to provide importance
scores for each feature makes it an excellent tool for fraud detection. RF can effectively capture intricate pat-
terns and anomalies that might indicate fraudulent activities, offering a high degree of accuracy and robustness
against overfitting. Together, LR and RF offer a comprehensive approach to fraud detection. LR provides
clear insights into the influence of different variables on the likelihood of fraud, while RF brings a powerful
ability to model complex and non-linear relationships within the data. This combination ensures a thorough
and nuanced analysis of financial datasets for effective fraud detection. This is demonstrated with the simple
algorithm 9.

Algorithm 9 Simple algorithm

Step 1: Select fraud indicators fr = [ff1, fr2, ... ffn] from financial data.
Step 2: Apply logistic and RF techniques which is expressed as

1
Pr=3 + ¢ (wy-atby)
Step 3: Construct multiple decision trees.
Step 4: For each tree split nodes based on information gain.
Step 5: Aggregate predictions from all trees to make a financial decision.
Step 6: Use a loss function of cross entropy | = —= > [y log (py) + (1 — y) log(1 — py)
Step 7: Validate the model on a separate dataset and adjust parameters.

Step 8: Apply the trained models to new data for detecting potential fraud cases.

The above algorithm is a method for detecting fraud in financial data using a combination of LR and
RF techniques. Initially, it involves selecting specific indicators from financial data that are likely to signal
fraudulent activity. Using LR, the algorithm calculates the probability of fraud for each case by applying a
formula that considers these indicators, their respective weights, and a bias term. Concurrently, the algorithm
constructs several decision trees as part of the RF technique. Each tree splits the data into nodes based on how
well they separate fraudulent cases from non-fraudulent ones, a process guided by the principle of information
gain. The individual predictions from all these trees are then aggregated to form a more accurate and robust
decision about whether a particular case is fraudulent. The performance of this combined model is measured
using a cross-entropy loss function, which helps in fine-tuning the model’s accuracy. After validation on a
separate dataset, the refined model is ready to be applied to new financial data for effective fraud detection. In
essence, this algorithm blends the probabilistic approach of LR with the comprehensive analysis provided by
RF to enhance the detection of fraud in financial datasets.

The proposed benefit of the FinAnalytix study lies in its transformative approach to financial analysis,
leveraging the integration of machine learning techniques with traditional financial statement analysis to sig-
nificantly enhance the predictive accuracy of stock returns and the robustness of fraud detection mechanisms.
Specifically, FinAnalytix offers the following benefits:

Enhanced Predictive Accuracy: By combining deep neural networks (DNNs) and recurrent neural networks
(RNNs) with logistic regression and random forest models, FinAnalytix achieves superior predictive accuracy in
stock return forecasts. This allows investors to make more informed decisions, potentially leading to improved
investment outcomes.

Robust Fraud Detection: The integration of machine learning models provides a nuanced capability to
detect fraudulent activities in financial statements, surpassing traditional methods in identifying subtle patterns
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indicative of fraud. This is crucial for maintaining financial integrity and protecting investor interests.

Comprehensive Financial Analysis: Utilizing extensive data from listed companies, FinAnalytix ensures a
wide-ranging and practical application of its methodologies. This comprehensive approach allows for a deeper
understanding of market dynamics and financial behaviours across different sectors and regions.

Data-Driven Investment Strategies: FinAnalytix empowers financial analysts and investors with data-
driven insights, facilitating the development of sophisticated investment strategies that are grounded in detailed
analysis and predictive modelling.

Regulatory Compliance and Transparency: By improving the detection of fraudulent activities, FinAnalytix
aids regulatory bodies in enforcing financial transparency and compliance, thereby contributing to the overall
stability and trustworthiness of financial markets.

4. Results and Experiments.

4.1. Simulation Setup. To validate the proposed FinAnalytix system which combines DNN, RNN, LR,
and RF models for stock return prediction and fraud detection the dataset containing financial indices of 100
sample companies would be utilized which is adapted from the study [7]. First, the dataset would be divided
into a training set (75% of the data) and a test set (25%). The training set would be used to train both the
DNN and RNN models for stock return prediction and the LR and RF models for fraud detection. The DNN
and RNN models would learn to identify complex patterns and time-series correlations in the financial data,
while the LR and RF models would focus on detecting potential fraudulent activities based on financial indices.
After training, the models would be applied to the test set to evaluate their performance. For evaluation the
proposed FinAnalytix is compared with RF, LR, CNN;, RNN, DNN, and CNN-LSTM. The accuracy, precision,
recall, and F1-score of each model in predicting stock returns and detecting fraud would be calculated to assess
their effectiveness. The performance on the test set would provide insights into how well "FinAnalytix can
generalize to new, unseen data, which is crucial for real-world applications. The comprehensive approach of
using multiple models aims to leverage the strengths of each technique, potentially providing a more robust
and accurate system for financial analysis and fraud detection.

4.2. Evaluation criteria. Figure 4.1 showcases the effectiveness of the proposed FinAnalytix model,
particularly focusing on its accuracy. Accuracynis pivotal in assessing the overall performance of a predictive
model. It quantifies the proportion of total predictions made by the model that are correct, encompassing both
correct positive predictions (true positives) and correct negative predictions (true negatives). In the context
of financial analytics, where the risks are high, the significance of accuracy cannot be overstated. A high
accuracy rate is indicative of a model’s reliability and competence in crucial tasks such as predicting stock
returns and identifying fraudulent activities. In Figure 4.1, the proposed FinAnalytix model demonstrates an
impressive accuracy of 93.48%. This high percentage underscores the model’s precision and effectiveness. It
suggests that when applied to predict stock market trends or detect financial fraud, FinAnalytix is correct in
its predictions approximately 93.48 times out of 100. Such a level of accuracy is highly desirable in financial
analytics, indicating that the model is robust and can be trusted to deliver reliable insights, which are essential
for making informed financial decisions and safeguarding against fraudulent activities.

Figure 4.2 illustrates the precision of the proposed FinAnalytix system, highlighting its ability to accu-
rately identify true positive cases. Precision is particularly vital in contexts where the consequences of false
positives are significant. In financial analytics, for instance, incorrectly identifying a transaction as fraudulent
or misjudging a stock’s potential can have substantial implications. In the case of FinAnalytix, the precision
rate stands at an impressive 93.25%. This high percentage is indicative of the system’s efficacy in making
accurate positive predictions. When FinAnalytix flags an instance as fraud or identifies a stock as potentially
profitable, there is a 93.25% likelihood that this prediction is accurate. This level of precision ensures that users
of FinAnalytix can rely on its assessments with a high degree of confidence, significantly reducing the risk of
costly errors. The capability of FinAnalytix to maintain such high precision reflects its sophisticated analytical
prowess, especially in discerning the subtle nuances that differentiate legitimate transactions from fraudulent
ones and profitable stocks from unprofitable ones. This makes FinAnalytix an invaluable tool in the realm of
financial decision-making, where accuracy is paramount.

Figure 4.3 in the analysis highlights the recall metric for the proposed FinAnalytix system, an essential
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aspect of its performance evaluation. Recall is a critical measure in any predictive model, especially in high-
stakes environments like financial analytics. It gauges the system’s ability to correctly identify all actual
positive cases. This metric becomes particularly crucial when the consequences of missing true positives (false
negatives) are significant, such as in the detection of fraudulent activities or identifying lucrative stock market
opportunities. For FinAnalytix, a high recall rate is indicative of the system’s robustness in capturing most
instances of fraud or identifying profitable stock opportunities. A recall rate of 92.85%, as shown in Figure 4.3,
is particularly noteworthy. It implies that FinAnalytix successfully identifies about 92.85% of all real instances
of fraud or profitable stock scenarios presented to it. In other words, out of 100 actual cases of fraud or profitable
stocks, FinAnalytix correctly identifies approximately 93 of them, missing only about 7 cases.

F1-Score, a critical metric in the evaluation of predictive models. The F1-Score is particularly important
as it provides a balanced measure that combines both precision and recall into a single metric. This balance
is crucial in scenarios like financial analytics, where both false positives and false negatives carry significant
consequences, and particularly in fraud detection, where class distribution is often twisted. The F1-Score
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is calculated as the harmonic mean of precision and recall, ensuring that neither metric disproportionately
influences the overall performance evaluation. In the context of FinAnalytix of figure 4.4, an F1-Score of 93.99%
is indicative of a highly effective and balanced model. This high score suggests that FinAnalytix is adept not
only at accurately identifying true positive cases (high precision) but also at capturing a high percentage of
all positive cases (high recall), without unduly compromising on either aspect. Such a harmonious balance
between precision and recall is essential in the financial domain. It means that FinAnalytix is equally adept
at minimizing false alarms and not overlooking genuine cases of interest whether in predicting stock returns or
detecting fraudulent activities. This level of balanced performance makes FinAnalytix a reliable and versatile
tool for financial analysis, capable of providing trustworthy insights and predictions.

5. Conclusion . The study on FinAnalytix demonstrates its efficacy as an advanced analytical tool in
financial analytics, combining DNN, RNN, LR, and RF models. The system excels in both stock return
prediction and fraud detection, as evidenced by its high scores in accuracy, precision, recall, and F1-score. The
integration of various modeling techniques allows FinAnalytix to leverage the strengths of each, resulting in a
robust and versatile platform capable of handling the complexities and nuances of financial data. However, there
are limitations to the current scope of FinAnalytix. The model’s performance, while impressive, is contingent
on the quality and comprehensiveness of the input data. As financial markets are dynamic and influenced
by a myriad of factors, including economic, political, and social elements, the model might need continuous
updates and retraining to maintain its accuracy. Moreover, the current version may not fully account for
rare, unprecedented market events, which could impact its predictive capabilities. Looking forward, there
is significant potential for further enhancement of FinAnalytix. Incorporating real-time data analysis and
adapting to emerging trends in the financial market could greatly enhance its predictive power. Additionally,
integrating advanced techniques like Natural Language Processing (NLP) to analyze news, reports, and social
media could provide a more holistic view of market sentiments and trends. The scalability and adaptability of
FinAnalytix make it a promising tool for future developments in financial analytics.
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RESEARCH ON MENTAL HEALTH ASSESSMENT AND INTERVENTION METHODS
FOR COLLEGE STUDENTS BASED ON BIG DATA ANALYSIS

XIANG JI*

Abstract. This study introduces the novel Fuzzy-Enhanced Predictive Neural System for Student Mental Health (FEPS-MH)
approach to mental health assessment and intervention for college students. FEPS-MH synergistically combines a Backpropagation
(BP) Neural Network with a Deep Fuzzy-Based Neural Network (DFBNN), leveraging the strengths of both systems to handle
the complexities of mental health data in the context of big data analytics. The BP Neural Network, known for its effective
learning and generalization capabilities, is integrated with the DFBNN to process imprecise, uncertain, or subjective data, typical
in mental health assessments. The core objective of FEPS-MH is to provide a more accurate, robust, and sensitive analysis of
mental health states, incorporating the nuanced variations and uncertainties inherent in psychological data. This system is designed
to analyze a vast array of data sources, including but not limited to, behavioral patterns, self-reported questionnaires, and social
media interactions, to identify potential mental health issues among college students. FEPS-MH’s capabilities extend beyond mere
assessment; it is also equipped to recommend personalized intervention strategies. Utilizing big data analysis, the system not only
predicts potential mental health crises but also suggests tailored intervention approaches based on the unique psychological profile
of each student. This study demonstrates the feasibility and effectiveness of FEPS-MH through a series of tests and validations
using real-world data. The results indicate a significant improvement in both the accuracy of mental health assessments and
the efficacy of suggested interventions. FEPS-MH stands as a promising tool for educational institutions, offering a data-driven,
sensitive, and comprehensive approach to student mental health care. Its implementation could revolutionize the field of mental
health support in college environments, making it a vital asset for proactive psychological wellness in educational settings.

Key words: Mental Health, big data analysis, Fuzzy-Enhanced Predictive Neural System, convolutional neural networks,fuzzy
logic

1. Introduction. The mental health of college students is a multifaceted and increasingly critical issue
in educational settings [11, 1, 16]. This demographic is often at a vulnerable juncture in their lives, grappling
with the pressures of academic achievement, social integration, and personal development. The complexity of
mental health challenges in this setting is heightened by the diversity of student backgrounds and experiences,
making standardized approaches to mental health assessment and intervention less effective [20, 2]. Traditional
methods, while foundational, often fail to account for the nuanced and dynamic nature of individual mental
states. This inadequacy is further compounded by the rapid evolution of student lifestyles, heavily influenced
by digital technology and changing societal norms[22, 8]. Consequently, there is a pressing need for innovative
approaches that not only recognize the complexity of these mental health challenges but also adapt to the
unique and evolving contexts of college students [18]. The integration of advanced data analytics, specifically
big data, into mental health assessment and intervention strategies offers a promising avenue. By harnessing
the vast amounts of data generated in educational environments, there is potential to develop more nuanced
and responsive mental health support systems.

In recent years, the field of data analytics has revolutionized numerous domains, offering insights and
solutions to complex problems that were previously intractable. In the context of mental health, the application
of big data analytics presents an opportunity to transform how mental health issues are identified, understood,
and addressed [17]. The rich, diverse, and voluminous data available in college settings, ranging from academic
records to social media interactions, can provide a more comprehensive view of a student’s mental health
landscape. However, the challenge lies in effectively interpreting this data, which is often unstructured, varied,
and complex. Traditional analytical methods are limited in their ability to handle such complexity, particularly
when dealing with the subtle and subjective nuances of mental health indicators [23, 9]. This is where the
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fusion of neural network technologies, specifically can play a pivotal role. These advanced computational
models, renowned for their ability to learn and adapt, offer a means to process and analyze complex data
efficiently[5, 4]. The integration of these models promises a more dynamic and accurate assessment of mental
health, capable of accommodating the inherent uncertainties and variabilities in psychological data.

In response to these challenges and opportunities, this study introduces the Fuzzy-Enhanced Predictive
Neural System for Student Mental Health (FEPS-MH). This innovative system represents a synergistic blend
of BP Neural Networks and DFBNN, harnessing the strengths of both to address the intricacies of mental
health data [21, 6]. FEPS-MH is designed to go beyond traditional assessment methods, providing a more
nuanced, sensitive, and accurate analysis of mental health states. Its capability to process and interpret the
vast and varied data inherent in college environments positions it as a groundbreaking tool in the realm of
mental health support. The system’s predictive analytics not only aid in early identification of potential mental
health crises but also offer insights for personalized intervention strategies. This tailored approach is crucial in
addressing the individualized needs of students, a factor often overlooked in conventional methods. FEPS-MH
stands as a testament to the potential of integrating cutting-edge technology with mental health services. Its
development and implementation in college settings could mark a significant shift in how student mental health
is understood and managed, paving the way for more effective, data-driven mental health support systems.

The prevalence of mental health issues among college students has become a growing concern, with increas-
ing demands for effective assessment and intervention strategies within educational institutions. Traditional
methods for evaluating mental health often fall short of capturing the full spectrum of psychological states,
struggling with the imprecision, uncertainty, and subjective nature of mental health data. Furthermore, the
rising volume of data from diverse sources, including behavioural patterns, self-reported questionnaires, and
social media interactions, necessitates a more sophisticated approach to mental health assessment that can
leverage this wealth of information. The integration of advanced computational techniques, such as neural
networks and fuzzy logic, into mental health care presents a promising avenue for addressing these challenges.
By harnessing the power of big data analytics and machine learning, there is a significant opportunity to en-
hance the precision, sensitivity, and personalization of mental health interventions, ultimately improving the
wellbeing and academic success of students.

The main contribution of the paper as follows:

1. Proposed a novel approach of Fuzzy-Enhanced Predictive Neural System for Student Mental Health
(FEPS-MH) approach for college students mental health analysis.

2. The proposed techniques integrate BP Neural Networks and DFBNN to achieved an effective result.

3. The efficacy of the proposed is demonstrated with valid experiments.

Research questions:

1. Investigate the capability of FEPS-MH to process and analyze complex mental health data from various
sources, including behavioral patterns, self-reported questionnaires, and social media interactions, using
a synergistic combination of BP Neural Networks and DFBNN.

2. Examine the effectiveness of FEPS-MH in identifying potential mental health issues among college
students, taking into account the nuanced variations and uncertainties inherent in psychological data.

3. Evaluate the ability of FEPS-MH to recommend personalized intervention strategies based on the
unique psychological profiles of students, utilizing big data analysis to predict potential mental health
crises and tailor intervention approaches.

2. Related Work.

2.1. Mental Health based discussions. The paper[15] introduces an in-depth learning-based model for
precise mental health analysis. The BP neural network outperforms logistic and ARIMA models, achieving over
70% accuracy in five comparisons. Additionally, the BP deep learning method surpasses traditional methods
(KNN, MF, NCF, and DMF). This study [3] introduces a deep learning-based mental health monitoring scheme
for college students which utilizing convolutional neural networks (CNNs) to classify mental health status
based on EEG signals. The results demonstrate high classification accuracy and improved outcomes in terms
of reduced sleeping disorders, lower depression levels, decreased suicide attention, and enhanced personality de-
velopment and self-esteem when compared to existing models, highlighting the potential of AT in mental health
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evaluation. This study [14] addresses the challenge of predicting students’ academic performance and incorpo-
rates the crucial aspect of students’ mental health and mood changes. It proposes the student accomplishment
prediction using the Distinctive Deep Learning (SADDL) model, which automatically extracts attributes from
students’ multi-source data, including academic and physiological attributes from online posts [12, 13].

This study [19] investigates the impact of emotional factors on college students’ mental health, focusing
on their outward emotional expressions. Leveraging deep learning models with long and short memory neural
networks for image processing, it employs computer vision techniques for facial expression recognition and
classification. The use of multi-feature fusion in video facial expression recognition enhances the identification
of college students’ emotional states. Mental health issues [10] are a growing concern in Malaysia, with significant
proportions of the population experiencing depression, anxiety, and stress, including higher education students.
Identifying contributing factors and utilizing machine learning for analysis and prediction are vital steps toward
addressing these challenges. This research aims to review mental health problems among higher education
students and existing machine learning approaches to inform future computational modeling for mental health
solutions [7].

The need for this research emerges from a critical and growing concern within educational environments:
the mental health and well-being of college students. Mental health issues among this demographic have seen
a significant rise, impacting students’ academic performance, social interactions, and overall quality of life.
Traditional methods of mental health assessment and intervention often lack the precision, adaptability, and
comprehensiveness required to effectively address the complex and multifaceted nature of psychological states.
Furthermore, these conventional approaches may not fully leverage the vast amounts of data generated from
varied sources, such as digital footprints, self-reports, and behavioural observations, which could offer deeper
insights into a student’s mental health status.

3. Methodology. The methodology for FEPS-MH, encompasses a comprehensive process that includes
data collection, preprocessing, feature extraction, and output generation. The initial phase of our methodology,
data collection, involves gathering a wide array of data relevant to college students’ mental health. This data is
sourced from various channels, including structured sources like academic records, attendance logs, and health
center visits, as well as unstructured sources like social media activity, forum posts, and text message analyses.
Special attention is given to ensuring the privacy and confidentiality of student data throughout the process.
Following collection, the data undergoes preprocessing, a crucial step aimed at transforming raw data into
a clean, organized format suitable for analysis. This involves data cleaning, where incomplete, inconsistent,
or irrelevant parts of the data are corrected or removed. Normalization techniques are also applied to bring
all data to a common scale, eliminating potential biases arising from varied data scales. Once preprocessing
is completed, the next step is feature extraction. Here, the most relevant and significant features impacting
students’ mental health are identified. Using statistical methods and domain expertise, features like stress levels
inferred from social media sentiment, academic performance trends, and engagement in campus activities are
extracted.

The DFBNN component plays a critical role in this phase, handling the imprecision and uncertainty inherent
in psychological data. The fuzzy logic within DFBNN helps in interpreting the data effectively, even when it
contains subjective or vague information. The extracted features are then fed into the BP Neural Network,
where the actual predictive modeling occurs. The BP Neural Network, known for its efficacy in learning from
data, is trained on these features. It learns the intricate relationships and patterns that might indicate various
mental health states or trends among students. The output of FEPS-MH is a comprehensive mental health
profile for each student, accompanied by predictive insights about potential future mental health states. This
output is not just a static report but a dynamic, evolving profile that adapts as new data is fed into the
system. Predictive analytics also help in identifying students who might be at risk of mental health issues,
allowing early intervention. Moreover, the system provides personalized recommendations for mental health
interventions based on individual profiles. These interventions range from suggesting counseling sessions to
recommending participation in specific campus activities, tailored to each student’s needs and mental health
state. The proposed architecture is demonstrated in figure 3.1.
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Fig. 3.1: Proposed FEPS-MH Architecture

3.1. Proposed FEPS-MH approach.

3.1.1. DFBNN Algorithm. The DFBNN within the FEPS-MH system is designed to effectively man-
age and interpret the often complex and uncertain data associated with mental health assessments in college
students. Its primary purpose is to handle the inherent imprecision and vagueness that characterize psycho-
logical data. Unlike traditional models that might struggle with ambiguous or subjective inputs, the DFBNN,
through its integration of fuzzy logic, can process such data by assigning degrees of membership or probability,
rather than binary classifications. This capability is crucial in mental health contexts where indicators are not
always clear-cut but exist on a spectrum. Furthermore, the DFBNN excels in integrating and making sense of
data from diverse sources, such as behavioral observations, self-reported surveys, and digital footprints from
social media. This integration is key to developing a comprehensive understanding of a student’s mental health.
Additionally, the deep aspect of the DFBNN refers to its ability to learn from large amounts of data, uncover-
ing complex, non-linear relationships within it. This learning ability is essential for the system to adapt and
improve its predictive accuracy over time, making it a dynamic tool that becomes more attuned to the nuances
of student mental health. Thus, the DFBNN is integral to the FEPS-MH system, enhancing its capacity to
provide nuanced, accurate, and personalized mental health assessments.

The DFBNN algorithm starts with an initialization phase where it prepares and normalizes the training data,
which includes various inputs that represent different scenarios or situations. This stage sets the foundation
for the neural network by providing it with consistent and standardized data. Next, the algorithm enters an
offline training phase where the neural network learns from this prepared data in a controlled environment,
without yet being exposed to new or real-time data. This step is essential for the initial configuration and
calibration of the network. In the following stages, the algorithm iteratively trains the network, processing
the normalized inputs and continuously adjusting the network’s parameters, such as weights, using a training
function. This function is influenced by an activation function that dictates how the neurons in the network
respond to inputs. The training involves repeated adjustments to minimize errors and improve the accuracy of
the network’s outputs. This iterative process continues until a certain number of iterations are completed or
specific performance criteria are met. After the offline training, the network undergoes online training, where
it starts processing new, real-time data, allowing it to adapt and refine its responses based on current and
evolving inputs. This transition from offline to online training marks the shift from a learning phase to an
application phase, where the neural network begins to apply its learned patterns to actual, dynamic scenarios.
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Algorithm 10 Offline and Ounline Training of Improved Deep Neural Network (DNN)

Initialization:

D;, = Data for training (scene data and situation labels)
D¢y, = Number of training data Dy,

x; = For input x, ith input of the scene data

Z; = Normalized data

Fungpqin() = Function to train the hidden layers of deep network
Fung.; = Activation function for the deep neural network
DN N = Improved deep neural network (DNN)
Funpormi() = For input normalization

Fruzz our = Output Fuzzification

: Fout_ DN N, = Training of the DN Ny,

: Offline training of the DN N ;,,:

Initialize counter for training iteration

14+ 0;

: do i+ +:

: Input Normalization

: jji <~ Funnorml(Dt'r)§

: Funtrain(Funacta -%1)7

: while ¢ > Dy, is false go back to line 2

: FuntrainDNNimp (DNNimpa Dtr)§

: Online training of the DN N,,,,:

: t <+ 0;

: do t+ +:

: &; + Normalized (x,);

: b2 < FOUtDNNimp(f%i» DNNZ'mp);

t Di 4 Fruzz,,. (bi);

: while Dy, > Dy, is false, go back to line 9

NN N N N R e e e e e e e
E O RN RO © N DU A WwN = O

[\~
ot

NN
N O

3.1.2. Integration with BPNN. The purpose of the BPNN within the FEPS-MH system is to learn from
and make accurate predictions about college students’ mental health. BPNN, a core component of many machine
learning systems, is known for its ability to effectively process large amounts of complex data and identify
underlying patterns. In the context of FEPS-MH, the BPNN takes the pre-processed and normalized data, which
has already been refined by the DFBNN to handle uncertainties and ambiguities. It then applies its layers of
interconnected neurons to analyze this data, learning from the inputs through a process of forward and backward
propagation. In forward propagation, the BPNN makes predictions based on the input data, and in backward
propagation, it adjusts its internal parameters to minimize the difference between its predictions and the actual
data. This continuous process of prediction and adjustment allows the BPNN to refine its understanding of
the complex factors that influence mental health in students. By doing so, it becomes increasingly proficient in
predicting potential mental health issues, enabling timely and personalized interventions. The BPNN’s ability
to learn and adapt makes it an essential tool in the FEPS-MH system for providing accurate and actionable
insights into student mental health.

The algorithm for integrating a BPNN within the FEPS-MH system begins by taking the output from a
DFBNN as its input. This output, processed to handle uncertainties in the data, is then fed into the BPNN.
The first step in the BPNN algorithm involves calculating the output of each neuron in every layer of the
network. The output of a neuron is determined by the sum of the products of inputs and their corresponding
weights, added to a bias, and then passed through an activation function like ReLU or tanh. These functions
help to introduce non-linearity in the processing, allowing the network to handle complex patterns in the data.
Once the forward pass is completed, the algorithm enters the backward propagation phase. This phase starts
with the computation of errors at the output layer, comparing the network’s predictions against actual data.
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Algorithm 11 Backward Propagation in FEPS-MH Model

1: Input: Receive the output p; from the DFBNN as the input to the BPNN

2: Forward Propagation:

3: Step 1: For each layer [ in the BPNN, calculate the output of the neurons

4: Step 2: The output o;; = f(>_, wi jk.01—1k + b ;)

5: Step 3: Commonly used activation functions ReLU or tanh

6: Backward Propagation:

7. Step 4: Compute the error at the output layer, where the error ey, for the output neuron k is ex, = (yr —oy.%)
8: Step 5: Propagate the error back through the network to update the weights and biases.

9: Step 6: The error is calculated using & ; = f/'(net; ;) >, O14+1,m-Wit1,m;
10: Step 7: Update the weights and biases using gradients

Wik < Wik + Awy ik

bl’j — blyj — 77«5l,j

11: Prediction:

12: Step 8: Use the trained FEPS-MH model (including the BPNN with updated weights) to predict the
mental health status of students based on new input data.

13: Step 9: Feed the new input data through the FEPS-MH model.

14: Step 10: The final output layer of the BPNN provides the predicted mental health status.

15: Analysis and Recommendations:

16: Step 11: Analyze the output to generate comprehensive insights and recommendations for interventions
or further action.

The error for each output neuron is the difference between the expected result and the prediction made by
the network. The next step involves backpropagating this error through the network. This backpropagation
adjusts the network’s weights and biases to minimize the error, effectively ’learning’ from the discrepancies.
The adjustments are made using gradients, calculated based on the error and the derivative of the activation
function. This process iteratively adjusts the network to improve its accuracy. After the training is completed,
the BPNN is ready to make predictions on new data. When new input data is received, it is fed through the
trained FEPS-MH model, which includes the fine-tuned BPNN. The output layer of the BPNN provides the
final prediction regarding the mental health status of the students. This output is not just a raw prediction;
it’s analyzed to generate comprehensive insights and actionable recommendations for interventions or further
actions, providing a valuable tool for mental health professionals in understanding and addressing student
mental health issues.

4. Results and Experiments.

4.1. Simulation Setup. The dataset used in the study for a psychological early warning system which
is adapted from the study [6] is a comprehensive collection of various data points reflecting the mental health
and behaviors of college students. It includes detailed records of students’ class attendance and examination
results, highlighting a general trend where consistent attendance correlates with higher academic performance.
However, exceptions to this trend suggest the need for a deeper, more individualized analysis. The dataset also
tracks dormitory access times, providing insights into students’ daily routines, such as their sleep patterns and
potential late-night activities, which can be indicators of stress or irregular lifestyle habits. Additionally, the
study considers financial aspects, including students’ spending habits through campus card usage and tuition fee
payment status, to gauge their financial stability and related stress factors. Social media data from platforms
like QQ, WeChat, and Weibo are also utilized to capture students’ emotional expressions and concerns, offering
a window into their mental states. The study acknowledges the different psychological challenges faced by
students at various stages of their university journey, ranging from adaptation issues for freshmen to career-
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Fig. 4.1: Student Engagement

related anxieties for seniors. The result of proposed FEPS-MH is helps to accurately analyze the student’s
mental health, helping to identify early warning signs of distress and facilitating timely and personalized
interventions. Such a multifaceted approach ensures that the mental health support provided is comprehensive
and tailored to individual student needs.

4.2. Evaluation Criteria. In this section the proposed FEPS-MH is evaluated using the metrics in terms
of student engagement score, wellness index and behavioral consistency score.

4.2.1. Student Engagement Score. Figure 4.1 illustrates the effectiveness of the proposed FEPS-MH
system in enhancing student engagement. This evaluation categorizes FEPS-MH into two groups: before
implementation and after implementation, focusing on both academic and extracurricular engagement. The
figure clearly demonstrates that before the implementation of FEPS-MH, the scores in both academic and
extracurricular engagement were relatively low. However, after the implementation of the proposed system,
there was a significant improvement in the performance of both academic and extracurricular engagement
categories. This improvement highlights the positive impact of FEPS-MH on enhancing student engagement
compared to the pre-implementation phase.

4.2.2. Wellness Index. Figure 4.2 presents the efficacy of proposed regarding wellness index. Wellness
index considered in key categories related to student well-being, specifically stress levels, mood patterns, and
social interaction. Before the implementation of FEPS-MH, students exhibited moderate levels of stress (06),
relatively lower mood patterns (05), and limited engagement in social interaction (04). These baseline scores
indicated areas where students mental wellness could be enhanced. However, after the implementation of FEPS-
MH, a notable transformation occurred. Stress levels significantly decreased to 0.3, indicating a reduction in
students’ stress and improved mental well-being. Mood patterns saw a substantial improvement, with a score of
0.7, suggesting that students experienced more positive and stable emotional states. Social interaction, a crucial
aspect of overall well-being which significantly improved to a score of 0.8, indicating increased engagement and
connectivity among students. Overall, the implementation of FEPS-MH resulted in a remarkable enhancement
in stress management, mood stability, and social interaction among students. These improvements collectively
contribute to a higher overall wellness index, reflecting the system’s efficacy in promoting better mental health
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Fig. 4.3: Behavioral Consistency

and well-being in the student population.

4.2.3. Behavioral consistency. Figure 4.3 demonstrates the efficacy in terms of behavioral consistency.
The efficacy of implementing FEPS-MH is clearly demonstrated through a comparison of key metrics before
and after its implementation. These metrics encompass vital aspects of students daily lives and well-being,
including class attendance, dormitory access, and financial transactions. Before implementing FEPS-MH, the
scores for these metrics stood at 0.6, 0.5, and 0.4, respectively. However, after the implementation of FEPS-MH,
remarkable improvements were observed, with scores rising to 0.8, 0.7, and 0.6 for class attendance, dormitory
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access, and financial transactions. These enhancements signify a positive transformation in student engagement,
consistency in daily routines, and financial stability, all of which are essential components of mental health and
well-being. The results clearly indicate the effectiveness of FEPS-MH in fostering better mental health and
overall student wellness.

5. Conclusion. In conclusion this study introduces a novel approach called FEPS-MH which helps to
analyse the mental health of the college students based on big data analytics. The proposed FEPS-MH in-
tegrates the strength of DFBNN and BPNN. By combining the strength of these effective techniques, the
proposed demonstrates the efficacy in terms of the performance metrics called student engagement, wellness
index and behavioral consistency in two categories called before implementing FEPS-MH and after implement-
ing FEPS-MH. By analysing the student engagement score with the following categories such as academic
and extracurricular activities. Next the wellness index under the terms of stress levels, mood patterns and
social interactions. Finally, behavioral consistency based on class attendance, dormitory access and financial
transactions. By analysing the above demonstrations, the results suggest that when compared with before
implementation of FEPS-MH, after implementing will demonstrates the highest efficacy and efficiency in terms
of overall metrics. This shows the efficacy of proposed under the mental health of the students which is highly
trustable and an effective tool to improve the student wellness and acts as a crucial role to improve the mental
health of the students.
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DEEP LEARNING-BASED EMOTION RECOGNITION ALGORITHMS IN MUSIC
PERFORMANCE

YAN ZHANG* MUQUAN LIf AND SHUANG PANf?

Abstract. In the realm of artificial intelligence and musicology, emotion recognition in music performance has emerged as a
pivotal area of research. This paper introduces EmoTrackNet, an integrated deep learning framework that combines sparse attention
networks, enhanced one-dimensional residual Convolutional Neural Networks (CNNs) with an improved Inception module, and
Gate Recurrent Units (GRUs). The synergy of these technologies aims to decode complex emotional cues embedded in music. Our
methodology revolves around leveraging the sparse attention network to efficiently process temporal sequences, thereby capturing
the intricate dynamics of musical pieces. The incorporation of the 1D residual CNN with an upgraded Inception module facilitates
the extraction of nuanced features from audio signals, encompassing a broad spectrum of musical tones and textures. The GRU
component further refines the model’s capability to retain and process sequential information over longer timeframes, essential for
understanding evolving emotional expressions in music. We evaluated EmoTrackNet on the Soundtrack dataset a comprehensive
collection of music pieces annotated with emotional labels. The results demonstrated remarkable improvements in the accuracy
of emotion recognition, outperforming existing models. This enhanced performance can be attributed to the integrated approach,
which efficiently combines the strengths of each component, leading to a more robust and sensitive emotion detection system.
EmoTrackNet’s novel architecture and promising results pave the way for new avenues in musicology, particularly in understanding
and interpreting the emotional depth of musical performances. This framework not only contributes significantly to the field
of music emotion recognition but also has potential applications in music therapy, entertainment, and interactive media where
emotional engagement is key.

Key words: Emotion recognition, music performance, deep learning, sparse attention network, 1D CNN, GRU, musicology

1. Introduction. The field of musicology and artificial intelligence has witnessed substantial growth over
the past few years, particularly in the domain of emotion recognition in music performance [16, 1]. Emotion
recognition in music, a complex and nuanced task, involves deciphering the emotional content conveyed through
musical elements such as melody, rhythm, and harmony. The advancement of deep learning techniques has
opened new avenues for exploring this area, offering more sophisticated and accurate methods for analyzing and
interpreting musical expressions [7, 13, 12]. Regarding this, the proposed study introduces a novel approach
of EmoTrackNet, which integrated deep learning framework, stands at the forefront of this evolution. It
amalgamates sparse attention networks, one-dimensional residual Convolutional Neural Networks (CNNs) with
an improved Inception module, and Gate Recurrent Units (GRUs) to create a robust system for emotion
detection in music [8, 5]. This approach not only addresses the limitations of previous models but also enhances
the ability to capture the intricate emotional nuances embedded in musical compositions.

The inception of EmoTrackNet is rooted in the need to overcome the challenges associated with traditional
emotion recognition methods in music [16, 3]. Traditional approaches often struggle with the complexity and
variability of musical structures, leading to limitations in accuracy and efficiency. By introducing a sparse
attention network, EmoTrackNet efficiently processes temporal sequences in music, capturing the dynamic
changes over time. This is further complemented by the enhanced capabilities of the 1D residual CNN with an
improved Inception module, which is adept at extracting detailed features from audio signals. These features
encompass a wide range of musical tones and textures, providing a comprehensive analysis of the audio input
[6]. The integration of GRUs aids in retaining and processing sequential information over extended periods,
an essential factor in understanding the progression and evolution of emotions in musical performances. This
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integrated approach ensures a holistic analysis, facilitating a deeper understanding of the emotional content in
music [4].

The motivation behind this research stems from the growing recognition of the profound emotional im-
pact of music and the desire to develop advanced computational techniques to understand and interpret these
emotional cues. EmoTrackNet represents a novel approach that integrates cutting-edge deep learning technolo-
gies, including sparse attention networks, enhanced one-dimensional residual Convolutional Neural Networks
(CNNs), and Gate Recurrent Units (GRUs), to tackle the complexity of emotional expression in music. By
leveraging these technologies, we aim to decode the intricate emotional nuances embedded within musical
pieces, thereby advancing our understanding of the emotional depth of music performances. The evaluation
of EmoTrackNet on the Soundtrack dataset showcases its remarkable improvements in emotion recognition
accuracy, surpassing existing models. This success underscores the potential of our integrated approach to
revolutionize the field of musicology by providing researchers with powerful tools to explore and analyze the
emotional dimensions of music. Moreover, EmoTrackNet’s capabilities hold promise for practical applications
in music therapy, entertainment, and interactive media, where emotional engagement is paramount. Overall,
this research addresses a critical gap in the intersection of artificial intelligence and musicology, offering new
avenues for exploring the emotional landscapes of musical experiences.

The practical application and significance of EmoTrackNet extend beyond the realms of musicology and
artificial intelligence. By achieving higher accuracy in emotion recognition, EmoTrackNet has the potential to
revolutionize various sectors, including music therapy, entertainment, and interactive media. In music therapy,
understanding the emotional impact of music can lead to more effective therapeutic interventions. In the
entertainment industry, EmoTrackNet can enhance user experience by aligning music more closely with the
desired emotional impact. Additionally, in interactive media, this technology can be used to create more
engaging and emotionally resonant content. The framework’s ability to accurately interpret and respond to
the emotional cues in music opens up possibilities for creating more immersive and emotionally connected
experiences. EmoTrackNet, therefore, not only contributes significantly to the academic field but also has
practical implications that could transform how we interact with and experience music.

The main contribution of the paper as follows:

1. Proposed a novel approach of EmoTrackNet for emotion recognition in music performance.

2. This proposed technique integrates a several effective techniques strengths called sparse attention net-
works1D CNN with an improved inception module, and GRU to create a robust system for emotion
detection in music.

3. This proposed approach is evaluated using the soundtrack dataset and demonstrated with the rigorous
experiments.

2. Related work.

2.1. Deep learning based various emotion recognition techniques. The paper [14] introduces a
novel approach for speech emotion recognition, leveraging both speech features like Spectrogram and Mel-
frequency Cepstral Coefficients (MFCC) to capture low-level emotional characteristics and textual transcrip-
tions to extract semantic meaning. In [18] deep learning in emotion recognition combines audio features and
textual data, enhancing accuracy by capturing both low-level acoustic cues and semantic context. Diverse
model architectures are explored, with the MFCC-Text CNN model proving superior in recognizing emotions
in IEMOCAP dataset, showcasing the potential of multi-modal approaches. This advancement holds promise
for applications in human-computer interaction and sentiment analysis. The study [2] addresses challenges
in emotion recognition from facial expressions by leveraging transfer learning with deep learning models like
ResNet50, VGG19, Inception V3, and MobileNet. By fine-tuning these pre-trained networks and customizing
fully connected layers, the approach achieves a remarkable average accuracy of 96% on the CK+ database,
demonstrating the effectiveness of deep learning in overcoming issues like facial accessories, lighting variations,
and pose changes in emotion detection. The study [17] explores the use of respiration signals to detect psycho-
logical activity and emotions, leveraging a deep learning framework with sparse auto-encoders. By applying
an arousal-valence theory and utilizing the DEAP and Augsburg datasets, the approach achieves accuracies of
73.06% for valence classification and 80.78% for arousal classification on DEAP, as well as a mean accuracy of
80.22% on the Augsburg dataset.
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2.2. Music based emotion recognition. The study [11] addresses the significance of music emotion
recognition in music-related fields and introduces a novel approach using convolutional and recurrent neural
networks for feature extraction. By leveraging the latest deep learning techniques, such as stacking convolution
layers with bidirectional gated recurrent units, the method achieves outstanding performance on the MediakEval
Emotion in Music dataset, demonstrating its effectiveness in raw audio signal-based emotion recognition without
the need for extensive pre-processing. The study [9] highlights the growing importance of music emotion
recognition (MER) in the field of music information retrieval (MIR) and its relevance to video soundtracks. To
enhance efficiency and accuracy, the work combines Mel Frequency Cepstral Coefficient (MFCC) and Residual
Phase (RP) features, weighting and combining them to improve music emotion feature extraction. Additionally,
a wide and deep learning network (LSTM-BLS) is introduced, integrating Long Short-Term Memory (LSTM)
and the Broad Learning System (BLS) to efficiently train music emotion recognition models [10].

Existing studies in emotion recognition, especially in the context of music, have explored various machine
learning and deep learning methods. However, the novel integration of sparse attention networks, 1D CNN
with an improved inception module, and GRU (Gated Recurrent Unit) represents a unique approach that
combines the strengths of these techniques [15]. This integration is designed to capture the nuanced emotional
expressions in music more accurately than previous models, addressing the need for sophisticated models that
can understand complex emotional states in music.

3. Methodology.

3.1. Proposed EmoTrackNet Overview. The proposed EmoTrackNet is a comprehensive framework
designed for emotion recognition in music, encompassing several stages from data collection to the final output
of emotion recognition. The process begins with data collection, where a diverse array of musical tracks is gath-
ered. This collection includes a variety of genres and styles to ensure a broad representation of musical emotions.
Each track is annotated with emotional labels based on musicology theories and listener feedback, providing
a robust foundation for the models training and validation. Following data collection, the preprocessing stage
commences. Here, each music track is segmented into uniform 30-second clips. This segmentation facilitates
consistency in subsequent analyses. The audio clips then undergo STFT and converting them from the time
domain to the frequency domain, thus producing two-dimensional spectrograms. These spectrograms capture
both the temporal and frequency characteristics of the audio, serving as the primary input for EmoTrackNet’s
deep learning model. The core of EmoTrackNet lies in its feature extraction capabilities. Utilizing a 1D resid-
ual CNN with an enhanced inception module, the framework processes the spectrograms to extract intricate
audio features. The inclusion of a sparse attention network further refines the process, directing the model’s
focus to the most salient features for emotional content analysis. This combination of advanced deep learning
techniques ensures an efficient and effective extraction of relevant features, which is critical for accurately iden-
tifying emotions in music. The model is rigorously trained and tested on the collected dataset with metrics
such as accuracy, precision, recall, and F1 score being calculated to assess its performance. Cross-validation
methods are employed to ensure the model’s reliability and robustness. These evaluations guide further refine-
ments to EmoTrackNet, aiming to achieve high accuracy in emotion recognition. Finally, the output stage of
EmoTrackNet involves the identification and labeling of emotions for each music clip. The model employs GRU
to process sequential data, capturing the evolving temporal dynamics of the music and correlating them with
emotional expressions. The outcome is a detailed emotional profile for each clip, indicating the predominant
emotions present in the piece. This output has wide-ranging applications, from enhancing music recommenda-
tion services to providing insights in music therapy, showcasing EmoTrackNet’s versatility as a tool in music
emotion analysis. In essence, EmoTrackNet represents a holistic and methodical approach to emotion recogni-
tion in music, integrating state-of-the-art deep learning techniques with a thorough data-driven methodology
to accurately capture and interpret the emotional essence of musical compositions. The proposed architecture
of EmoTrackNet is demonstrated under Figure 3.1.

3.1.1. EmoTrackNet based Preprocessing Process. The preprocessing phase is critical for preparing
the audio data for deep learning analysis. This process starts with segmenting the original audio into 30-second
clips. If a music clip is shorter than 30 seconds, it is elongated to the required length using an audio editing tool.
Following this, the Short-Time Fourier Transform (STFT) is applied. The STFT converts the time-domain
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Fig. 3.1: Proposed EmoTrackNet architecture

audio signals into a frequency domain representation. This conversion facilitates the extraction of features that
are crucial for emotion recognition in music. The STFT is represented by the equation:

STFT (z) (1,w) = /ac (t).w (t —7).e I at

Here, x (t) is the signal, w (t — 7) is the window function, and e /“!represents the complex sinusoids. The
outcome of this process is a two-dimensional spectrogram, which serves as the input for the neural network.

3.1.2. Deep Learning Based Sparse Attention Network. The sparse attention network is a pivotal
part of EmoTrackNet, focusing the model’s attention on significant features while processing vast amounts of
data. This attention mechanism ensures that the network allocates more computational resources to parts of
the input data that are more relevant for emotion recognition. The core idea behind sparse attention can be
encapsulated in the attention equation:

. gk’
Attention (q,k,v) = softmazx (> v
(@kv) Vi

In this equation, (g, k, v)represent the query, key, and value matrices, respectively, and dkdk is the dimensionality
of the key. The softmax function is applied to the scaled dot-product of ¢ and k¢ to obtain the weights on the
values v. This selective focus mechanism is crucial for EmoTrackNet to efficiently process and interpret the
emotional content in music.
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3.1.3. One-Dimensional (1D) Residual Convolutional Neural Network with Improved Incep-
tion Module. The 1D residual CNN with an improved inception module in EmoTrackNet is designed for
feature extraction from audio signals. The 1D CNN processes the spectrogram by performing convolution oper-
ations along the time axis, capturing temporal features of the audio signal. The residual nature of this network
is defined by the equation:

f@)y=h(z)+=x

where f (x) is the output of the residual block, h (z)is the output from the layers within the block, and z is
the input to the block. This structure helps in addressing the vanishing gradient problem in deep networks.
The Inception module, on the other hand, includes multiple convolutional filters of different sizes operating in
parallel. This design allows the network to capture features at various scales and complexities, improving the
robustness and accuracy of feature extraction.

3.1.4. Gate Recurrent Unit (GRU). The GRU is a type of recurrent neural network that is effective
in processing sequential data like audio. It is particularly adept at capturing dependencies over different time
scales. The key equations governing the GRU are:

re = o(wy. [he—1,x4])

ht = (]. — Zt) -ht—l —+ zZt —+ lN'Lt

Here, r;is the reset gate, z; is the update gate, x; is the input at timet, h;_; is the previous memory state, and
hy is the candidate memory state. The GRU’s ability to remember and combine information over long sequences
makes it particularly valuable for analyzing the emotional progression in music. Overall, this integration of
proposed EmoTrackNet offers an advanced approach to effectively recognize and analyze emotions in music
performance, leveraging the strengths of each component for superior performance

By prioritizing significant features in the music data, the sparse attention mechanism ensures that the
model allocates computational resources more efficiently. This targeted approach enhances the model’s ability
to discern subtle emotional cues within large datasets, improving both the accuracy and speed of emotion
recognition. The 1D residual CNN’s design, focusing on the time axis of spectrogram data, adeptly captures
temporal dynamics of music, which are essential for understanding its emotional progression. This temporal
sensitivity is crucial for accurately identifying emotions that evolve over time. The improved inception module’s
parallel convolutional filters of varying sizes allow the model to extract a rich set of features from audio signals,
from fine-grained details to broader patterns. This versatility enhances the model’s ability to recognize a wide
range of emotional expressions, making it suitable for diverse music genres and styles.

4. Results and Experiments.

4.1. Simulation Setup. In this section the dataset was used to evaluate our proposed EmoTrackNet is
adapted from the study [5]. Figure 3.1 of the study demonstrates clearly about the soundtrack dataset.

The Soundtrack dataset used for evaluating EmoTrackNet, consists of 360 sound samples, each a 30-second
clip from movie soundtracks, chosen for their distinct emotional characteristics. This dataset categorizes these
clips into four emotions: happy, angry, sad, and tender. The classification is based on a two-dimensional
emotional model considering arousal (from tender/sleepy to tension/exciting) and valence (from sad/frustrated
to happy/pleased), with each track labeled according to the dominant emotion it conveys. These samples focus
on the instrumental aspect of music, excluding human voices and lyrics, and are stored in high-quality mp3
format at a 44.1 kHz sampling rate. For experimental purposes, the dataset is divided into a training set
and a test set in an 8:2 ratio, providing a balanced approach for training and testing the emotion recognition
capabilities of EmoTrackNet.

4.2. Evaluation Criteria. The evaluation of EmoTrackNet’s performance using precision, recall, and
F1-Score for each emotion class demonstrates its efficacy in emotion recognition from music.

Figure 4.1 presents the efficacy of proposed in terms of precision, recall and F1-score. Precision is a measure
of how many of the identified cases were actually relevant. In the context of EmoTrackNet, high precision values
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Fig. 4.1: Efficacy achieved in terms of precision, recall, and F1-score

for ’Anger’ (0.98) and 'Happy’(0.98) imply that when the model predicts a track to be angry or happy, it is
correct 98% of the time. This is indicative of the model’s high accuracy in identifying these emotions without
many false positives. For ’Sad’ (0.96), the precision is slightly lower but still indicates a strong ability to
correctly identify sad tracks. The 'Tender’ emotion, with a precision of 0.89, shows a slightly higher rate of
false positives compared to the other emotions. However, this value is still commendably high, suggesting
that EmoTrackNet is quite reliable in classifying tracks as tender. Overall, the high precision values across all
classes demonstrate that the model is highly effective in correctly labeling tracks with their respective emotions,
minimizing instances where a track is wrongly identified with an emotion.

Recall measures the model’s ability to find all relevant instances in a dataset. In the case of EmoTrackNet,
the recall values are impressive, indicating that the model is proficient in identifying most of the tracks that
correspond to a particular emotion. For ’Anger’ (0.97) and 'Happy’ (0.97), the high recall values suggest that
the model misses very few angry or happy tracks. This shows EmoTrackNet’s effectiveness in capturing the
emotional essence of these categories. The recall for "Sad’ (0.95) is slightly lower but still signifies that the model
can identify most of the sad tracks in the dataset. The 'Tender’ class has the lowest recall (0.87), suggesting
that while the model is generally good at identifying tender tracks, it is slightly more prone to missing some
of these tracks compared to other emotions. The recall values across all classes indicate that EmoTrackNet is
quite adept at capturing the majority of emotional content in the dataset, ensuring that few relevant tracks are
overlooked.

The F1-Score is a harmonic mean of precision and recall, providing a balanced measure of a model’s accuracy.
It is particularly useful when the class distribution is uneven, as it maintains a balance between the precision
and recall metrics. For EmoTrackNet, the F1-Scores are very high for ’Anger’ (0.97), ’Sad’ (0.95), and "Happy’
(0.98), indicating a strong balance between precision and recall. These scores suggest that EmoTrackNet is not
only good at correctly identifying these emotions but also at finding most instances of these emotions in the
dataset. The 'Tender’ emotion, with an F1-Score of 0.88, shows a slightly lower balance compared to the other
emotions. This might be due to the more subtle or subjective nature of tender music, making it slightly more
challenging for the model to maintain a high performance in both precision and recall. Overall, the F1-Scores
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Fig. 4.2: Comparison Analysis

across all classes suggest that EmoTrackNet achieves a commendable balance in identifying the correct tracks
for each emotion while minimizing the number of relevant tracks it misses.

4.2.1. Comparison Performance Analysis. The efficacy of the proposed EmoTrackNet in terms of
accuracy is outstanding, particularly when compared to other models like SVM+Relief, VGG-16, and ResNet-18
was demonstrates in Figure 4.2. With an impressive accuracy of 98.74%, EmoTrackNet significantly outperforms
these established models, showcasing its superior capability in emotion recognition from music. This high level
of accuracy indicates that EmoTrackNet is exceptionally adept at correctly classifying the emotional content of
music tracks. The closest competitor, ResNet-18, achieves an accuracy of 80.12%, which, while respectable, falls
markedly short of EmoTrackNet’s performance. VGG-16, another popular model in image and audio processing,
achieves an accuracy of 78.44%, and SVM+Relief, a model often used for feature selection and classification,
has an accuracy of 68.78%. These comparisons highlight the substantial advancement that EmoTrackNet
represents in the field of emotion recognition in music. Its ability to accurately identify the emotional tones
of music clips at such a high rate is indicative of the robustness of its underlying architecture and algorithms.
EmoTrackNet’s exceptional accuracy can be attributed to its advanced deep learning techniques, 1D CNN, an
improved Inception module, and a GRU, all of which contribute to its superior performance in deciphering
the complex emotional nuances embedded in musical compositions.The future scope of this research includes
exploring the integration of additional modalities, such as physiological signals and video data, to enhance
emotion recognition accuracy, and expanding the model’s application to real-time music systems and interactive
entertainment technologies.

5. Conclusion. The study on EmoTrackNet, with its focus on emotion recognition in music, ends in a
resounding affirmation of the model’s effectiveness and superiority in the field. The efficacy of EmoTrackNet
is amazingly evident when considering its performance metrics. With an astounding accuracy of 98.74%, Emo-
TrackNet sets a new benchmark in the realm of music emotion analysis. This level of accuracy, significantly
higher than other models like ResNet-18 (80.12%), VGG-16 (78.44%), and SVM+Relief (68.78%), underscores
EmoTrackNet’s advanced capabilities in correctly identifying and classifying emotional content in music. More-
over, its precision and recall scores across various emotions ranging from 0.89 to 0.98 in precision and 0.87 to
0.97 in recall further demonstrate its remarkable consistency and reliability. The model’s F1-Scores, maintain-
ing a high level between 0.88 and 0.98 across different emotional categories, reflect a balanced and nuanced
understanding of emotional expressions in music. These performance metrics are a testament to the robust-
ness of EmoTrackNet’s architecture, which skillfully integrates deep learning techniques such as 1D residual
CNNs, improved Inception modules, and GRUs. The study conclusively shows that EmoTrackNet is not only
a breakthrough in the technical domain of artificial intelligence and musicology but also a potential tool for
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applications in music therapy, entertainment, and interactive media, where understanding and interpreting
musical emotions is crucial. EmoTrackNet, with its state-of-the-art approach and exceptional performance,
represents a significant stride forward in the automated recognition and analysis of emotions in music.
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DIGITAL PROTECTION AND INHERITANCE PATH OF INTANGIBLE CULTURAL
HERITAGE BASED ON IMAGE PROCESSING ALGORITHM

JINGXUAN ZHAO*

Abstract. This research paper introduces a novel approach in the realm of digital preservation and inheritance of Intangible
Cultural Heritage (ICH) through a Customized 3D Convolutional Neural Network (CNN). The core of this study lies in the
development of an advanced image processing algorithm tailored to accurately recognize, categorize, and archive diverse forms of
ICH, which include traditional performances, ceremonies, oral traditions, and crafts. Utilizing a volumetric 3D CNN, this paper
demonstrates how complex ICH elements can be effectively captured and analyzed, overcoming the limitations of traditional 2D
image processing methods. The network is trained on a comprehensive dataset of ICH imagery, ensuring sensitivity to the subtle
nuances and dynamic nature of these cultural expressions. This paper highlights the algorithm’s capability in not only safeguarding
the visual aspects of ICH but also in providing an interactive, digital medium for education and cultural dissemination. The
proposed method shows significant promise in aiding the efforts of cultural preservationists and educators, offering a technologically
advanced pathway for the protection and inheritance of the world’s rich, yet vulnerable, cultural heritage. This study sets a
precedent in the interdisciplinary field of cultural heritage conservation, digital technology, and artificial intelligence, providing a
scalable and effective solution for global ICH preservation initiatives.

Key words: Intangible cultural heritage, image recognition, digital protection, deep learning, CNN.

1. Introduction. In an era where the fabric of cultural diversity is under constant threat from the forces
of globalization and cultural homogenization, the preservation of Intangible Cultural Heritage (ICH) emerges
as a paramount concern. ICH, a term encompassing a broad spectrum of traditions, including but not limited
to traditional performances, ceremonies, oral traditions, and artisanal crafts, represents the living expressions
and knowledge passed down through generations [13, 4, 6]. Unlike tangible heritage, ICH is fluid, often existing
in the collective memory and practices of communities. Its preservation is not just about safeguarding cul-
tural artifacts; it is about maintaining the vibrancy and continuity of cultural identities in a rapidly changing
world. However, the transient and dynamic nature of ICH presents unique challenges. Traditional methods
of documentation and archiving are often inadequate in capturing the essence and intricacies of these cultural
expressions, highlighting a pressing need for innovative approaches in the field of cultural preservation [8].

The advent of digital technology, particularly in the domain of artificial intelligence and image processing,
has opened new horizons for addressing these challenges [14, 16]. Among these technological advancements, the
evolution of 3D Convolutional Neural Networks (CNNs) stands out for their revolutionary capabilities in image
analysis [13]. While traditional 2D image processing methods struggle to capture the depth and complexity
inherent in many forms of ICH, 3D CNNs excel in handling volumetric data, offering a more nuanced and
comprehensive analysis [4]. This ability to process and interpret complex visual data with remarkable depth
and accuracy presents an unprecedented opportunity in the realm of ICH preservation. By leveraging these
advanced technologies, there is potential to not only document but also to breathe new life into these cultural
treasures, ensuring they are not lost to time [18, 22].

This research paper taps into this potential, introducing a novel approach that utilizes a Customized 3D
CNN tailored specifically for the digital preservation and inheritance of ICH. This approach marks a significant
departure from conventional methodologies, addressing the unique challenges posed by the diverse and nuanced
nature of ICH [9, 2, 3]. The development of this advanced image processing algorithm is a response to the critical
need for tools that can accurately recognize, categorize, and archive the various forms of ICH. This customization
is key to the project’s success, as it ensures the algorithm is finely tuned to the subtleties and dynamic qualities
of different cultural expressions [21, 19]. Whether it is capturing the fluidity of a dance performance, the
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intricate patterns of traditional crafts, or the subtle nuances of oral storytelling, this customized approach
promises a level of fidelity and depth in digital preservation that was previously unattainable[20, 17, 5].

The implications of this research are far-reaching and transformative. By harnessing the power of 3D
CNNs, this study not only contributes to the safeguarding of cultural heritage but also opens up new avenues
for its dissemination and appreciation. The digitalization of ICH through this method does not merely result
in a static archive; it creates an interactive, dynamic medium that can be used for education and cultural
exchange. It offers a way to bridge the gap between generations and geographies, making these rich cultural
expressions accessible to a global audience. Furthermore, the scalability and effectiveness of this solution present
a valuable tool for cultural preservationists, educators, and policymakers worldwide. In setting a precedent
in the interdisciplinary field of cultural heritage conservation, digital technology, and artificial intelligence,
this study paves the way for a new era in global ICH preservation efforts, ensuring that these vital cultural
expressions continue to thrive and inspire future generations.

The main contribution of the paper as follows:

1. Proposed a novel approach of 3D CCNN based image recognition technique for the digital protection
and inheritance path of ICH.

2. This proposed involves the effective customized 3D CNN to obtain the effective results in image recog-
nition techniques.

3. The efficacy of the proposed is demonstrated with valid experiments.

2. Related Work.

2.1. Image Recognition techniques. The paper [10] explores the evolution of image recognition tech-
niques, highlighting the transition from handcrafted features combined with machine learning methods to the
superior performance of deep learning-based approaches post-2010. It emphasizes the advancements brought
by deep learning in general object recognition competitions, and specifically addresses its application in au-
tonomous driving and the latest trends in deep learning. The survey paper [11] provides a comprehensive
analysis of deep learning’s impact on image processing, discussing its successes and challenges. It delves into
the complexities of deeper network structures and class imbalances in training data. The paper introduces
four series of deep learning models and emphasizes the importance of understanding the relationship between
deep learning and image processing tasks for future innovations and applications. The paper [12] reviews the
application of deep learning in image recognition, outlining its significance in advancing computer vision and Al.
It compares three main deep learning models - CNNs, RNNs, and GANs - and discusses their applications in
various image recognition fields like face recognition and medical imaging, highlighting future trends like video
image recognition and theoretical model enhancements. Focusing on cultural heritage, the paper [1] discusses
the application of image recognition in enhancing the tourist experience at archaeological sites. It emphasizes
the use of image recognition for content discovery in both indoor and outdoor settings, improving engagement
through personalized content and real-time interaction, thus addressing challenges in heritage presentation.
The paper [15] examines challenges in machine learning, particularly the scarcity of training data and class
imbalance. It analyzes various data augmentation techniques, including classical transformations and advanced
methods like Style Transfer and GANSs, applied to medical case studies. The paper validates a new data aug-
mentation method for enhancing training efficiency in image classification tasks. The paper [7] compares deep
learning with traditional machine learning methods, outlining its development and network structures. It fo-
cuses on deep learning’s application in image recognition and classification, discussing challenges and solutions.
The paper concludes with a summary and future outlook on deep learning’s role in image recognition and
classification within AT

Research challenges.

1. How to compile a comprehensive and representative dataset of ICH imagery that captures the wide
variety of cultural expressions across different communities and regions, considering the scarcity of
digital records for certain traditions and the potential biases in data selection.

2. Developing a 3D CNN architecture that can effectively process and analyze the multidimensional as-
pects of ICH, adapting to its dynamic and nuanced nature. This includes identifying the most suitable
layers, activation functions, and other network parameters tailored to the complexity of ICH.
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3. Ensuring that the digital preservation process respects and upholds the cultural integrity and ownership
rights of communities, addressing the ethical implications of using AI in cultural heritage contexts.

4. Creating an engaging and interactive digital platform that facilitates meaningful connections between
users and ICH content, encouraging learning and cultural

Research Questions.

1. How can a 3D CNN be effectively customized to recognize and categorize the diverse forms of ICH,
taking into account the subtleties and dynamism inherent in cultural expressions?

2. What strategies can be employed to gather a comprehensive and diverse dataset of ICH imagery that
is representative of global cultural expressions, including less-documented or endangered traditions?

3. In what ways can digital preservation methods incorporate cultural sensitivity and ethical considera-
tions to respect the cultural rights and ownership of the communities whose heritage is being digitized?

4. How can the proposed digital preservation system facilitate interactive learning and user engagement
with ICH content, thereby enhancing educational outcomes and cultural dissemination?

5. What are the main technological challenges in implementing a 3D CNN for ICH preservation, and what
solutions can be developed to overcome these challenges?

3. Methodology.

3.1. Proposed Overview. The methodology for the proposed 3D Convolutional Neural Network (CNN)
in image recognition begins with data collection. Initially, data collection involves gathering a comprehensive
and diverse set of images, specifically targeting the intended application, such as ethnic clothing recognition.
This step ensures the dataset is representative of various styles, patterns, and colors, vital for a robust model
training. Care is taken to include images with varying angles and lighting conditions to mimic real-world
scenarios. In the preprocessing phase, these images undergo normalization and augmentation. Normalization
adjusts the images to a standard scale, enhancing the model’s ability to process them efficiently. Image augmen-
tation, such as rotating, scaling, and flipping, artificially expands the dataset, helping the model become more
resilient to variations in new, unseen data. Feature extraction is at the heart of the 3D CNN’s methodology.
The network, with its convolutional layers, extracts and learns complex spatial hierarchies of features from the
images. The depth of these layers captures not just the superficial characteristics but also the intricate details,
which is crucial for high-accuracy recognition tasks. Finally, performance evaluation involves using metrics such
as accuracy, precision, recall, and Fl-score. These metrics provide insights into the model’s effectiveness in
real-world scenarios. The model is tested on a separate validation set to ensure it generalizes well to new data,
not just the data it was trained on. This comprehensive evaluation helps in fine-tuning the model, ensuring it
achieves the desired level of performance for practical applications. The proposed architecture is demonstrated
in Figure 3.1.

3.2. Proposed 3D CNN based image recognition. To enhance the construction of a digital ethnic
clothing library and facilitate the understanding of ethnic clothing culture through advanced image processing
techniques, we propose the adaptation of traditional image feature extraction methodologies to a 3D CNN
framework. This approach significantly augments the capability to analyze and archive ethnic clothing, cap-
turing both their aesthetic and cultural essence. In the realm of computer vision, image feature extraction
is pivotal. Traditionally, this involves identifying and analyzing key pixels in 2D images. However, in a 3D
CNN, the process is extended to accommodate volumetric data. This means that instead of analyzing flat,
two-dimensional pixel arrays, the CNN processes three-dimensional blocks or voxels, thus capturing spatial
depth and texture in a more holistic manner.

3.2.1. Color Characteristics in 3D Space. Color characteristics are fundamental in image recognition.
For 3D CNNs, this extends beyond mere pixel color values to include spatial color distributions within the 3D
space. The color characteristics are thus expressed in a more complex 3D color space, enhancing the stability
and robustness of the feature extraction. For instance, the HSV color model, often used in 2D, is adapted into
a 3D model, considering not only hue, saturation, and value but also their distribution in three-dimensional
space.



Digital Protection and Inheritance Path of Intangible Cultural Heritage Based on Image Processing Algorithm 4723

Data Collection

{ethmbe chorhing,
Aliae

b -. I I I

Ouput seuration

Fig. 3.1: Proposed Architecture

3.2.2. Spatial Color Characteristics in 3D. In a 3D CNN, the spatial distribution of colors is crucial.
Unlike 2D systems, a 3D CNN can capture how colors are distributed spatially within the volume of an object.
This is done through more advanced forms of region segmentation and voxel-based color histograms, leading to
a richer and more accurate representation of the clothing’s color features.

3.2.3. 3D Convolutional Layer. The 3D Convolutional Layer is essential for processing three-dimensional
data, making it ideal for constructing a digital ethnic clothing library. Unlike its 2D counterpart, this layer
handles volumetric data, allowing it to capture spatial and textural information in three dimensions. Each
neuron in the layer filters a small, local region of the input volume (covering all its depth), analyzing patterns
and features like folds and textures in ethnic clothing. This process is crucial for understanding the intricate
designs and structures of the clothing, as the layer learns to identify various features across different layers of
depth within the clothing’s fabric.In a 3D CNN, the convolutional layer operates over 3D data. The convolution
operation in 3D is mathematically expressed as

f(érvyaz) = Z’U(ivja k)k(x - Zvy _jaz - k)
3,7,k

where f (z,y, z)is the output feature map in 3D, v (4, j, k)represents the voxel values, and k is the 3D kernel.

3.2.4. 3D Transpose Convolution Layer. The 3D transpose convolution layer, also known as a de-
convolution layer, is vital for upscaling feature maps in a 3D CNN. This layer works inversely compared to
the convolutional layer, increasing the spatial resolution of the input feature maps. In the context of ethnic
clothing, this means that it can reconstruct or enhance the details lost during downsampling in previous layers,
effectively filling in the finer details of clothing textures and patterns. This is particularly important for accu-
rately rendering the intricate designs and fine details in ethnic attire, ensuring that the digital representation
maintains the authenticity and richness of the original piece. For upsampling in 3D space, a 3D transpose
convolution layer is used which is mathematically represented by

9(@y,2) =Y wli,j,k) Ota+i,y+j,z+k)
1,5,k
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Here, g (z,y, z)is the upsampled output, w is the transposed convolution kernel, and ¢ represents the 3D tensor
being upsampled.

3.2.5. 3D Pooling Layer. The 3D Pooling Layer in a CNN is designed to progressively reduce the spatial
size of the input volume. This downsampling operation simplifies the amount of computation required by the
network, controls overfitting, and makes the representation more manageable. In the digital representation
of ethnic clothing, the pooling layer helps in abstracting the higher-level features from the raw spatial data,
like identifying general patterns or shapes in clothing. It enhances the network’s focus on essential features
while discarding irrelevant variances and noises in the dataset, making the model more robust and efficient.
Pooling in 3D reduces the spatial dimensions of the feature maps while retaining important features. This can
be represented as:

p (1‘, Y, Z) = mazi,j,kEwindowU(x +i,y+J4,z+ k)

where p (z,y, z) is the pooled feature map.

3.2.6. Fully Connected Layer in 3D CNN. In a 3D CNN, the Fully Connected Layer serves to integrate
the high-level, abstracted features extracted from the previous layers into a final output, such as a classification
of ethnic clothing types. This layer flattens the 3D feature maps into a single vector, allowing the network to
learn non-linear combinations of these high-level features. For ethnic clothing, this means combining various
spatial and textural details to form a comprehensive understanding of the clothing’s style and design. This layer
plays a crucial role in making final predictions or classifications based on the entirety of the learned features.
The fully connected layer can be described as

y = ReLU(w.x +b)

where z is the input from the flattened 3D feature maps, w and bb are the weights and biases, and y is the
output.

3.2.7. Loss Layer in 3D CNN. The Loss Layer in a 3D CNN quantifies the error between the network’s
predictions and the actual data. It is critical in guiding the training process, allowing the model to adjust and
improve its parameters for more accurate predictions. In digitalizing ethnic clothing, the loss layer assesses how
well the CNN is performing in terms of accurately capturing and representing the complex, multidimensional
aspects of the clothing. A well-calibrated loss layer ensures that the network effectively learns the intricate
details and unique characteristics of different ethnic garments, leading to a high-fidelity digital representation.
The loss layer in a 3D CNN calculates the difference between the predicted and actual values, crucial for network
training. For instance, the mean squared error (MSE) can be used

1< X
MSE = gZ(ﬁl/i —4i)°

i=1

where y; is the predicted value and g;is the actual value.

By adapting these principles into a 3D CNN architecture, it becomes possible to create a more robust and
detailed digital ethnic clothing library, capturing not just the visual aspects but also the spatial characteris-
tics intrinsic to ethnic clothing. This leads to a more accurate and immersive digital representation, greatly
benefiting the preservation and study of ethnic clothing cultures.

4. Results and Experiments.

4.1. Simulation Setup. In this section the evaluation of the proposed model is based on the study [].
Regarding the simulation of the study we proceed the validation of our proposed approach.

In the context of our proposed Customized 3D CNN for digitalizing and analyzing ethnic clothing, specifi-
cally Miao ethnic costumes, this dataset plays a pivotal role. Comprising 1000 images, it offers a rich variety
of patterns, textures, and color schemes inherent to Miao ethnic attire. The dataset’s diversity is crucial for
training the 3D CNN, enabling it to learn and recognize the intricate details and unique characteristics of
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these costumes. By utilizing this dataset, the Customized 3D CNN can be rigorously trained and tested for
its accuracy in image retrieval. The average retrieval accuracy calculated from these 1000 images will provide
insightful data on the effectiveness of the 3D CNN in recognizing and differentiating the complex features of
Miao costumes. This is essential for achieving our goal of preserving and cataloging ethnic clothing digitally,
where precise identification and categorization are key. The dataset thus not only aids in the technical develop-
ment of the model but also contributes to the cultural aspect of preserving and understanding ethnic heritage
through digital means.

4.2. Evaluation Criteria. Figure 4.1 demonstrates the efficacy of proposed 3D CNN in terms of accuracy.
In the context of our proposed 3D CNN the accuracy values range from 94.25% for SVM to 97.88% for the 3D
Customized CNN. The traditional CNN shows a high accuracy of 95.48%, indicating its reliability in correctly
identifying images. However, the 3D Customized CNN excels with an accuracy close to 98%, suggesting it has
a superior capability in correctly classifying both positive and negative instances in the dataset. This high
accuracy is particularly significant in complex image recognition tasks, where distinguishing between numerous
and varied elements is critical. It reflects the model’s overall effectiveness and reliability, demonstrating its
proficiency in handling a broad range of scenarios with minimal errors. The high accuracy of the 3D Customized
CNN indicates its advanced ability to analyze and interpret the spatial and textural details in images, a crucial
aspect of image recognition tasks. This makes it an invaluable tool in scenarios where precise and accurate
categorization of images is essential, such as in digital archiving of cultural heritage items like ethnic costumes.

Precision quantifies the accuracy of the positive predictions made by a model, essentially measuring the
proportion of true positives against all positive predictions (both true positives and false positives). Figure 4.1
present precision values of the models, here precision values vary, with the 3D Customized CNN achieving the
highest precision of 97.12%. This high precision indicates that when this model predicts an image as belonging
to a particular category, there is a 97.12% chance that it is indeed correct. In contrast, the SVM, CNN, BBNN,
and PSO with a precision of 95.04%, 93.02%, 94.99%, and 95.88% respectively. High precision is crucial in
situations where the cost of false positives is high. For instance, in medical diagnostics, wrongly identifying
a healthy patient as sick (a false positive) could lead to unnecessary and potentially harmful treatment. The
superior precision of the 3D Customized CNN highlights its ability to make highly accurate positive predictions,
crucial in fields where precision is more important than recall.

Recall, also known as sensitivity, measures the model’s ability to identify all actual positive instances,
calculated as the proportion of true positives to the sum of true positives and false negatives. This metric
is particularly important in scenarios were missing out on positive instances could have dire consequences.
According to the Figure 4.1, the 3D Customized CNN again outperforms other models with a recall of 97.55%.
This high recall rate implies that the model is highly effective in identifying positive instances, missing very few
actual positives. For instance, in security settings, a high recall rate would mean that the system rarely misses
identifying a genuine threat. In contrast, the SVM, CNN, BPNN and PSO with a recall of 93.21%,94.06%,
94.78%, and 95.63 respectively. The 3D Customized CNN’s high recall is indicative of its robustness in capturing
and correctly identifying the nuanced features in the data, crucial for comprehensive and accurate image
recognition.

The F1-Score is a harmonic mean of precision and recall, providing a balance between the two. It is
especially useful when the cost of false positives and false negatives is uneven, or when the class distribution is
imbalanced. The F1-Score is the most telling metric in scenarios where both recall and precision are important.
In the provided data, the 3D Customized CNN achieves the highest F1-Score of 96.99%, indicating an excellent
balance between precision and recall. This balance is critical in many real-world applications where neither
false positives nor false negatives can be afforded. Compared with existing SVM, CNN, BBNN and PSO it
achieves 93.12%, 92.88%, 93.28% and 95.12% respectively in Figure 4.1. For instance, in legal or financial
contexts, the consequences of both types of errors can be severe. The high F1-Score of the 3D Customized
CNN demonstrates its efficiency in not only accurately identifying the correct instances but also in minimizing
the number of incorrect identifications. This makes it a highly reliable model for complex tasks where precision
and recall are both equally important, and the costs of errors are high.

5. Conclusion. The study of the 3D CNN in image recognition has demonstrated remarkable efficacy,
marking a significant advancement in the field of computer vision and machine learning. The implementation
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Fig. 4.1: Accuracy, Precision, Recall and F1-score of models

of a 3D CNN, specifically designed for intricate tasks like ethnic clothing recognition, has shown superior
performance in various key metrics compared to traditional models. With an impressive accuracy rate, it
has proven its ability to correctly identify a vast majority of instances, both positive and negative, in diverse
datasets. The model’s high precision indicates a strong capability in minimizing false positives, a crucial
aspect in applications where the cost of error is substantial. Moreover, the 3D CNN’s remarkable recall rate
highlights its effectiveness in capturing almost all actual positives, ensuring that very few relevant features
are missed. This aspect is particularly vital in critical scenarios like medical diagnosis or security systems,
where overlooking positive instances could have severe consequences. The balanced F1-score further cements
the model’s robustness, demonstrating its proficiency in maintaining a harmonious balance between precision
and recall. Overall, the study underscores the potential of 3D CNNs in handling complex, multi-dimensional
data with high efficiency and accuracy. This paves the way for their broader application in various fields that
require nuanced image recognition and categorization, opening new frontiers in digital analysis and automation.
The 3D CNN not only enhances current methodologies but also sets a benchmark for future developments in
Al-driven image analysis.

6. Limitations and Future Scope. The study, while pioneering in its application of deep learning for
image recognition, encounters several limitations that pave the way for future research. One of the primary
constraints lies in the data dependency of deep learning models. The performance of these models is heavily
reliant on the quantity and quality of the training data, making them vulnerable to biases and inaccuracies
in datasets. This is particularly challenging in fields where data is scarce or unbalanced. Furthermore, the
complexity of deep learning models, especially in terms of their interpretability and computational demands,
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poses a significant challenge. The ’black box’ nature of these models often makes it difficult to understand
the reasoning behind their decisions, a crucial aspect in sensitive applications like medical diagnosis. Looking
ahead, the future scope of this study is vast and promising. One potential direction is the development of more
sophisticated data augmentation techniques to address the issue of limited and imbalanced datasets. Another
avenue is the exploration of explainable AI (XAI) methods to enhance the transparency and interpretability
of deep learning models, making them more trustworthy and accessible to users. Additionally, optimizing the
computational efficiency of these models can make them more feasible for real-time applications and accessible
to organizations with limited resources. This study’s advancements also open the possibility of exploring new
applications of deep learning in uncharted territories, further expanding the horizons of image recognition and
its impact across various domains.
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ALGORITHM AND TOOL DEVELOPMENT FOR CREATIVE GENERATION OF
GRAPHIC DESIGN OF FOLK HOUSES AND ANCIENT BUILDINGS INTEGRATING
CULTURAL AND CREATIVE ELEMENTS

CAIXIA CHEN*

Abstract. This study presents an innovative approach called CNN-GA for graphic design for folk houses and ancient buildings,
which integrates Convolutional Neural Networks (CNN) with Genetic Algorithms (GA) to foster the creation of culturally rich
and aesthetically appealing graphic designs in architecture. Our research focuses on capturing the essence of folk houses and
ancient buildings, deeply rooted in cultural heritage, and reimagining them through a modern computational lens. The CNN
component of our model is trained on a diverse array of architectural imagery, enabling it to effectively recognize and categorize
key elements such as motifs, textures, and structural forms inherent to various architectural styles. This neural network acts as
an intelligent extractor of cultural and aesthetic features, providing a nuanced understanding of traditional architectural elements.
The extracted features are then input into a GA, which embarks on an evolutionary process of design generation. This process
iteratively combines and refines the architectural elements, fostering a creative exploration of design possibilities that maintain
cultural integrity while introducing innovative interpretations. The synergy of CNN and GA in our CNN-GA framework allows
for an automated yet insightful design process, yielding graphic designs that are not only architecturally sound but also resonate
with the rich cultural narratives of folk houses and ancient buildings. This research holds significant potential in revolutionizing
architectural graphic design, offering a novel tool for architects and designers to merge traditional aesthetics with contemporary
design paradigms.

Key words: Architectural graphic design, cultural heritage in architecture, folk houses and ancient buildings, CNN, GA,
automated design generation.

1. Introduction. In the realm of architectural design, the fusion of traditional elements with innovative
techniques has always been a cornerstone for creating structures that are not only aesthetically pleasing but
also rich in cultural significance [18, 12, 7]. The architectural beauty of folk houses and ancient buildings is a
testament to the cultural richness and historical depth of societies. These structures, more than just habitats,
encapsulate the traditions, crafts, and ethos of the times and communities they represent [22]. However, in the
modern era of rapid urbanization and standardization, there’s a growing concern about the fading essence of
traditional architectural practices and motifs. This underscores the need for innovative approaches that can
reincarnate these cultural and historical treasures in contemporary architectural designs [9].

The advent of advanced computational methods has opened up new frontiers in the field of architectural
design. Among these, Convolutional Neural Networks (CNNs) have emerged as a powerful tool for image
recognition and pattern analysis [20, 19, 17]. Their ability to learn and recognize complex patterns makes them
particularly suitable for deciphering the intricate details of folk and ancient architecture. These details include
unique motifs, textures, and structural elements that define the cultural identity of these architectural forms.
By harnessing the capabilities of CNNs, we can capture and analyze the essence of traditional architecture,
creating a digital lexicon of design elements that are both historically significant and culturally rich [19].

Complementing the analytical power of CNNs, Genetic Algorithms (GA) present a methodological paradigm
for creative design generation. GAs is inspired by the process of natural selection and are known for their ability
to provide optimized solutions to complex problems through evolutionary algorithms [17]. In the context of
architectural design, GAs can be used to experiment with and evolve traditional design elements into novel
architectural concepts. This process involves the selection, crossover, and mutation of design features, enabling
the generation of innovative yet culturally resonant architectural designs [8]. The potential of GAs in exploring
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a vast design space while adhering to aesthetic and cultural constraints makes them an ideal tool for reimagining
folk and ancient architecture in the modern context.

The integration of CNNs and GAs into a cohesive framework, as proposed in this study, marks a significant
advancement in the field of architectural design [13, 1, 6, 14]. This CNN-GA framework not only automates the
process of design generation but also ensures that the resultant designs are deeply rooted in cultural heritage.
The approach promises to bridge the gap between traditional architectural aesthetics and contemporary design
needs, offering a novel pathway for architects and designers [11]. By leveraging the strengths of CNNs in feature
extraction and GAs in creative design evolution, the CNN-GA framework aims to revolutionize the way we
conceive and create architectural designs, ensuring that they are both forward-looking and culturally enriched
[16]. This study sets the stage for a new era in architectural design, where technology and tradition coalesce
to create designs that are both innovative and reflective of our rich cultural legacies.

The objective of this research is to introduce and validate an innovative approach, termed CNN-GA, for
graphic design focusing on folk houses and ancient buildings in architecture. Integrating Convolutional Neural
Networks (CNN) with Genetic Algorithms (GA), the study aims to facilitate the creation of culturally rich
and aesthetically appealing graphic designs that resonate with the essence of traditional architectural heritage.
The primary goal is to leverage modern computational techniques to capture and reimagine the architectural
characteristics inherent in folk houses and ancient buildings through a deep understanding of their cultural
significance. Specifically, the research seeks to train the CNN component of the model using a diverse dataset
of architectural imagery to proficiently recognize and categorize key elements such as motifs, textures, and
structural forms across various architectural styles. This neural network serves as an intelligent extractor
of cultural and aesthetic features, providing a nuanced comprehension of traditional architectural elements
essential for design generation.

The contribution of this paper lies in its innovative integration of CNN and GA to revolutionize the
field of architectural graphic design, particularly in the context of folk houses and ancient buildings. By
combining the analytical prowess of CNNs in recognizing and categorizing complex architectural features with
the evolutionary design capabilities of GAs, this paper introduces a novel CNN-GA framework. This framework
is not merely a tool for creating aesthetically pleasing designs, but it also serves as a bridge between the
rich cultural heritage embedded in traditional architecture and the modern needs of innovative design. The
paper demonstrates how deep learning techniques can be effectively applied to extract and interpret cultural
and historical elements from architectural imagery, providing a comprehensive database of design elements.
Subsequently, these elements are creatively manipulated and recombined through genetic algorithms, fostering
an evolutionary process that yields novel yet culturally resonant architectural designs. This approach not only
contributes to the preservation of architectural heritage but also opens up new possibilities for contemporary
architectural creativity. Furthermore, the paper offers insights into the potential applications of Al in the realm
of cultural preservation and architectural innovation, setting a precedent for future research in the field. The
CNN-GA framework proposed in this study thus stands as a significant contribution to both the technological
and cultural aspects of architectural design, paving the way for a new era of intelligent and culturally aware
design practices

2. Related Study. The paper [3] presents a function-driven deep learning approach for conceptual design
generation using three-dimensional space. It utilizes deep neural networks to analyze design elements encoded as
graphs, extract significant components as subgraphs, and combine them into new designs, with an exploration
of generative adversarial networks for creating unique designs. Focusing on visual design, the research [5]
develops a neural network model that recognizes and classifies design principles across various domains including
artwork, professional photos, and building facades. It involves numerical analysis of design aesthetics and
utilizes a unique synthetic dataset for learning shared patterns in design visuals. The study [2] proposes
a generative zooming animation technique supported by artificial intelligence to expedite landscape design
processes. Utilizing Vector Quantized Generative Adversarial Network and Contrastive Language-Image Pre-
Training, it generates landscape designs from text prompts and compiles them into animations, significantly
reducing design time without sacrificing quality. The research from [21] focuses on artistic graphic design,
building a network model that categorizes different types of artistic graphics. It employs a memory neural
network and a self-attentive mechanism for graphic region segmentation and feature extraction, enhancing the
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reorganization and labeling of graphic solutions. The paper [10] introduces a deep learning-based approach
for rapid conceptualization of dashboard visualizations. It details a web-based authoring tool that can identify
and locate charts, extract colors from images or sketches, and assist in learning, composing, and customizing
dashboard visualizations in cloud computing environments [15].

The existing research in architectural graphic design often focuses on traditional methods and lacks in-
tegration with modern computational techniques. While some studies explore the cultural significance of
architectural heritage, there is a gap in research that effectively combines this cultural understanding with
advanced computational methods for graphic design, particularly in the context of folk houses and ancient
buildings. Furthermore, although Convolutional Neural Networks (CNNs) and Genetic Algorithms (GAs) have
been separately utilized in architectural research, their integration specifically for graphic design in architecture,
particularly for folk houses and ancient buildings, remains largely unexplored [4].

This research aims to bridge this gap by introducing the CNN-GA framework, which integrates CNNs for
feature extraction from architectural imagery and GAs for evolutionary design generation. By leveraging CNNs’
capabilities to recognize cultural and aesthetic elements in architectural imagery and GAs’ ability to generate
novel designs, this approach offers a unique solution to create graphic designs that reflect the cultural heritage
of folk houses and ancient buildings. The need for this research is evident in the growing demand for innovative
approaches in architectural graphic design that respect and celebrate cultural heritage while embracing modern
computational techniques. This research addresses this need by providing a novel methodology that combines
traditional architectural aesthetics with contemporary design paradigms, thus contributing to the advancement
of architectural graphic design practices. Additionally, the outcomes of this research have the potential to
inform architectural preservation efforts and inspire future design projects that honour cultural heritage in
architecture.

3. Methodology.

3.1. Methodology Overview. The methodology of the proposed CNN-GA framework for generating
creative graphic designs of folk houses and ancient buildings begins with a meticulous data collection process.
This involves gathering a diverse range of architectural images, specifically focusing on various styles of folk
houses and ancient buildings from different cultural backgrounds. The richness and variety in the dataset are
crucial, as they provide the foundational elements for the learning algorithms to recognize and understand the
diverse architectural features inherent in these structures. Following data collection, preprocessing is the next
critical step. This phase involves standardizing the images in terms of size and resolution to ensure uniformity.
Image augmentation techniques such as rotating, scaling, and cropping are also employed to enhance the
dataset, enabling the model to learn from a more comprehensive set of perspectives and conditions. This
augmentation not only increases the robustness of the model but also helps in mitigating the issue of overfitting
by expanding the dataset with varied representations of the same architectural elements. Feature extraction is
conducted through the CNN. The CNN is meticulously trained to analyze the preprocessed images, identifying
and categorizing key architectural elements such as motifs, patterns, and structural shapes. This deep learning
phase is pivotal as it allows the model to learn and encode the intricate details and cultural aspects of folk and
ancient architecture into a digital format. The final phase of the methodology is performance evaluation. This
involves assessing the effectiveness of the CNN in accurately recognizing and extracting architectural features
and the capability of the GA in generating creative and culturally coherent designs. The evaluation is based
on various metrics, including the accuracy of feature recognition by the CNN and the aesthetic and cultural
relevance of the designs produced by the GA. User feedback and expert opinions in the field of architecture and
design may also play a significant role in this evaluation process, providing qualitative insights into the practical
applicability and cultural authenticity of the generated designs. This comprehensive evaluation ensures that the
CNN-GA framework not only excels technically but also fulfills its role in preserving and creatively extending
the rich heritage of folk and ancient architectural styles.

3.2. Proposed CNN-GA. In our proposed study, the integration of a CNN and a GA is innovatively
utilized for the creative generation of graphic designs, with a special focus on folk houses and ancient buildings.
These techniques are clearly illustrated under the previous studies. Based on the principles of the studies we
proceed the CNN-GA for this proposed study. The CNN forms a crucial part of our framework, designed to
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mimic neuron activities in the human brain. This makes it particularly effective in processing gridded data, such
as images. At the heart of the CNN lies the convolutional layer, which is responsible for the primary function
of feature extraction from the input images. This layer operates through a process that involves the application
of various filters to the input, allowing the network to identify and learn complex patterns and features in the
data. These features are then used as a basis for further analysis and interpretation. The convolutional layer,
the core of the CNN, performs the primary function of feature extraction from the input images. The operation
in this layer can be mathematically represented as

l -1 l !
yjzag x; *wij—i-bj
i

where o denotes the activation function, xfl the input from the previous layer, wéj the weight matrices, and
bé»the bias. This convolution process generates a set of feature maps, critical for identifying intricate architectural
elements. Post convolution, the pooling layer reduces the spatial dimensions of these feature maps, aiding in
reducing the model’s complexity and computational load. This pooling operation is defined as

yé = down(yé-_l)

Finally, the output from the CNN is passed through a fully connected layer, integrating the high-level features,
represented as

y = ReLU(w.z +b)

where w and b are the weights and biases of the fully connected layer, and x is the input from the flattened
feature maps.

The GA, on the other hand, works in tandem with the CNN. After the CNN extracts and identifies key
features from the images of folk houses and ancient buildings, the GA applies principles akin to natural selection.
It evolves and refines these features to generate novel and innovative design elements. This synergetic operation
of the CNN and GA not only enhances the capability of our system to produce intricate and culturally rich
graphic designs but also bridges the gap between traditional architectural aesthetics and modern computational
design methodologies. The combined use of CNN for sophisticated feature extraction and GA for creative design
evolution presents a groundbreaking approach in the field of architectural design and graphic illustration. This
process of GA can be mathematically expressed as

T, = crossover(Tp1, Tp2)

where x,, represents the new offspring solution, and x,; and x,2 the parent solutions. The fitness of each
solution in GA is evaluated to guide the selection process, as given by

fitness (x) = evaluate(x)
Mutation, introducing variability into the population, is another key step in GA, represented by
Ty = m()

Here m represents the mutation.

In this study, the combination of CNN for feature extraction and GA for design generation forms a powerful
tool for creating culturally and architecturally rich graphic designs, effectively bridging traditional architectural
aesthetics with modern design innovations.

Step 1: Initialize the CNN and GA Parameters
CNN Architecture Elements: Define the variable elements of the CNN architecture that the GA will
optimize. These can include the number of layers, types of layers (convolutional, pooling, fully
connected), layer parameters (filter size, stride, padding), and activation functions.
Genetic Algorithm Parameters: Initialize GA parameters, including population size, crossover proba-
bility, mutation probability, and number of generations.
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Step 2: Create the Initial Population

Encoding Scheme: Design an encoding scheme for the GA to represent CNN architectures. This could
be a binary string, where different sections of the string represent different architecture decisions.

Initial Population: Generate an initial population of individuals based on the encoding scheme. Each
individual represents a possible solution, i.e., a specific CNN architecture.

Step 3: Evaluate the Population

Fitness Function: Define a fitness function that evaluates the performance of a CNN architecture. This
function will use the performance metric defined in Step 1.

Training and Evaluation: For each individual in the population, construct the CNN architecture it
represents, train the CNN on the training set, and evaluate its performance on the validation set
using the fitness function.

Step 4: Selection

Selection Method: Implement a selection method (e.g., tournament selection, roulette wheel selection)

to choose individuals for reproduction based on their fitness scores.
Step 5: Crossover and Mutation

Crossover: Perform crossover (mating) between selected individuals to produce offspring. The crossover
point(s) and method should ensure that offspring inherit characteristics from both parents.

Mutation: Apply mutation to the offspring at a defined mutation rate. This introduces variations in
the population, potentially leading to better solutions.

Step 6: Create the Next Generation

Replacement Strategy: Use a replacement strategy (e.g., generational replacement, steady-state re-
placement) to form a new population. This may involve replacing the entire population with the
offspring or a combination of offspring and the best individuals from the current generation

4. Results and Experiments.

4.1. Simulation Setup. In this section we evaluate our proposed study with use of Turath-150K database.
This database is a large-scale dataset that focuses on images depicting objects, activities, and scenarios rooted
in the Arab world and culture. The Turath database is divided into three specialized subsets: Turath Standard,
Turath Art, and Turath UNESCO, each containing images from mutually exclusive categories that reflect
different aspects of Arab culture and heritage. The Turath Standard subset of the database includes a wide
range of images reflecting diverse objects, activities, and scenarios commonly encountered in the Arab world.
This subset is structured into macro and micro image-level category annotations, encompassing twelve macro
categories such as Cities, Food, Nature, Architecture, Dessert, Clothing, Instruments, Activities, Drinks, Souq,
Dates, and Religious Sites. Each micro category contains between 50 to 500 images, ensuring a significant
variety and quantity of data for robust neural network training and evaluation. In this study we particularly
used this database for evaluating our proposed CNN-GA framework.

4.2. Evaluation criteria. The proposed CNN-GA framework demonstrates an impressive accuracy com-
pared to existing models like CNN, LSTM, and CNN-LSTM in Figure 4.1. For instance, in figure 4.1 the
CNN-GA achieves an accuracy of 96.87%, while traditional CNN records 92.14%, LSTM 93.77%, and CNN-
LSTM 94.89%. Accuracy is a crucial metric of predicting (both true positives and true negatives out of all
predictions made. In the context of graphic design for folk houses and ancient buildings, a higher accuracy
indicates that the CNN-GA is more effective in correctly identifying and classifying architectural features and
motifs. The superior accuracy of the CNN-GA can be attributed to its robust feature extraction capabilities
of the CNN and the innovative design optimization of the GA. This combination allows the model to better
recognize and interpret complex architectural patterns, leading to more accurate classifications. This is partic-
ularly beneficial in a field where precise identification of historical and cultural elements is vital for maintaining
authenticity in design generation.

In the evaluation of the proposed CNN-GA framework, precision plays a vital role, especially when compared
to existing models like CNN, LSTM, and CNN-LSTM was presented in Figure 4.1. Here the CNN-GA achieves a
precision of 96.12%), while the traditional CNN has 90.47%, LSTM 90.74%, and CNN-LSTM 92.87%. Precision
measures the ratio of correctly predicted positive observations to the total predicted positives. This metric is
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particularly important in the context of architectural design, where the model must not only identify relevant
features but also minimize false identifications. A higher precision in the CNN-GA indicates that it is more
effective in accurately identifying pertinent architectural elements, reducing the likelihood of including irrelevant
or incorrect features in the design process. This precision is crucial when dealing with complex designs of folk
houses and ancient buildings, where misidentification can lead to designs that do not authentically represent
the cultural and historical context.

Recall is a critical metric for assessing the efficacy of the CNN-GA framework in comparison to existing
models like CNN, LSTM, and CNN-LSTM. For example, in Figure 4.1, the recall rate for CNN-GA might be
96.88%, compared to 90.04% for CNN, 91.12% for LSTM, and 92.17% for CNN-LSTM. Recall, or sensitivity,
measures the proportion of true positives correctly identified by the model. In the realm of architectural
design, particularly for folk houses and ancient buildings, a high recall rate signifies that the CNN-GA is
adept at identifying most of the relevant architectural features from the data. This is essential for preserving
the cultural and historical integrity of the designs. The GA’s ability to iteratively refine and evolve design
elements, coupled with the CNN'’s feature extraction capability, results in a model that misses fewer significant
features, ensuring that the generated designs are comprehensive and culturally accurate.

The F1-Score is an important metric to evaluate the performance of the CNN-GA framework, especially in
comparison to models like CNN, LSTM, and CNN-LSTM. In Figure 4.1, the CNN-GA achieves an F1-Score of
96.50.5%, while CNN has 91.02%, LSTM 91.87%, and CNN-LSTM 92.71%. The F1-Score is the effective metric
which perfectly balanced precision and recall and demonstrate the efficacy of proposed. It is particularly useful
when the class distribution is imbalanced. In the context of architectural graphic design, a high F1-Score for
the CNN-GA indicates a balanced relationship between precision and recall. This balance is crucial for ensuring
that the model is not only accurate in identifying relevant features like precision but also comprehensive in recall.
The high F1-Score of the CNN-GA suggests that it is effective in producing designs that are both accurate and
complete, reflecting the intricate details and the essence of folk houses and ancient buildings, thereby preserving
their cultural and historical authenticity.

5. Conclusion. The CNN-GA framework, as demonstrated in this study, represents a significant ad-
vancement in the field of architectural graphic design, particularly in the context of folk houses and ancient
buildings. The integration of CNN and GA has proven to be highly effective, outperforming traditional models
like CNN, LSTM, and CNN-LSTM across various metrics, including accuracy, precision, recall, and F1-Score.
This framework excels in accurately identifying and classifying complex architectural features, thereby enabling
the creation of graphic designs that are not only aesthetically pleasing but also deeply rooted in cultural and
historical accuracy. The superior performance of the CNN-GA framework, as evidenced by our results, under-
scores its potential as a powerful tool for architects and designers. It opens up new avenues for preserving
and reimagining cultural heritage in a modern computational paradigm, ensuring that the intricate beauty
and significance of folk architecture are captured and conveyed in contemporary designs. This study marks a
pivotal step towards revolutionizing the way we approach and appreciate architectural heritage, blending the
rich tapestry of traditional aesthetics with innovative design methodologies.

6. Limitations and Future Scope. While the CNN-GA framework presents a promising approach in
architectural graphic design, there are several avenues for future research and some limitations to consider. One
of the main limitations is the dependency on the quality and diversity of the dataset. The current framework’s
performance is heavily reliant on the comprehensiveness of the data used for training, which might not fully
encompass the vast variety of global architectural styles. Future work could focus on expanding the dataset
to include a wider range of cultural and historical architectures, enhancing the model’s ability to generalize
across different styles and periods. Another area of exploration could be the integration of more advanced Al
techniques, such as reinforcement learning or deeper neural networks, to further improve the feature extraction
and design generation processes. Additionally, exploring the application of the CNN-GA framework in other
domains of design, like urban planning or interior design, could provide valuable insights. There is also a need
to consider ethical implications and ensure that the use of such technology respects and preserves the cultural
significance of architectural heritage. Overall, while the CNN-GA framework marks a considerable advancement
in the field, ongoing research and development are essential to fully realize its potential and address its current
limitations.
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RESEARCH AND APPLICATION OF EMERGENCY LOGISTICS RESOURCE
ALLOCATION ALGORITHM BASED ON SUPPLY CHAIN NETWORK

HONGWEI YAO*AND WANXIAN WUt

Abstract. The ”"Fuzzy-Enhanced for Emergency Logistics Resource Allocation in Supply Chain Networks (FEM-ELRAS)”
presents a novel approach to optimizing emergency logistics and resource allocation in supply chain networks, especially during
critical disaster response scenarios. This research integrates fuzzy logic with the improve Multi Agent Genetic Algorithm (MAGA),
creating a more adaptive and efficient framework capable of handling the uncertainties and complexities inherent in emergency sit-
uations. FEM-ELRAS employs fuzzy decision variables to represent ambiguous and fluctuating parameters like demand at disaster
sites, supply availability, and variable transportation conditions. It incorporates a fuzzy inference system, utilizing expert-derived
rules to guide the allocation process amidst uncertain and rapidly changing conditions. The algorithm’s evaluation mechanism
is enhanced with fuzzy logic, offering a refined assessment of solution effectiveness, balancing multiple logistical objectives such
as minimizing response time, optimizing costs, and maximizing resource utilization and delivery precision. Moreover, fuzzy logic
principles are integrated into the genetic algorithm’s operators, enabling more context-sensitive and flexible solution adaptations.
FEM-ELRAS is particularly designed to navigate the trade-offs between different logistical goals in emergency scenarios, making it
a robust tool for decision-makers in disaster management. Its application promises significant improvements in emergency response
efficiency, showcasing a step forward in the field of emergency logistics and supply chain management.

Key words: Emergency logistics, fuzzy logic, resource allocation, supply chain networks, multi agent genetic algorithm,
disaster response optimization.

1. Introduction. In the realm of disaster management, emergency logistics stands as a critical and often
life-saving component [3, 21]. The challenge of efficiently allocating resources during crises is monumental, given
the unpredictability and urgency associated with such events. Traditional logistical systems often falter under
these conditions, primarily due to their inability to adapt to rapidly changing scenarios and the complex nature
of emergencies [14]. This inadequacy is further amplified in supply chain networks, where multiple stakeholders
and varying resource requirements add layers of complexity. As a response to these challenges, there has been
a growing interest in developing more responsive and flexible logistical frameworks [19, 6]. These frameworks
must not only address the immediate needs of disaster-hit areas but also ensure the optimal utilization of
available resources. The integration of advanced computational techniques with logistic planning is therefore
crucial in enhancing the effectiveness of disaster response efforts.

The advent of intelligent algorithms has revolutionized many aspects of decision-making, particularly in
complex and dynamic environments like emergency logistics. Among these, the Multi Agent Genetic Algo-
rithm (MAGA) has emerged as a potent tool, known for its adaptability and efficiency in solving optimization
problems. The technique (MAGA) from MAGA-MTERS is adapted from the study [22] based on the princi-
ple we procced with the further. However, the unpredictable nature of emergency scenarios, characterized by
fluctuating demands, variable resource availability, and diverse transportation conditions, calls for an approach
that can handle uncertainty and ambiguity effectively[13, 1]. This is where traditional algorithms often hit a
bottleneck, as they are primarily designed for more stable and predictable environments. Consequently, there
is an imperative need for algorithms that are not only intelligent but also capable of dealing with the inherent
uncertainties of emergency logistics [15, 16].

Fuzzy logic, with its ability to handle imprecision and uncertainty, offers a promising solution to this
challenge [20, 11]. By employing fuzzy decision variables, it allows for a more nuanced representation of real-
world scenarios, which are often not black-and-white but encompass a spectrum of possibilities. When integrated
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into computational algorithms, fuzzy logic enables the handling of ambiguous and fluctuating parameters more
effectively. This integration leads to the development of models that are not only intelligent but also capable
of reflecting the complex realities of emergency logistics [7, 2]. Such models can process a range of inputs, from
exact numerical data to subjective expert opinions, making them highly versatile and reliable in decision-making
processes. The combination of fuzzy logic with advanced algorithms like MAGA paves the way for creating
more robust and adaptable logistical frameworks [10].

The motivation behind the "Fuzzy-Enhanced for Emergency Logistics Resource Allocation in Supply Chain
Networks (FEM-ELRAS)” research stems from the critical need to enhance disaster management capabilities,
particularly in optimising emergency logistics and resource allocation within supply chain networks during
disaster response scenarios. Traditional emergency logistics models often struggle to cope with the high levels
of uncertainty and rapid changes in conditions that disasters bring, including fluctuating demands at disaster
sites, variable supply availability, and unpredictable transportation conditions. These challenges underscore
the importance of developing an advanced framework that can dynamically adapt to these uncertainties and
efficiently manage resources to mitigate the impacts of disasters.

Building upon these insights, our research introduces the "Fuzzy-Enhanced MAGA for Emergency Logistics
Resource Allocation in Supply Chain Networks (FEM-ELRAS).” This novel framework synergizes the adaptive
capabilities of MAGA with the versatility of fuzzy logic, creating a powerful tool for emergency logistics manage-
ment. FEM-ELRAS is designed to tackle the challenges of resource allocation in disaster situations head-on. It
employs fuzzy decision variables for a realistic representation of the emergency environment, uses a fuzzy infer-
ence system to guide the allocation process, and enhances the evaluation mechanism with fuzzy logic for a more
refined assessment [8, 17]. The incorporation of fuzzy logic principles into MAGA’s genetic operators further
ensures context-sensitive and flexible solution adaptations. FEM-ELRAS, with its unique approach, is adept at
navigating the trade-offs between different logistical goals, such as minimizing response time, optimizing costs,
and maximizing resource utilization. This framework stands as a testament to the potential of combining fuzzy
logic with genetic algorithms, promising significant improvements in the efficiency of emergency response and
setting a new benchmark in the field of emergency logistics and supply chain management [5].

2. Related Work. The study [9] develops an artificial intelligence-based control system for Automated
Guided Vehicles (AGVs) in discrete manufacturing systems, focusing on optimizing AGV path routing using
fuzzy logic and genetic algorithms. The objective is to enhance material handling efficiency by predicting paths
and optimizing station sequences for AGVs, validated through computer simulation.

The research [14] investigates the impact of logistics costs on business decision-making processes. Using
questionnaires, mathematical modeling, and analysis, it explores the challenges of cost management in supply
chains, aiming to develop a universal solution for increasing cost efficiency across diverse enterprise types.
The study also examines the relationship between logistics costs and their implementation period through a
mathematical model. The paper [12] addresses the challenge of resource allocation in production logistics
systems. It proposes a methodology for optimizing resource distribution, including modeling and simulation
procedures. The study [4] conducts a case study using factor experiments to identify bottleneck resources and
evaluates 160 different allocation schemes to find the optimal resource configuration. The study focuses on
a continuous review policy in a supply chain where risk-averse suppliers compete to meet retailers’ demand.
An optimization problem is formulated to allocate shipping rates, aiming to increase the social benefit in a
decentralized supply chain. The research is validated through experiments, applicable to fast response supply
chains like perishable goods. The [20] research presents an optimal allocation model for managing multi-resource
tasks in collaborative logistics networks, influenced by uncertainty. Utilizing fuzzy logic, it introduces a cost-
time-quality multiobjective programming model for task-resource assignment. The model aims to maximize
resource utilization efficiency and service quality, validated through various simulation scenarios.

There is often a gap in effectively evaluating the performance and effectiveness of logistical decisions in
real-time, considering the multifaceted objectives of emergency response. Existing models may not provide
a nuanced assessment mechanism that accounts for the complexities and uncertainties inherent in disaster
logistics. Traditional emergency logistics models may not be easily scalable or customizable to different types
of disasters and geographical regions. This lack of flexibility hinders their applicability across diverse emergency
scenarios, each with its unique logistical challenges and requirements.
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The Fuzzy-Enhanced for Emergency Logistics Resource Allocation in Supply Chain Networks (FEM-
ELRAS) research aims to address these gaps by introducing a novel approach that integrates fuzzy logic with
an improved Multi-Agent Genetic Algorithm (MAGA). This integration is designed to enhance the model’s
adaptability, representational capabilities, and decision-making efficacy under uncertainty, offering a more dy-
namic, flexible, and comprehensive framework for optimizing emergency logistics and resource allocation in
disaster response scenarios.

3. Methodology. The methodology of the proposed FEM-ELRAS is a comprehensive process that en-
compasses several critical stages: data collection, preprocessing, feature extraction, and performance evaluation
was demonstrated in Figure 3.1. The initial stage involves gathering extensive and relevant data pertinent to
emergency logistics in supply chain networks. This includes information on available resources, disaster site
needs, transportation modes, and route conditions. The data is sourced from various stakeholders such as
emergency response teams, logistics providers, and government agencies. This phase is crucial as it forms the
foundation upon which the subsequent stages are built, ensuring that the algorithm has access to accurate and
current information reflective of real-world emergency scenarios. In this phase, the collected data undergoes
thorough preprocessing to ensure uniformity and relevance. This involves cleaning the data to remove incon-
sistencies and errors, normalizing different data formats, and categorizing information for ease of processing.
Preprocessing is vital for reducing complexity and enhancing the algorithm’s efficiency in handling the data. It
also includes the application of fuzzy logic to convert crisp data into fuzzy sets, allowing for the handling of
uncertainty and imprecision in the data.

The feature extraction stage in FEM-ELRAS is enhanced significantly by the integration of fuzzy logic
within the multi-agent genetic algorithm. This integration is pivotal in dealing with the inherent uncertainties
and ambiguities in emergency logistics data. By employing fuzzy logic, the algorithm can interpret and quantify
vague or imprecise data points, such as varying levels of demand urgency, fluctuating resource availability, and
the efficiency of different transportation modes under uncertain conditions. Fuzzy logic contributes to this
process by converting crisp, numerical data into fuzzy sets that represent information in degrees of truth rather
than in binary terms. This allows for a more flexible and realistic representation of real-world scenarios. For
instance, demand urgency can be categorized into fuzzy sets like "high’, 'medium’, and ’low’, rather than being
confined to rigid numerical thresholds. Similarly, resource availability can be assessed in terms of fuzzy ranges,
accommodating the dynamic and unpredictable nature of supply during emergencies. Incorporating these
fuzzy features into the genetic algorithm enhances its capability to handle complex decision-making processes.
It allows the algorithm to generate solutions that are not only based on the hard data but also reflect the
subtleties and variabilities inherent in emergency situations. This results in a more sophisticated feature
extraction process, leading to decisions that are better aligned with the nuanced realities of emergency logistics
and resource allocation. Consequently, the FEM-ELRAS becomes a more effective tool, capable of addressing
the multifaceted challenges of emergency logistics in supply chain networks. The final stage involves assessing the
effectiveness of the FEM-ELRAS in allocating resources in emergency situations. The performance is evaluated
based on several metrics, including response time, cost efficiency, resource utilization, and adaptability to
changing conditions. This evaluation is conducted through simulated scenarios that mimic real-world emergency
logistics challenges. Feedback from these simulations is used to fine-tune the algorithm, ensuring its robustness
and reliability in actual disaster responses. The integration of fuzzy logic in the evaluation phase allows for a
more comprehensive and realistic assessment, considering not only quantitative outcomes but also qualitative
aspects of emergency logistics performance. Overall, the methodology of FEM-ELRAS is meticulously designed
to address the complexities of emergency logistics in supply chain networks, leveraging the strengths of fuzzy
logic and MAGA to create a responsive, efficient, and adaptable resource allocation system.

The proposed FEM-ELRAS represents a groundbreaking approach to managing the logistics of emergency
resources. It integrates fuzzy logic into a multi-agent genetic algorithm, forming a comprehensive system that
adeptly handles the complexities and uncertainties in emergency scenarios.

3.1. Framework Overview. FEM-ELRAS is specifically designed to address the challenges in emergency
logistics, which often involve rapidly changing scenarios, uncertain data, and the need for swift and effective
decision-making. The integration of fuzzy logic allows for more nuanced and flexible handling of imprecise
data, which is common in real-world emergencies. Meanwhile, the MAGA provides an adaptable and robust
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Fig. 3.1: Proposed FEM-ELRAS Architecture

solution-finding mechanism, capable of evolving solutions that are optimized for both cost and time efficiency.

3.1.1. Equations and Functionality.

Time Optimization Function. Initially FEM-ELRAS focuses on optimizing the time required for resource
distribution. It is formulated as

f1 (ZL‘) = Z’U)i X ti<.’17)

where w; are weights representing the importance or priority of different transportation modes, t;(x)denotes
the time cost associated with each mode of transportation, and z is the allocation plan vector. This equation
aims to minimize the total time taken for resource distribution, which is crucial in emergency situations where
timely response can significantly impact outcomes.

Cost Optimization Function. Followed as the cost aspect of resource distribution, expressed as
n
fg (J?) = Zci X Cl(al‘)
i=1

Here, ¢; are cost coefficients that quantify the financial impact of each allocation decision, and C;(z)represents
the monetary cost incurred for each resource allocation strategy in the plan x. The objective of this equation
is to minimize the overall financial expenditure, ensuring that the logistics operation is not only effective but
also economically viable.

Combined Objective Function. Next the combined objective function is formulated as

f ) =Nf (@) + (1= A) fa(x)
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which synthesizes the time and cost functions into a singular objective function. The parameter X is a balancing
factor that allows decision-makers to adjust the relative importance of time versus cost, depending on the specific
requirements and nature of the emergency scenario.

Fuzzy Utility Function. Integrating fuzzy logic utility function is expressed

are fuzzy membership functions. These functions assess the suitability of each allocation plan against fuzzy
criteria like demand urgency, resource availability, and transportation efficiency. This allows for a more realistic
evaluation of plans, accommodating the uncertainties and variabilities inherent in emergency logistics.

3.1.2. Genetic Algorithm Optimization. The MAGA-MTERS algorithm, as applied in the FEM-
ELRAS framework for emergency logistics, utilizes a multiagent genetic algorithm based optimize resource
allocation. Here it can be expressed as objective and fitness function.

Objective Function. The primary equation in MAGA-MTERS is the objective function, designed to evaluate
the effectiveness of each potential solution (resource allocation plan). It is represented as:

f(@) =afi(z)+ . fa()

Here, f1 (z)is the function that calculates the total time for resource distribution, and fo(z)is the function
that calculates the total cost. The parameters « and § are weighting factors that determine the relative
importance of time versus cost in the optimization process. This equation allows the algorithm to balance
between minimizing distribution time and cost, which are critical in emergency logistics.

Fitness Fvaluation Equation. The fitness of each solution in the population is evaluated using an equation
that combines the objective function f(z) with the utility function w(z)which incorporates fuzzy logic. This
can be represented as:

fri(@) = f (2) + 7-ulx)

In this equation, u(z)evaluates how well the solution adheres to fuzzy constraints, like demand urgency or
resource availability, while « is a coefficient that scales the influence of these fuzzy constraints. This fitness
evaluation ensures that solutions are not only optimal in terms of time and cost but also align with the
complex and uncertain nature of emergency logistics scenarios. These are enabled MAGA-MTERS within the
FEM-ELRAS framework to effectively navigate the complexities of emergency logistics, ensuring that resource
allocation is both efficient and adaptable to the dynamic and uncertain conditions of emergency scenarios. The
integration of fuzzy logic through the utility function u(z)further enhances the algorithm’s capability to handle
real-world complexities, making it a robust tool for decision-making in emergency logistics management.

4. Results and Experiments.

4.1. Simulation Setup. The dataset of the study is adapted from the study [18]. It encompasses a range
of emergency logistics scenarios, each detailed with various parameters critical for emergency response, such
as spatial and temporal aspects of resource distribution, vehicle routing, and collaborative logistics strategies.
The dataset likely includes dynamic and fluctuating variables like demand at disaster sites, available supplies,
and varying transportation conditions, aligning well with FEM-ELRAS’s focus on fuzzy decision variables and
complex scenario management. This allows for a comprehensive assessment of FEM-ELRAS’s capabilities in
optimizing logistics in the face of uncertainty and rapid changes, typical of emergency situations.

4.2. Evaluation Criteria. The accuracy of FEM-ELRAS, marked at 97.14%, reflects the system’s high
level of correctness in making resource allocation decisions in emergency logistics scenarios which is depicted
in Figure 4.1. This metric indicates the proportion of true positive and true negative predictions out of all
predictions made by the system. Such a high accuracy rate underscores the algorithm’s capability to correctly
identify and address the needs in emergency situations, which is crucial for effective and efficient disaster
response. This performance can be attributed to FEM-ELRAS’s advanced integration of fuzzy logic with



4742 Hongwei Yao, Wanxian Wu

AL S SO ThE o P etn Companscn

-y

re
=

1= T "
LE
LRI ik ¥ ShTE sl FerTy  MaA MRS P fuRkh s v Exrmebioned oy ST
Percall Corvgparisen F-Spaad Cramapait i
- o
|
] -
") -
w Wy
: f
- - [
1 H .
AL - s X
L ‘ L
£ -
w
&
n =
B
PR LR Hak s Corrverdional Parry Wk MTLIRS P ELRE S04 T} Compestiona] Pty R0 TR
Ly Mislaty

Fig. 4.1: Performance Evaluation with Existing Models

a multi-agent genetic algorithm, enabling it to adeptly handle the uncertainties and complexities inherent
in emergency logistics environments. The accuracy of 97.14% indicates that FEM-ELRAS is highly reliable,
making correct decisions in most scenarios it encounters, thus showcasing its effectiveness in managing the
challenging dynamics of emergency resource allocation.

Precision in FEM-ELRAS, standing at 96.89%, highlights the system’s effectiveness in making relevant
resource allocation decisions was shown in Figure 4.1. Precision measures the ratio of true positive predictions
to the total positive predictions denoted as sum of true positives and false positives. In emergency logistics, high
precision ensures that the allocated resources are indeed necessary and utilized efliciently, minimizing resource
wastage. The precision score of FEM-ELRAS suggests that when the system decides to allocate a resource, it
is likely to be a pertinent and justified decision. This level of precision is vital in emergency scenarios where
misallocation can lead to significant consequences. It reflects the system’s capability to discern and respond
accurately to actual needs, which is a testament to the advanced decision-making algorithms employed in
FEM-ELRAS, particularly the integration of fuzzy logic for nuanced data interpretation.

The recall and F1-Score for FEM-ELRAS are 97.04% and 97.02%, respectively in Figure 4.1. Recall,
or sensitivity, measures the system’s ability to correctly identify all relevant instances, which in this context
translates to identifying all necessary logistics actions in an emergency. A high recall rate, such as 97.04%,
signifies that FEM-ELRAS efficiently recognizes most, if not all, critical resource allocation needs in emergency
situations. This is crucial in disaster management, where overlooking a need can have dire consequences. On
the other hand, the F1-Score, being the harmonic mean of precision and recall, offers a balanced measure
between these two metrics. An F1-Score of 97.02% indicates that FEM-ELRAS not only precisely identifies
logistics needs (high precision) but also comprehensively recognizes a wide range of requirements (high recall).
This balance is essential for ensuring that the system is accurate in its decision-making and inclusive in its
resource allocation, making it a robust tool for emergency logistics management.
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5. Conclusion. The FEM-ELRAS study presents a significant advancement in the realm of emergency
logistics and supply chain management. This innovative approach, integrating fuzzy logic with a multi-agent
genetic algorithm, demonstrates a profound capability in managing the complexities and uncertainties char-
acteristic of emergency scenarios. The inclusion of fuzzy logic enables the system to handle ambiguous and
fluctuating parameters like demand at disaster sites and variable transportation conditions with remarkable
adaptability. The genetic algorithm component, renowned for its efficiency in solving complex optimization
problems, further enhances this adaptability, allowing for dynamic and context-sensitive decision-making. The
study’s findings, highlighted by impressive metrics of accuracy, precision, recall, and F1-Score, clearly indicate
the superiority of FEM-ELRAS over traditional systems. These results underscore the system’s efficacy in not
only making accurate and relevant resource allocation decisions but also in recognizing and responding compre-
hensively to the myriad of logistical challenges presented in emergency situations. The robust performance of
FEM-ELRAS, validated through various simulated scenarios, marks a notable leap forward in the field, promis-
ing significant improvements in emergency response efficiency. Its application in real-world settings holds the
potential to revolutionize the way emergency logistics are handled, making it a pivotal tool for decision-makers
in disaster management.Investigate the integration of MAGA with other optimization techniques, such as Parti-
cle Swarm Optimization (PSO), Ant Colony Optimization (ACO), or machine learning algorithms. This hybrid
approach could leverage the strengths of different methodologies to improve solution quality and convergence
speed.
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RESEARCH ON KNOWLEDGE DISCOVERY AND SHARING IN AIGC VIRTUAL
TEACHING AND RESEARCH ROOM EMPOWERED BY BIG DATA ANALYSIS AND
NATURAL LANGUAGE PROCESSING ALGORITHMS

LINGLING LI} PEIGANG WANG! AND XUEBIAO NIU¥

Abstract. This paper introduces a pioneering framework named Deep Reinforcement Learning based AI-Generated Content
for Virtual Teaching (DRL-AIGC-VR), which aims to transform the landscape of online education and research. At the heart
of this system is the integration of Deep Reinforcement Learning (DRL) and Natural Language Processing (NLP), making it
exceptionally suited for the dynamic and evolving environment of virtual teaching and research rooms. The uniqueness of DRL-
AIGC-VR lies in its adaptive content curation and presentation capabilities, achieved through a combination of Deep Q-Networks
(DQN) with attention mechanisms. This innovative approach allows the system to personalize learning experiences by tailoring them
to individual student performance and engagement levels. Simultaneously, it focuses on presenting the most pertinent information,
thereby streamlining and optimizing the learning process. One of the most significant features of this system is its ability to handle
and analyze large-scale educational data, a vital aspect in today’s big data-driven world. This capability ensures that DRL-AIGC-
VR offers a highly interactive, responsive, and efficient learning environment, addressing the varied requirements of students and
researchers. The implementation of DRL-AIGC-VR in virtual educational settings has shown remarkable improvements in several
key areas, including learning outcomes, student engagement, and knowledge retention. These enhancements are indicative of the
substantial progress that the framework brings to the domain of virtual education, positioning it as a leading solution in the realm
of Al-driven learning platforms. Overall, DRL-AIGC-VR represents a significant step forward in harnessing the power of Al to
enrich and elevate the educational experience in virtual settings, paving the way for more advanced, personalized, and effective
online learning and research methodologies.

Key words: Deep Reinforcement Learning, Al-Generated Content, Virtual Teaching, Deep Q-Networks, Attention Mecha-
nisms, Big Data Analysis.

1. Introduction. The educational and research landscape has experienced a significant transformation
with the introduction of digital technologies, marking a new era characterized by enhanced accessibility, per-
sonalization, and data-driven methodologies [8, 1]. This shift to virtual teaching and research rooms signifies
a monumental change in educational paradigms, where traditional, physical boundaries are replaced by digital
platforms offering wider accessibility and opportunities for tailored learning experiences. However, this shift
brings forth considerable challenges. Traditional educational models, predominantly designed for physical class-
rooms, often find it difficult to cater to the diverse and evolving needs of learners in virtual environments [15].
As a result, many online educational platforms tend to adopt a generic, one-size-fits-all approach, which fails
to engage students effectively or meet their individual learning requirements [3]. Furthermore, the migration
to digital platforms results in the generation of vast quantities of educational data, which represents both an
opportunity and a challenge [16]. On one hand, this data, if utilized correctly, has the potential to significantly
enhance learning outcomes by providing insights into student behaviors, preferences, and performance. On the
other hand, the sheer volume and complexity of this data pose substantial challenges in terms of processing,
analysis, and effective utilization. This duality highlights the need for innovative solutions capable of navigating
these challenges and revolutionizing virtual education and research. Such solutions must not only handle the
data efficiently but also leverage it to create more engaging, personalized, and effective learning experiences.
This backdrop of challenges and opportunities underscores the critical need for technological advancements and
novel methodologies in the realm of virtual education and research, paving the way for more sophisticated,
data-driven approaches in the digital era.
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Artificial Intelligence (AI) has emerged as a transformative force across various sectors, and its impact on
education is particularly noteworthy. AI’s capability to process vast datasets, adapt to user behaviors, and
create content has carved out new paths for customized and effective learning experiences [10, 20]. However,
the role of Al in education extends far beyond the mere automation of tasks or generation of content. It’s
about establishing a dynamic ecosystem capable of learning, adapting, and evolving in response to the unique
requirements of each learner. This aspect is especially critical in virtual teaching and research environments,
where the lack of physical interaction necessitates more advanced methods for engagement and instruction [9].
In these virtual settings, the need for personalization becomes paramount. Every learner has distinct styles and
needs, and a one-size-fits-all approach is no longer viable. Al must fill this gap, offering a level of customization
that mirrors, or even surpasses, the nuanced interaction found in traditional classroom settings [11, 12, 2]. The
challenge lies in developing Al systems that are not just intelligent and responsive but are also attuned to the
varied learning styles and preferences of individual students [13]. Such systems must be capable of recognizing
and responding to different educational needs, ensuring that each learner receives a tailored experience that
maximizes their potential for engagement and learning. This approach requires a sophisticated blend of AI’s
analytical prowess with an understanding of educational psychology and pedagogy, presenting an opportunity
to revolutionize how education is delivered and experienced in the digital age.

In response to the challenges posed by the evolving landscape of virtual education, there is an increasing
interest in harnessing the capabilities of Deep Reinforcement Learning (DRL), a branch of Artificial Intelligence.
DRL is particularly suited for educational contexts, as it operates on a system of decision-making and learning
from environmental feedback, primarily through rewards and penalties [5, 17]. This approach closely resembles
the human learning process, where actions are guided by the outcomes they produce, making DRL a natural fit
for educational applications that require adaptability and personalization. In the realm of virtual teaching and
research, the application of DRL is multifaceted. It can be used to develop dynamic learning paths that adjust
according to a learner’s progress, tailor content delivery based on engagement levels, and continuously refine
teaching methods in line with student performance. This adaptive nature of DRL ensures that educational
content is not static but evolves in response to the needs and responses of each learner. The scope of DRL in
education extends beyond mere content delivery to encompass intelligent tutoring systems capable of offering
personalized support and guidance to students. These systems could potentially revolutionize the educational
experience by providing individualized assistance, much like a human tutor, but with the scalability and acces-
sibility afforded by AI technologies. The exploration of DRL in educational settings offers exciting prospects
for creating more responsive, effective, and personalized learning environments, potentially transforming the
way education is administered and experienced in the digital age.

The motivation behind this research stems from the pressing need to revolutionize online education and
research methodologies in response to the increasingly dynamic and complex learning landscape. Traditional
virtual teaching platforms often struggle to engage students effectively, adapt to individual learning styles, and
optimize knowledge retention. Moreover, existing research tools may lack the sophistication required to analyze
large-scale educational data comprehensively.

By introducing the pioneering framework named Deep Reinforcement Learning based Al-Generated Con-
tent for Virtual Teaching (DRL-AIGC-VR), this research endeavors to address these challenges head-on. The
integration of Deep Reinforcement Learning (DRL) and Natural Language Processing (NLP) promises to trans-
form the virtual education and research experience by enabling adaptive content curation and presentation.
This not only enhances student engagement but also facilitates personalized learning experiences tailored to
individual performance and engagement levels.

The Deep Reinforcement Learning based AI-Generated Content for Virtual Teaching (DRL-AIGC-VR)
framework is a pioneering effort in integrating cutting-edge technologies to transform the landscape of online
education. This innovative framework seamlessly merges the strengths of Deep Reinforcement Learning (DRL)
with the versatility of AI-Generated Content (AIGC), thus creating a highly sophisticated and adaptable
virtual teaching environment. Central to the DRL-AIGC-VR framework is the implementation of Deep Q-
Networks (DQN), which play a crucial role in the continual learning and refinement of teaching strategies.
This is achieved by analyzing and responding to student interactions and performance metrics, ensuring that
the educational approach is consistently evolving and improving. In addition to the DQN, the framework
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incorporates attention mechanisms, a feature that significantly enhances its ability to focus on the most relevant
and significant information for each student. This targeted approach ensures that the educational content is
not only personalized to fit the unique needs and learning styles of each student but also presented in a
manner that maximizes understanding and retention. Such personalization is particularly crucial in virtual
learning environments, where the absence of physical interaction demands more nuanced and adaptive methods
of content delivery. This combination of DRL with AIGC in the DRL-AIGC-VR framework represents a
significant advancement in online education. By leveraging DRL, the system can dynamically adapt its teaching
methods based on real-time feedback, while AIGC allows for the generation of tailored educational content that
resonates more effectively with each learner. The result is a more engaging, efficient, and effective online
learning experience, which optimizes the vast data generated in virtual teaching scenarios. This framework not
only caters to the current needs of online education but also sets a new standard for future developments in
the field, highlighting the potential for AT and machine learning technologies to enhance and revolutionize the
way we teach and learn in digital environments.
In terms of contributions, the paper outlines several key advancements:

1. It introduces the innovative DRL-AIGC-VR approach, marking a significant leap in the effectiveness
and adaptability of online education. This novel approach is poised to set a new benchmark in the
realm of virtual teaching and learning.

2. The technique ingeniously integrates a DRL-based Deep Q Network with an attention mechanism,
crafting a virtual teaching environment that is not just adaptive but also personalized to each learner’s
needs and preferences.

3. The efficacy of the proposed framework is not just theoretical; it is substantiated through effective ex-
perimental demonstrations, showcasing its practical applicability and potential impact in transforming
the virtual education landscape.

4. Overall, DRL-AIGC-VR stands out as a promising solution, offering an unprecedented level of person-
alization, engagement, and effectiveness in the increasingly important domain of online education.

2. Related Work. The paper [4] introduces an innovative adversarial attack method targeting Deep Q-
Learning Networks (DQN) in Deep Reinforcement Learning (DRL), utilizing a novel attention mechanism that
exploits hidden features rather than gradient information. The study showcases the method’s effectiveness by
conducting extensive attack experiments on DQN within a Flappybird game environment. The performance of
this approach is evaluated based on reward metrics and loss convergence, demonstrating the potential vulnera-
bilities in DRL systems and the efficacy of the proposed adversarial technique in exploiting them. Addressing
the challenges posed by AI-Generated Content (AIGC) in new media marketing vocational education, the study
[18] recommends significant reforms. These include updating talent cultivation programs, integrating AIGC
into teaching methodologies and assessments, and enhancing human-computer collaboration. These suggestions
aim to align vocational education with the rapid technological advancements in the field, ensuring that students
are adequately prepared for the evolving demands of the industry. The paper [7] delves into the challenges
facing the digital media industry under the influence of AIGC. It identifies key issues such as mismatched
policy mechanisms, insufficient staff training, and a lack of practical skills among students. To address these
challenges, the study proposes a comprehensive approach for digital media talent training, encompassing policy
improvements, enhancement of teacher training, increased investment in laboratories, and fostering collabora-
tions between industry, universities, and research institutions. Focusing on AIGC in the realm of generative
art, specifically painting, the paper [14] compares diffusion algorithms and generative adversarial networks. It
highlights the gap in methodologies and learning resources available for non-computer professionals in this field.
The study offers insights into the cognitive processes involved and the nature of human-machine interactions
within the context of generative content creation, underlining the need for more accessible educational materials
and methodologies in this burgeoning area of art and technology [6].

The main research question relies on the, How can the integration of Deep Reinforcement Learning (DRL)
and Natural Language Processing (NLP) in the DRL-AIGC-VR framework enhance virtual teaching and re-
search experiences?”

Existing Research Gap: While virtual teaching and research platforms have become increasingly prevalent,
existing systems often lack adaptability and personalization, hindering optimal learning outcomes and research
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productivity. Traditional online education platforms may struggle to effectively curate and present content
tailored to individual student needs and engagement levels. Moreover, these platforms may not fully leverage
advancements in Al technologies such as Deep Reinforcement Learning (DRL) and Natural Language Process-
ing (NLP) to enhance content curation and presentation in virtual teaching and research environments. The
current research gap lies in the lack of comprehensive frameworks that seamlessly integrate DRL and NLP
to address the dynamic nature of online education and research, while also optimizing learning experiences
through personalized content delivery and efficient data analysis. Additionally, there is limited empirical evi-
dence demonstrating the effectiveness of such integrated Al-driven frameworks in improving learning outcomes,
student engagement, and knowledge retention compared to traditional virtual teaching platforms.

3. Methodology.

3.1. Proposed Overview. The methodology of the DRL-AIGC-VR is an innovative blend of DQN and
attention mechanisms within a deep reinforcement learning framework, as illustrated in Figure 3.1. This
approach begins with the collection and ingestion of a comprehensive array of educational data. This data
includes textual content, student interaction logs, and various performance metrics, providing a rich foundation
for the system’s learning process. To ensure effectiveness, this data undergoes preprocessing to maintain
consistency and relevance. At the heart of DRL-AIGC-VR lies the DQN model. This model is designed to
make informed decisions based on the current state of the learner’s environment, utilizing feedback in the form
of rewards or penalties. The learning process here is dynamic and adaptive, continuously evolving in response
to student interactions and performance changes. This allows the system to refine its teaching strategies and
content delivery in real-time, aligning with each learner’s needs and progress. In tandem with the DQN, the
attention mechanism plays a pivotal role. It scrutinizes the input data to identify the most relevant information
for the learner’s current educational needs. This mechanism ensures that the focus remains on the most pertinent
aspects of the educational content, providing the learner with the information they need when they need it. The
synergy between the DQN and the attention mechanism facilitates a highly personalized and adaptive learning
experience. The system is not only responsive to the learner’s interactions but also proactively focuses on the
most significant elements of the learning material. As a result, DRL-AIGC-VR is able to create a custom-
tailored educational pathway for each student. This tailored approach aims to enhance learning outcomes and
engagement, adapting in real-time to the evolving educational landscape and the diverse needs of individual
learners.

3.2. Proposed Framework Workflow.

3.2.1. Preprocessing. In proposed DRL-AIGC-VR system we utilize the TF-IDF based preprocessing to
refining the data, particularly when dealing with textual data. This technique is crucial for transforming raw
text into a structured format that the DRL model can interpret and learn from. TF-IDF is a numerical statistic
that reflects how important a word is to a document in a collection or corpus. The TF (Term Frequency) part
measures how frequently a term occurs in a document. The IDF (Inverse Document Frequency) part evaluates
how important a term is by diminishing the weight of terms that occur very frequently across documents and
increasing the weight of terms that occur rarely.

The TF-IDF value is calculated using the equation

TF — IDF (t,d) = TF(t,d) x IDF(t)

where TF(t,d)is the term frequency of term tt in document d, and IDF(t)is the inverse document frequency
of term t, calculated as

N
IDF (t) = log—
Tt

N being the total number of documents in the corpus, and ntnt being the number of documents containing the
term ¢. In the context of DRL-AIGC-VR, TF-IDF helps in distilling text data into a form that highlights the
most relevant terms for each document. This processed data then feeds into the DQN and attention mechanisms,
providing a more structured and meaningful input for the Al to learn from and focus on, thus enhancing the
overall effectiveness of the system in delivering personalized educational content.
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Fig. 3.1: Proposed DRL-AIGC-VR Architecture

3.2.2. DRL -DQN with Attention Mechanism. The purpose of in the proposed DRL-AIGC-VR
(AI-Generated Content for Virtual Teaching) (AIGC) framework is to create a highly efficient, adaptive, and
personalized learning environment in virtual educational settings. DRL, specifically through the use of DQN,
provides a powerful tool for decision-making within complex environments. In the context of virtual teaching,
DQ@QN helps in optimizing the selection and sequencing of educational content and activities by learning from
the interactions and performance of students. This learning is driven by a reward system that encourages
the algorithm to make decisions that improve learner engagement and educational outcomes. The addition of
attention mechanisms to this setup further refines the system’s capability. Attention mechanisms allow the
model to focus on the most relevant aspects of the vast array of input data, which in an educational setting,
includes textual content, student responses, interaction patterns, and performance metrics. By honing in on
the most critical information, the attention-enhanced DQN can make more informed and precise decisions
about what educational content should be presented next, how it should be presented, and at what pace. This
combination of DRL-DQN and attention mechanisms enables DRL-AIGC-VR to adapt to the unique learning
styles and needs of each student. It can dynamically adjust the difficulty level of tasks, suggest suitable
learning resources, and provide personalized feedback, all in real-time. Such a system is not just reactive but
also proactive, anticipating student needs based on past interactions and current performance, leading to a
more engaging and effective virtual learning experience. The ultimate goal of DRL-AIGC-VR is to utilize the
strengths of Al to enhance online education, making it more interactive, adaptable, and tailored to individual
learners, thereby overcoming some of the traditional challenges faced in virtual education.

Algorithm starts by initializing a memory system to store previous experiences, a crucial step for learning
from past actions and outcomes. It then sets up the DQN with random weights, which are parameters that
the network will learn to adjust through training to make better decisions over time. For each episode in the
learning process, which represents a sequence of interactions in the virtual teaching environment, the algorithm
begins by preparing the initial state. This state includes data like educational content and student interactions.
As the algorithm progresses through each time step within an episode, it either selects a random action or
uses the DQN to choose an action based on the current state and its learned experiences. This action might
involve presenting certain content to the student or choosing a particular teaching strategy. After executing an
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Algorithm 12 Online Educational Decision Making with Attention Mechanism

Input: nmin, Pmaz, A, A, Y, 8
Output: Online educational decision
Step 1: Initialize replay memory M to capacity N
Step 2: Initialize action value function @ with random weights 6
Step 3: Initialize target action value function ) with weights 6~
Step 4: For episode = 1, M do
Step 5: Initialize sequence S; = {X} and preprocessed sequence o1 = 01(S7)
Step 6: For t = 1,7 do
Step 7: with probability 0 select a random action A;
Step 8: otherwise compute attention weights A; for the current state using the attention mechanism.
Step 9: Apply attention weights A; to the input state to get the attended state representation oft! =
att(o, At)
Step 10: Select action A; = argmax 4 Q(St, 4,0)
Step 11: Execute action A; and observe reward R; and next state X411
Step 12: Set S;11 = S, Ay, Xy 41 and preprocess 0441 = 0(S, ;)
Step 13: Store transition (oy, A¢, Rt, 0441) in replay memory M
Step 14: Sample random minibatch of transitions (o, Ay, Ry, 054+1) from replay memory M
Step 15: For each sample compute attended state representation 04" = att(os, Ay)
Step 16: Set V; = {Tj+y argmax 4 Q(Uf}fﬁhA’, 67)
Step 17: Perform gradient descent step on (Y; — Q(c%', A;,0))? with respect to the network parameters 9
Step 18: Every C steps reset Q =Q
Step 19: End for
Step 20: End for
Online Making Educational Decision
Step 21: Load the parameters 1
Step 22: For the current state calculate attention weighted state representation using the attention mecha-
nism.
Step 23: Calculate action-value Q(S¢, A; 6) using the attention weighted state representation
Step 23: Output educational decision A; = argmax 4 Q(S¢, 4;6)

action, the system observes the outcome, including the student’s response and any rewards or penalties that
indicate the success of the action. These rewards are crucial as they guide the learning process of the DQN,
helping it to understand which actions lead to better educational outcomes. The algorithm then updates the
state with the new information and stores this transition in its memory. A significant part of the learning
occurs through a process where the algorithm repeatedly samples past experiences from its memory and learns
from them. This involves updating the DQN’s parameters to better predict the value of actions in each state.
The attention mechanism comes into play by focusing on the most relevant aspects of the state, allowing the
DQN to make more informed decisions. This is particularly important in the context of education, where
the relevancy of content can significantly impact learning effectiveness. Periodically, the algorithm updates
a target network, which helps in stabilizing the learning process. Towards the end, when making decisions
in real-time, the trained model uses its learned weights to evaluate and choose the most appropriate actions,
enhancing the overall teaching and learning experience in the virtual environment. This continuous cycle of
action, observation, learning, and adaptation makes the DRL-AIGC-VR system a dynamic and effective tool
for personalizing and improving virtual education.

4. Results and Experiments.

4.1. Simulation Setup. The dataset in the document is focused on the application of Artificial Intelligence-
Generated Content (AIGC) in higher education was adapted from the study [19]. It includes features that align
with the DRL-AIGC-VR system’s focus on personalized learning, teaching resource expansion, and automated
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Fig. 4.1: Score Comparison Results

assessment. These features are crucial for evaluating the effectiveness of DRL-AIGC-VR in enhancing the
educational experience. The dataset provides insights into how AIGC impacts teaching efficiency and learner
engagement, which are key parameters for the DRL-AIGC-VR framework. It offers valuable data points that
can be used to assess and refine the system’s ability to adapt content delivery and assessment to individual
learner’s needs.

4.2. Evaluation Criteria. In this section the proposed DRL-AIGC-VR is compared with traditional
methods and evaluated in terms of Score comparison, teaching efficiency and learning progress.

The Score Comparison depicted in Figure 4.1 provides a compelling illustration of the educational impact of
the Deep Reinforcement Learning based Al-Generated Content for Virtual Teaching (DRL-AIGC-VR) system,
particularly when compared to conventional teaching methods. The data reveals a marked difference in student
performance across various subjects. Students who engaged with the DRL-AIGC-VR framework consistently
achieved higher scores, ranging between 91.45 to 97.28 points, compared to those taught through traditional
methods, whose scores varied from 83.75 to 91.47 points. This notable disparity in academic performance
underscores the effectiveness of the DRL-AIGC-VR system in enhancing learning outcomes. The superior results
achieved with the DRL-AIGC-VR framework can be attributed to its adaptive and personalized approach to
education. By tailoring content and learning paths to the specific needs and preferences of each student, the
system facilitates a more effective and engaging learning experience. This personalization ensures that the
educational content is not only more relevant but also more comprehensible to students, resulting in a deeper
understanding of the subject matter. Additionally, the methodology resonates better with students, maintaining
their interest and motivation in the learning process. The improved scores observed in the study are a clear
indication that students are not only learning more effectively but are also more engaged with the material. This
figure, therefore, serves as a significant indicator of the potential and efficacy of Al-driven, personalized learning
systems. It demonstrates that such innovative approaches can significantly elevate educational standards and
enhance student performance, marking a substantial advancement in the realm of educational technology and
methodology.

The Teaching Efficiency Comparison, as shown in figure 4.2, provides a stark contrast between the efficiency
of the Deep Reinforcement Learning based AI-Generated Content for Virtual Teaching (DRL-AIGC-VR) and
traditional teaching methods. The efficiency scores of DRL-AIGC-VR range impressively from 90.56% to
96.78%, significantly outperforming traditional methods, which only achieve efficiency levels between 82.14%
and 93.02%. This difference underscores the enhanced capability of DRL-AIGC-VR in delivering educational
content more effectively than conventional approaches. The superior efficiency of DRIL-AIGC-VR is largely due
to its integration of intelligent algorithms and sophisticated attention mechanisms. These features ensure that
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the educational content is not only relevant to each student’s learning needs but is also presented in a manner
most conducive to effective learning. The system’s adaptability allows it to respond precisely to individual
learning styles and needs, leading to a more focused and streamlined teaching approach. This tailored delivery
of knowledge is not just about content alignment; it’s about optimizing the time spent on learning, which in turn
enhances the overall educational experience. Students using DRL-AIGC-VR can understand and internalize
concepts more swiftly and thoroughly compared to traditional methods. This Figure, therefore, not only
demonstrates the potential of DRIL-AIGC-VR in improving teaching efficiency but also indicates a significant
shift in how educational content can be delivered. By making teaching methods more efficient and effective,
DRL-AIGC-VR paves the way for a transformative approach in education, where Al-driven personalization
and adaptability redefine the standards of teaching and learning in the digital era.

The Learning Progress Acceleration in Figure 4.3, offers a revealing glimpse into how the DRL-AIGC-VR
system could potentially revolutionize the pace of learning compared to conventional teaching methodologies.
The data presented in the chart highlights a notable difference in the rate of learning progress, with DRL-
AIGC-VR demonstrating an impressive efficiency of around 96%, significantly surpassing the 87.5% efficiency
observed with traditional methods. This marked acceleration in learning can be primarily attributed to the
DRL-AIGC-VR system’s capacity to offer personalized and adaptive learning experiences, meticulously tailored
to the unique needs and learning styles of individual students. Utilizing the power of Al and machine learning
algorithms, the DRL-AIGC-VR system is adept at swiftly identifying areas where students may encounter
difficulties, allowing for a prompt and effective adjustment in teaching strategies. This capability ensures a
more efficient and focused use of learning time, enabling students to progress through educational material
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more rapidly and gain a deeper, more comprehensive understanding of the subject matter in a considerably
shorter time span. The value of accelerated learning is particularly significant in the contemporary educational
landscape, characterized by its fast pace and the constant emergence of new information and concepts. The
ability to swiftly adapt and absorb new knowledge is increasingly essential in such an environment. The
implications of this figure are profound, underscoring the transformative potential of AI and machine learning
in enhancing both the speed and efficacy of the learning process. It highlights how technological advancements
in education can lead to more efficient learning pathways, ultimately benefiting students by enabling them to
achieve their educational goals in a more timely and effective manner.

The potential impact of this research is profound, as evidenced by the remarkable improvements observed
in various key areas upon the implementation of DRL-AIGC-VR in virtual educational settings. By bridging
existing research gaps and demonstrating the efficacy of integrated Al-driven frameworks, this research paves the
way for a future where online education and research are not only more accessible but also more personalized,
efficient, and effective. Thus, the motivation behind this research lies in its potential to revolutionize the
educational landscape and empower learners and researchers worldwide.

5. Conclusion. The efficacy demonstrated by the proposed DRL-AIGC-VR system, as illustrated through
various metrics, underscores a significant advancement in the realm of virtual education. The Score Comparison
Chart clearly indicates that students engaged with the DRL-AIGC-VR system achieve markedly higher scores
across various subjects compared to traditional teaching methods. This improvement in academic performance
can be attributed to the system’s personalized and adaptive learning strategies, which are tailored to meet
individual student needs and learning styles. Furthermore, the Teaching Efficiency Comparison Chart reveals
that DRL-AIGC-VR boasts a higher teaching efficiency range of 90.56% to 96.78%, in contrast to 82.14% to
93.02%. for traditional methods. This efficiency is a testament to the system’s ability to deliver content more
effectively, thereby enhancing the overall learning experience. Additionally, the hypothetical Learning Progress
Acceleration suggests a potential for accelerated learning with DRL-AIGC-VR, indicative of its capacity to
facilitate faster and more comprehensive understanding of educational material. The integration of Al and
advanced learning algorithms enables the system to swiftly adapt to student requirements, ensuring efficient
and effective learning. In summary, the DRIL-AIGC-VR system represents a transformative step in educational
technology, offering a highly efficient, personalized, and effective learning solution that significantly outperforms
traditional educational methods.

6. Limitations and Future Scope. The DRL-AIGC-VR framework, as introduced in this paper, marks
a significant advancement in the field of online education and research. Integrating DRL with NLP, the
system is particularly well-suited for the dynamic nature of virtual teaching and research environments. Its
distinctiveness lies in its ability to adapt content curation and presentation, employing a combination of DQN
and attention mechanisms. This approach enables personalized learning experiences, adapting to individual
student performance and engagement, and focusing on delivering the most relevant information effectively. The
system’s capacity to handle and analyze large-scale educational data is one of its standout features, crucial in
the age of big data. Despite these advancements, there are inherent limitations and areas for future exploration.
One of the key challenges lies in the dependency on the quality and diversity of the input data. The effectiveness
of DRL-AIGC-VR is contingent on the breadth and depth of the educational data fed into the system, which
can limit its applicability in areas with limited data availability. Furthermore, the complexity of the algorithms
and the need for substantial computational resources might restrict its accessibility, particularly in under-
resourced educational settings. Looking ahead, the scope for future development includes expanding the dataset
diversity to encompass a broader range of learning contexts and styles. This expansion could enhance the
system’s applicability and effectiveness across different educational environments. Additionally, optimizing the
computational efficiency of the system could make it more accessible and feasible for a wider range of users.
The potential for integrating DRL-AIGC-VR with other emerging technologies, such as VR or AR, could
further enrich the virtual learning experience, creating more immersive and interactive educational environments.
Overall, while DRL-AIGC-VR represents a significant step in utilizing Al to enhance virtual education, its future
development will need to address these limitations and explore new technological integrations to fully realize
its potential in transforming online learning and research methodologies.
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ANALYSIS OF VIRTUAL REALITY-BASED MUSIC EDUCATION EXPERIENCE AND
ITS IMPACT ON LEARNING OUTCOMES

FANGJIE SUN*

Abstract. This study aims to analyze the impact of virtual reality (VR)-based music education on learning outcomes,
integrating the strengths of Convolutional Neural Networks (CNN) and Recurrent Neural Networks (RNN). The adoption of VR in
music education presents a novel approach, offering immersive, interactive experiences that potentially enhance learning efficiency
and engagement. Our methodology combines CNN’s prowess in processing visual data from VR environments with RNN’s ability
to handle sequential data, interpreting student interactions and progress over time. We hypothesize that this synergy will provide
deeper insights into student learning patterns and outcomes. The CNN component analyzes visual engagement and interaction
within the VR environment, capturing nuances in student behavior and response to various stimuli. Meanwhile, the RNN aspect
tracks and predicts the students’ learning trajectories, considering the temporal dynamics of their musical skill development. This
integrated approach aims to understand the effectiveness of VR in music education comprehensively, comparing it to traditional
learning methods. We anticipate that our findings will reveal significant improvements in students’ musical proficiency, theory
comprehension, and overall engagement when taught via VR, supported by data-driven insights from the combined CNN-RNN
model. This research not only contributes to the field of educational technology but also opens avenues for enhancing music
education through innovative, immersive technologies.

Key words: Virtual reality, music education, CNN, RNN, learning outcomes, educational technology

1. Introduction. The integration of technology into education has continuously evolved, bringing forth
innovative methods that redefine how subjects are taught and learned. One of the most significant advancements
in this domain is the use of Virtual Reality (VR) in educational settings [4, 19, 10]. VR, with its immersive
and interactive capabilities, presents a novel approach that has the potential to transform traditional learning
environments. In music education, VR’s impact is particularly noteworthy, as it offers a unique platform for
students to experience music in a multi-dimensional and engaging manner[12, 5]. This immersive technology
facilitates a deeper understanding and appreciation of music, going beyond what conventional classroom settings
can offer. By simulating real-life scenarios and environments, VR in music education can provide students with
experiences that are otherwise inaccessible, such as performing in a virtual concert or practicing with a virtual
orchestra, thereby enriching their learning experience [3].

However, the efficacy of VR in enhancing learning outcomes in music education remains an area ripe for
exploration. This calls for an in-depth analysis of how VR-based music education influences learning processes
and outcomes. Traditional methods of evaluating educational interventions often fall short in capturing the
complexity and dynamics of learning experiences in VR environments[17, 15]. There is a need for advanced
analytical tools that can process and interpret the vast amount of data generated in these immersive envi-
ronments. This is where the integration of Neural Networks becomes pivotal. CNNs are renowned for their
ability to process and analyze visual data, making them ideal for interpreting the rich visual content within VR
environments [9, 14, 7]. On the other hand, RNNs excel in handling sequential data, such as tracking student
progress over time, making them suitable for understanding the temporal aspects of learning in VR.

The current literature on VR in education primarily focuses on its potential and hypothetical benefits,
with limited empirical research on its actual impact on learning outcomes. Moreover, the existing studies often
overlook the advanced analytical methods that can provide deeper insights into how students interact with
and benefit from VR-based education [13]. There is a significant gap in understanding the nuances of how VR
transforms the learning experience, particularly in the context of music education. This research aims to bridge
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this gap by employing a sophisticated analytical approach that leverages the strengths of both CNN and RNN
[18, 11]. This approach is not just about quantifying the effectiveness of VR in music education but also about
understanding the qualitative aspects of learning experiences in such an immersive environment.

The motivation behind this study is rooted in the recognition of the evolving landscape of online education
and the pressing need to enhance its effectiveness. As traditional virtual teaching platforms often struggle to
engage students and personalize learning experiences, there is a critical demand for innovative approaches that
leverage advanced technologies to address these challenges. By exploring the integration of Deep Reinforce-
ment Learning (DRL) and Natural Language Processing (NLP) within the framework of DRL-AIGC-VR, this
research seeks to revolutionize online education by offering adaptive content curation and presentation, thereby
optimizing learning outcomes and student engagement [1].

To address these challenges, this study proposes an innovative approach that integrates the strengths of
CNN and RNN to analyze the impact of VR-based music education on learning outcomes. The proposed
approach is designed to harness the CNN’s ability to process complex visual data from VR environments,
providing insights into student engagement and interaction patterns [2]. Concurrently, the RNN component
will analyze the sequential data of student interactions, offering a comprehensive understanding of their learning
progression over time. This combination promises a more nuanced and holistic analysis of the learning process,
allowing for a deeper understanding of the ways in which VR can enhance music education. By leveraging these
advanced neural network models, the study aims to provide empirical evidence on the effectiveness of VR as an
educational tool, specifically in the realm of music education. The anticipated outcome is a set of data-driven
insights that highlight the advantages of VR in enhancing learning outcomes, engagement levels, and overall
educational experience in music education. This approach not only contributes to the field of educational
technology but also has the potential to revolutionize the way music is taught and learned.

The main contributions of the paper are as follows:

1. Proposed a novel approach of VR based Music Education Experience (MEE).

2. The proposed approach which integrates CNN and RNN (LSTM) to obtain the better results.

3. In this proposed study we analyse the sound feature extraction using Mel-Frequency Cepstral Coef-
ficients (MFCC) and further refinement through Convolutional Neural Networks (CNN) and further
processing is improved using RNN based Long-Term Short-Term Memory (LSTM)

4. The efficacy of the proposed are demonstrated with the effective experiments.

2. Related Work. The meta-analysis from [21] addresses the impact of Virtual Reality (VR) in K-6
education. It synthesizes 21 studies to analyze VR’s effects on learning outcomes, focusing on immersion
level, intervention length, and knowledge domain. The need for such an analysis stem from VR’s growing
educational applications and the lack of comprehensive reviews in this age group. The study [8] provides
a theoretical model assessing the effectiveness of VR in learning for undergraduate art and design students.
Using surveys and partial least squares modeling, it demonstrates that immersive VR positively impacts the
learning experience through motivation, curiosity, cognitive benefits, and value perception, suggesting potential
academic applications in art and design education. The paper [16] presents an advanced automatic lip-reading
method combining Convolutional Neural Networks (CNN) and Recurrent Neural Networks (RNN) with an
attention mechanism. Tested on a custom database, the proposed method shows higher accuracy in lip-reading
recognition compared to traditional systems, demonstrating its effectiveness in realistic applications. The paper
[22] develops a COVID-19 forecasting model using a deep learning approach with a rolling update mechanism
based on data from Johns Hopkins University. It improves traditional models by using daily confirmed cases
and analyzes the impact of social isolation measures, providing long-term projections for the epidemic’s trend
in different countries. The study [23] integrates music genres and emotions to enhance music education quality.
It proposes a method using semantic networks and interactive image filtering for music resource retrieval,
employing LSTM and Attention Mechanism (AM) for emotion recognition. The improved BiGR-AM model
shows high accuracy in classifying emotions in music, suggesting its efficacy in music education resources
integration [20].

Despite the proliferation of online education platforms, there remains a notable gap in the literature re-
garding comprehensive frameworks that effectively integrate DRL and NLP to enhance virtual teaching and
research experiences. Existing platforms may lack the sophistication required to personalize learning experiences
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or may not fully leverage AI technologies to analyze educational data comprehensively. Additionally, empirical
evidence demonstrating the effectiveness of such integrated frameworks in improving learning outcomes and
knowledge retention compared to traditional platforms is limited. Thus, there is a significant research gap in
the development and validation of Al-driven solutions that address the dynamic nature of online education and
research while optimizing learning experiences for diverse student populations. Research Question: "How can
the integration of Deep Reinforcement Learning (DRL) and Natural Language Processing (NLP) within the
framework of DRL-AIGC-VR revolutionize online education by offering adaptive content curation and presen-
tation, and how does this impact learning outcomes and student engagement compared to traditional virtual
teaching platforms?

3. Methodology. The methodology for the proposed VR-MEE involves a comprehensive process that
starts with data collection and ends with the adjustment of the VR environment for enhanced learning. Initially,
in the Data Collection phase, audio and visual data are gathered from students’ interactions within the VR
environment. This data includes musical inputs, such as playing virtual instruments or singing, and visual cues,
such as gestures and movements. Next, in the Feature Extraction stage, audio data is processed using MFCC
to extract meaningful audio features that reflect the spectral properties of the sound. Concurrently, image
processing techniques are applied to the visual data to capture students’ interactions and responses within the
VR environment. The extracted features are then processed through LSTM networks. LSTMs are particularly
adept at recognizing and remembering patterns over time, making them ideal for analyzing the sequential and
temporal aspects of music education, such as rhythm and melody progression. Further refinement of these
features is done using CNN. CNNs excel in identifying spatial relationships in data, making them suitable for
analyzing complex patterns in both audio and visual data. This step enhances the accuracy and depth of the
feature analysis. Based on the processed data, Personalized Feedback is generated. This feedback is tailored
to the individual student’s performance, offering specific insights and suggestions for improvement. It could
include aspects such as pitch accuracy, rhythm timing, and expressiveness in musical performance. Finally, the
Adjustment of the VR Environment takes place. Based on the personalized feedback, the VR experience is
adapted to better suit the learning needs and skill level of the student. This could involve altering the difficulty
of musical pieces, changing the virtual setting for more engagement, or providing additional learning resources
within the VR environment. This proposed model is illustrated in Figure 3.1.

3.1. Proposed VR-MEE Approach.

3.1.1. MFCC and CNN based audio processing in VR music education. In the VR-based MEE,
the integration of Mel-Frequency Cepstral Coefficients (MFCC) and CNN plays a crucial role in elevating the
auditory component of the learning environment. The application of MFCC for audio feature extraction in VR
is fundamental. This process begins with framing and windowing the audio signal

y(n) =z (n).w(n)

which segments the music or speech into manageable portions. This step is vital in the dynamic VR setting,
where audio inputs are continuously varying. Following this, a Fourier Transform

N-1

Z y (n) 'eijTl'nk)/N

n=0

is applied to convert these segments into the frequency domain, allowing for the extraction of frequency-related
features from the VR experience’s audio. The sound is then processed through a Mel Filter Bank

B (k) = ..

aligning the frequency analysis with human hearing sensitivity, a critical aspect in music education for accu-
rate musical tone representation. Subsequently, CNNs take over to perform advanced audio pattern analysis.
Leveraging the convolution operation in CNN

hi = fi(w; * hi—1 + b;)
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Fig. 3.1: Proposed VR-MEE Architecture

spatial and temporal patterns within the MFCC-extracted features are identified. This capability is essential
in VR music education, where the audio characteristics are complex due to the interactive nature of the envi-
ronment. For example, CNNs can discern various musical elements, such as different instruments or rhythmic
patterns, and provide nuanced feedback to students based on their performance. The synergy of MFCC and
CNN within the VR-based MEE results in a powerful tool for enhancing musical instruction. This approach
not only ensures the audio quality and realism necessary for an immersive VR experience but also offers per-
sonalized educational content. By analyzing students’ interactions and responses in the VR environment, the
system can adapt in real-time, offering tailored feedback and learning pathways. This creates an engaging and
effective educational platform, where students can interact with and respond to a dynamic musical environment,
facilitating deeper learning and skill development.

3.1.2. Improved LSTM. In the context of the proposed VR~ MEE, leveraging LSTM networks, a special
kind of RNN, offers significant advantages in processing and predicting complex temporal sequences in music
learning. LSTM networks are adept at handling the sequential and time-dependent nature of music, making
them ideal for this application. The structure of LSTM is tailored to address the limitations of traditional
RNNSs, such as the vanishing gradient problem, making them more effective for tasks involving long sequences,
which are common in music. LSTM introduces three key gates: the forget gate, the input gate, and the output
gate, each playing a crucial role in the network’s ability to retain or discard information over time.

Forget Gate. This gate determines what information from the previous cell state should be kept or discarded.
It is defined by the equation

fe= U(wfht_1 + upxy + bf)

where f; ranges between 0 and 1, wy is the weight matrix, and o is the sigmoid function. This mechanism allows
the LSTM to selectively forget less relevant information from the past, which is essential in music education
where certain musical patterns may no longer be relevant as a student progresses.

Input Gate. The input gate filters the incoming data and decides how much of it should be added to the
current cell state. It is calculated as 4y = o(wrhi—1 + u;xy + b;) and ¢, = tanh(wehi—1 + ucxy + be).
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This process ensures that only relevant new information, such as a new musical note or rhythm, is added
to the cell state, enhancing the learning model’s efficiency.
Cell State Update. The cell state is updated using the formula

¢t = Ci—1.fr +i. &

is the new candidate values. This equation represents the core of LSTM’s memory function, allowing the
network to maintain a continuous thread of relevant information throughout the learning process. In VR-based
MEE, this feature of LSTM can be crucial for tracking and responding to a student’s progress over time.

Output Gate. Finally, the output gate determines what part of the current cell state will make it to the
final output, which is defined as o; = o(wohi—1 + ozt + b,) and hy = os.tanh(c;)

This step is crucial for determining the next action or response in the VR music education environment,
such as providing feedback on a student’s performance.

In the VR-based MEE, the application of LSTM allows for a nuanced understanding of students’ learning
patterns, musical interactions, and progress over time. By effectively capturing and processing sequential data,
LSTMs can provide personalized, adaptive learning experiences. For example, they can predict a student’s
future learning trajectory based on past performance or adapt the difficulty level of musical exercises in real-
time. This makes LSTM a powerful tool for enhancing the educational value and effectiveness of VR-based
music education programs

4. Results and Experiments.

4.1. Simulation Setup. The dataset for evaluating the proposed VR-MEE is designed to enhance mu-
sic learning in primary education which is adapted from the study [6]. It includes audiovisual data collected
from VR interactions, focusing on music genre identification and learning. The dataset comprises recordings of
students immersed in VR music performances of various genres, such as classical, country, jazz, and swing. It
evaluates the effectiveness of VR in improving genre characterization, including aspects like typical instruments
and their spatial arrangements on stage. The study compares traditional teaching methods with VR-based
learning, assessing improvements in active listening, attention, and time spent on tasks. This approach demon-
strates the potential benefits of integrating VR technologies with conventional teaching methods in primary
music education.

4.2. Evaluation Criteria. The accuracy metric of the proposed VR-MEE demonstrates its superior capa-
bility in correctly identifying and teaching various music genres compared to traditional methods was illustrated
in Figure 4.1. Notably, in genres like Classical and Swing, the accuracy of VR-MEE significantly surpasses
that of traditional teaching. This high accuracy indicates the effectiveness of VR-MEE in providing a realistic
and immersive learning environment, where students can interact and engage with music in ways that closely
mimic real-world experiences. The technology’s capacity to simulate intricate musical scenarios contributes
to a more accurate comprehension and application of genre-specific elements. This heightened accuracy is
crucial in music education, as it ensures that students are not only enjoying an immersive experience but are
also correctly learning and interpreting musical genres. The VR-MEE’s accuracy in delivering educational
content reflects its potential to revolutionize music learning, making it more effective, engaging, and aligned
with modern technological advancements.

Precision in the context of VR-MEE showcases its effectiveness in categorizing and imparting knowledge
about specific music genres shown in Figure 4.2. The precision values are particularly high in genres like Swing
and Jazz, indicating that VR-MEE is exceptionally adept at teaching the intricate details within these complex
genres. This high level of precision suggests that VR-MEE effectively aids students in discerning the subtle
nuances that differentiate one genre from another. In music education, such precision is vital as it fosters a deep
understanding of music, enhancing students’ abilities to not only recognize different genres but also appreciate
their unique characteristics. The precision of VR-MEE implies a targeted and refined approach to teaching,
where students are exposed to carefully curated content that emphasizes the critical aspects of each genre. This
precision contributes to a more thorough and nuanced understanding of music, making VR-MEE an invaluable
tool in the realm of music education.



4760 Fangjie Sun

Azcaraly by Music Genne har VR-MEE vi Tragional Moathods

DA

L

Fig. 4.1: Accuracy

Precialan by Monis Genne for VA-MEE ve Trassdtioeal Mathads

Fig. 4.2: Precision

In terms of recall, the VR-MEE significantly outperforms traditional teaching methods across all genres,
especially in Classical and Jazz in Figure 4.3. High recall indicates that students using VR-MEE are more
likely to correctly remember and apply the musical knowledge they’ve acquired. This is particularly important
in music education, where retaining and accurately recalling information is key to mastering musical skills
and concepts. The immersive VR environment likely plays a crucial role here, as it engages multiple senses
and creates memorable learning experiences. The ability of VR-MEE to enhance recall is a testament to its
effectiveness in reinforcing and solidifying musical knowledge. By enabling students to retain information more
effectively, VR-MEE not only improves immediate learning outcomes but also contributes to long-term musical
proficiency and understanding.

The F1-Score of the VR-MEE, which harmonizes precision and recall, reveals a well-balanced performance
in both aspects across all music genres in Figure 4.4. This balance is particularly notable in Classical and
Swing genres, where the F1-Score is significantly higher for VR-MEE compared to traditional methods. A high
F1-Score indicates that VR-MEE is not just precise in imparting specific genre knowledge but also ensures
that students effectively retain and recall this information. This balance is crucial in educational settings, as it
signifies a comprehensive approach to teaching and learning. It suggests that VR-MEE is adept at providing
detailed, nuanced instruction while also ensuring that this instruction is memorable and impactful. This metric
highlights the overarching efficacy of VR-MEE in music education, showcasing its ability to provide a holistic
and effective learning experience that blends detailed knowledge with memorable and practical applications.
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5. Conclusion. The evaluation of the proposed VR-MEE underscores its significant efficacy over tradi-
tional teaching methods, particularly in the realms of music genre learning. The empirical analysis, reflected
through metrics like Accuracy, Precision, Recall, and F1-Score, demonstrates that VR-MEE not only enhances
the overall learning experience but also ensures a more profound understanding and retention of musical knowl-
edge. The immersive nature of VR, combined with tailored educational strategies, offers an interactive and
engaging platform that transcends the limitations of conventional music education. The high accuracy and
precision of VR-MEE indicate its capability to deliver detailed and accurate musical content, enabling students
to discern subtle nuances between different genres. Meanwhile, its superior recall ability highlights the effective-
ness of VR in reinforcing and solidifying musical knowledge, ensuring long-term retention and application. The
balanced F1-Score further emphasizes VR-MEE’s holistic approach, harmonizing the depth of learning with
the breadth of retention. These findings suggest that VR-MEE is not only a viable alternative to traditional
methods but also a progressive step forward in leveraging technology for educational excellence. This study
paves the way for future research and development in VR-based education, holding the promise of transforming
learning experiences across various disciplines.
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EVALUATION METHOD OF IMPLEMENTATION EFFECT OF RURAL
REVITALIZATION STRATEGY BASED ON WAVELET ANALYSIS ALGORITHM

HUAICHUAN CHEN *AND ZEHUA CHUf

Abstract. This study presents an innovative approach to evaluate the implementation effects of the Rural Revitalization
Strategy R2S, utilising the robust capabilities of the wavelet analysis algorithm. The proposed methodology integrates the strength
of wavelet transform, an advanced mathematical tool for signal processing, with the entropy weighting method and the Technique
for Order Preference by Similarity to the Ideal Solution (TOPSIS) model. This integration creates a comprehensive framework
for assessing the multifaceted impacts of rural revitalisation initiatives. The wavelet analysis algorithm is the cornerstone of this
approach, enabling the decomposition of complex rural development data into different frequency components, thus facilitating a
more nuanced analysis. The entropy weighting method contributes by objectively determining the weights of various evaluation
indicators, ensuring that the most relevant factors in rural revitalisation are emphasised in the assessment process. The TOPSIS
model complements this by clearly ranking the analysed strategies based on their proximity to an ideal solution, thereby enabling
decision-makers to identify the most effective strategies for rural development. Together, these techniques form a powerful tool for
evaluating the effectiveness of rural revitalisation strategies, offering critical insights for policy formulation and implementation in
rural areas. This study’s methodology not only enhances the accuracy of evaluation but also provides a replicable model for similar
assessments in other contexts, contributing significantly to rural development and policy analysis.

Key words: Rural revitalization, wavelet transform, entropy weighting method, TOSIS model, multi-criteria decision making,
policy evaluation.

1. Introduction. The concept of rural revitalization has gained significant momentum in recent years,
recognized as a pivotal element in sustainable development and poverty alleviation [24, 1]. Rural areas, often
characterized by economic underdevelopment, declining populations, and limited access to services, present
unique challenges that demand innovative solutions [9]. This study introduces novel Rural Revitalization
Strategy R2S aims to address these challenges, fostering economic growth, social development, and environmen-
tal sustainability in rural communities. However, the complexity and multifaceted nature of rural revitalization
necessitate an effective evaluation framework to assess the impact and efficiency of implemented strategies.
This study introduces an advanced analytical approach, integrating wavelet analysis, entropy weighting, and
the TOPSIS model, to evaluate the outcomes of R2S implementations. This integration marks a significant
advancement in the field of rural policy analysis and implementation assessment [22, 15].

Traditional methods of evaluating rural revitalization strategies often face significant limitations, primarily
stemming from their inability to adequately handle the complexity and dynamic nature of rural environments
[20, 13]. These conventional approaches typically rely on linear models and aggregate statistical analyses,
which can oversimplify the intricate socio-economic and environmental interactions inherent in rural areas.
Such simplification may lead to an underestimation of certain critical factors and an overemphasis on others,
skewing the results and potentially leading to misguided policy decisions [11]. Moreover, traditional methods
often fail to account for the temporal and spatial variability of rural development indicators. This limitation is
particularly problematic given the diverse and evolving nature of rural challenges, which vary significantly across
different regions and over time [18]. Consequently, these methods may not effectively capture the long-term
impacts and sustainability of revitalization strategies. Additionally, traditional evaluation techniques tend to be
subjective, especially in the weighting and prioritization of indicators, which can introduce biases and reduce the
objectivity of the assessment [6]. This subjectivity can undermine the credibility and utility of the evaluation,
particularly in the context of policy formulation and stakeholder engagement. In essence, the limitations of
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traditional methods in evaluating rural revitalization strategies underscore the need for more sophisticated,
nuanced, and objective analytical tools, capable of capturing the multifaceted and dynamic realities of rural
development.

Wavelet analysis, originally a signal processing tool, has emerged as a potent method for dissecting complex,
non-linear data sets prevalent in rural development scenarios [23, 14]. Its ability to decompose data into
various frequency components allows for a detailed understanding of temporal and spatial variations in rural
development indicators. This characteristic is particularly beneficial for capturing the nuanced effects of rural
revitalization strategies that might be lost in more traditional, linear analytical approaches [12]. The entropy
weighting method complements this by introducing an objective approach to determine the significance of
different evaluation indicators [5, 8]. It measures the disorder or randomness in the information provided by
each indicator, enabling the assignment of weights based on the uniqueness and relevance of the information
they offer [21]. This approach ensures that more critical aspects of rural revitalization are given due emphasis
in the evaluation process.

The Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) model further enhances this
framework. As a multi-criteria decision-making tool, TOPSIS assesses various strategies by comparing their
performance to an ’ideal’ solution [15, 16]. This comparison is particularly relevant in rural revitalization, where
multiple, often conflicting objectives must be balanced. The integration of TOPSIS allows for the ranking of
different revitalization initiatives based on their proximity to the ideal solution, providing a clear, quantitative
basis for strategy selection and prioritization [4]. This becomes crucial for policymakers and stakeholders who
must often make difficult decisions regarding the allocation of resources and the direction of efforts in rural
development.

This study embarks on a pioneering journey to redefine the evaluation of rural revitalization efforts through
the Rural Revitalization Strategy (R2S), leveraging the sophisticated prowess of the wavelet analysis algorithm.
At the heart of this ground breaking approach is the amalgamation of wavelet transform, an exemplary math-
ematical tool for signal processing, with the precise entropy weighting method and the innovative Technique
for Order Preference by Similarity to Ideal Solution (TOPSIS) model. This novel integration heralds a compre-
hensive framework adept at dissecting the multifaceted impacts of rural revitalization initiatives, offering an
unprecedented depth of analysis.

The utilization of the wavelet analysis algorithm as the foundation of our methodology is particularly
noteworthy. It revolutionizes the way we interpret complex rural development data by breaking it down into
distinct frequency components. This capability allows for a more refined analysis, unveiling the subtle nuances
of rural development that traditional methods might overlook. Furthermore, the entropy weighting method
significantly enhances the objectivity of the assessment process. By accurately determining the weights of
various evaluation indicators, it ensures that the evaluation emphasizes the factors most crucial to the success
of rural revitalization [17].

The synthesis of wavelet analysis, entropy weighting, and the TOPSIS model into a single evaluative
framework represents a novel approach in the assessment of rural revitalization strategies. This methodology
not only addresses the complexity inherent in rural development but also provides a replicable model for similar
evaluations in other contexts. By offering a more detailed and accurate assessment of the impacts of rural
revitalization initiatives, this study contributes significantly to the fields of rural development, policy analysis,
and sustainable development. It empowers decision-makers with a robust tool for evaluating the effectiveness
of strategies, ensuring that interventions are not only well-intentioned but also well-informed and impactful in
fostering the growth and sustainability of rural communities.

The main contribution of the paper as follows:

1. Proposed a novel approach of R2S aims to address the challenges of fostering economic growth, social
development and environmental sustainability in rural communities.

2. The proposed RS integrates an advanced effective technique such as wavelet transform for signal
processing, entropy weighting method to assign weights and TOSIS model to effective decision making.

3. The proposed efficacy is demonstrated with the rigorous experiments.

2. Related Work. Demonstrates how the ANN-CN model is effectively used in studying the spatial
layout and cultural landscape gene construction in Shaanxi’s ancient towns [19]. By analyzing the spatial
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layout and landscape patterns, and simulating their evolution, the study provides insights into land resource
allocation, which is crucial for enhancing living standards and balancing urban-rural development. The paper
[2] highlights the use of deep learning technology to enhance rural tourism and the creation of a new socialist
countryside in China. The convolution neural network algorithm’s low MSE and MAE values indicate its
effectiveness in predicting and recommending tourism strategies, aligning with the government’s objectives for
rural transformation. The paper [7] focuses on digitizing rural industries from an entrepreneurship perspective.
By employing a Neural Network model and a Genetic Algorithm, the study evaluates the influencing factors of
rural industrial development, suggesting a data-driven approach for resource allocation and industrial planning,
which is vital for digital empowerment in rural areas. The paper [10] employs deep learning and AT clustering
analysis techniques to evaluate the suitability of rural land for integrated industry development. The use of
ResNet-50 and k-means algorithm for land-use classification and recognition demonstrates high accuracy and
offers an innovative tool for advancing economic diversification in rural areas [3].

The integration of advanced mathematical tools and models such as wavelet transform, entropy weighting,
and TOPSIS adds complexity to the evaluation process. This complexity requires a high level of expertise in
mathematics and signal processing, which may limit the accessibility of the methodology to practitioners and
policymakers who do not possess such specialized knowledge. The effectiveness of the proposed methodology
heavily relies on the availability and quality of rural development data. In many cases, comprehensive and
high-quality data on rural revitalization initiatives may be scarce or uneven across different regions, potentially
affecting the accuracy and reliability of the evaluation.

3. Methodology.

3.1. Proposed Overview. The methodology begins with the Data Collection phase, where relevant rural
development data are gathered. This data encompasses various aspects of rural development, such as economic
indicators, social metrics, and environmental factors. Following this, the Preprocessing stage is initiated, which
is crucial for enhancing data quality. In this stage, the data is cleaned, missing values are addressed, and
normalization processes are applied to make the data suitable for analysis. After preprocessing, the methodology
advances to the Feature Extraction phase. Here, significant features that are relevant to rural revitalization
are identified and extracted. This process involves employing the wavelet analysis algorithm, which aids in
decomposing the data into different frequency components, enabling a more nuanced understanding of the data.
The final stage is Performance Evaluation, where the effectiveness of the R2S is assessed. This is achieved
through the application of the entropy weighting method and the TOPSIS model. These methods collectively
evaluate the extracted features, providing a comprehensive assessment of the strategy’s performance. The
methodology’s unique feature is the integration of wavelet analysis, entropy weighting, and the TOPSIS model,
which collectively contribute to a robust evaluation framework. This architecture was illustrated in Figure 3.1.

3.2. Proposed R2S based workflow.

3.2.1. Wavelet Transform based Signal Processing. Wavelet transform, a time-frequency analysis
method developed recently, has become widely used in signal processing, image denoising, and digital water-
marking due to its ability to analyze local variations of signals in time series. This process of wavelet transform
is adapted from the study [22] This algorithm is particularly favored for its operational efficiency and excellent
transform effect. In wavelet transform, data are decomposed into high-frequency and low-frequency components,
termed detail coefficients D and approximate coefficients A, respectively. Notably, the wavelet coefficient com-
ponents for the subsequent level are derived from the approximate coefficients of the preceding level, forming
a tower-like structure. This study focuses on retaining only the approximate coefficients of wavelet decomposi-
tion, reducing the computational effort by half compared to the conventional approach. The coefficients of the
discrete wavelet transform are represented as follows:

{ Cjk =2, @[] hj[n — 27K]
djk = 2n w[n] gj[n — 27K]
Here, hjand g, are high-pass and low-pass orthogonal matrix filters, respectively, with = [n]denoting the data

sequence at discrete times. The coefficients c¢; ; and d; ; are the approximation and detail coefficients obtained
at the j**layer of decomposition.
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Fig. 3.1: Proposed R2S Architecture

Selecting appropriate wavelet bases and decomposition layers is crucial for wavelet transform’s practical
application, as different choices can significantly impact the filtering effect. Considering the low-frequency and
high-intensity characteristics of signals in rural revitalization contexts, Daubechies wavelets are preferred for
their orthogonality and tight support. The selection of a specific Daubechies wavelet (dbl, db2, db3, db4) is
determined through simulation experiments, taking into account factors like the signal-to-noise ratio (SNR)
and root-mean-squared error (RMSE). SNR and RMSE are defined as

n 2
— i=15;
SNR = 100910 | (=2 )|
_ 2 Bimse)?
RMSE =/ &==1-"—"

In this equation, ss represents the original signal, §; is the denoised signal, and N is the signal length. Based on
the results, db2 and db4 wavelets demonstrate superior filtering effects, but db2 is selected due to its shorter
filter length and reduced computational load. The number of decomposition layers is set to three, balancing
effectiveness and computational effort.

The adoption of wavelet transform in the context of rural revitalization is predicated on its ability to provide
a multi-resolution analysis of signal data, which is critical for capturing the diverse temporal dynamics inherent
in rural development activities. By decomposing data into high-frequency and low-frequency components, this
methodology allows for the isolation of noise from the true signal, enhancing the clarity and interpretability
of the data. The preference for Daubechies wavelets, noted for their compact support and minimalistic nature
(particularly db2 for its balance of performance and computational efficiency), underscores the need for a tailored
approach that respects the nuanced characteristics of rural revitalization signals—predominantly low-frequency
with significant information content in these bands.

The mathematical representation of the wavelet coefficients provides a systematic framework for data
decomposition, enabling the extraction of detailed and approximate components at various levels of granularity.
This decomposition is crucial for identifying patterns and trends that are not readily apparent in raw data,
offering insights into the effectiveness of different revitalization initiatives over time.

3.2.2. Entropy weighting method to assign weights. The Entropy Weighting Method is employed
to determine the significance of various indicators in R?S. This is adapted from the study [15]. It starts
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with standardizing the raw data of the indicators. For positive indicators, where higher values indicate better

performance, the standardization is computed using the formula

Xij — mm(Xy)
max (Xy) — min(Xy)

i —

Here, X;; is the original value of the indicator, and max X;; and min(Xy )represent the maximum and minimum
values of the indicator across all villages. This standardization adjusts the indicators such that they can be
compared on a common scale. Following standardization, the entropy weight WijWij of each indicator is
calculated. This weight reflects the amount of information or variation each indicator contributes. The formula
for calculating the entropy weight is

— L+ k3000 I (Py) Xig/ 30020 Xl
Doy AR5 [In (Piy) Xag/ 3000 Xijl}

where P;; is the proportion of the j*"indicator for the i*"village and kis a constant factor, typically 1/In(n)with
n being the number of villages.

The Entropy Weighting Method introduces an objective mechanism for evaluating the significance of var-
ious indicators in the R2S framework. By quantifying the amount of information each indicator contributes,
this method ensures that more informative indicators have a greater impact on the evaluation process. The
standardization of indicator data is a critical step in this process, allowing for the equitable comparison of
indicators across different scales. This normalization process, coupled with the calculation of entropy weights,
mitigates the subjectivity often associated with selecting and weighting evaluation criteria.

Furthermore, the entropy weighting method reflects the inherent variability and information richness of each
indicator, ensuring that those indicators that provide a unique and significant insight into rural revitalization
efforts are appropriately emphasized. This methodological choice aligns with the broader objective of creating
a data-driven, objective framework for rural development assessment, addressing the challenges of indicator
selection and weighting in multi-criteria decision-making processes.

3.2.3. TOPSIS based Decision Making. In contrast, the TOPSIS Model is utilized for evaluating
and ranking the various rural revitalization strategies. This is from the source [15]. It involves establishing a
weighted normalized decision matrix, where each element

wij

0ij = Wij X Yij
represents the impact of each standardized indicator weighted by its corresponding entropy weight. The TOPSIS
method then identifies the ideal best and worst solutions. The distances of each strategy from these ideal
solutions are computed, and a closeness coefficient is calculated for each strategy using
d;

_ 7
T

where d;-" and d; are the Euclidean distances of the ith strategy from the ideal best and worst solutions,
respectively. Strategies with closeness coefficients nearing 1 are considered superior, as they are closer to the
ideal best solution and farther from the worst. This combined application of the entropy weighting method
and the TOPSIS model provides a comprehensive and objective approach to evaluating and prioritizing various
aspects and strategies of the RS, thereby aiding in making more informed and effective decisions for rural
development.

The implementation of the TOPSIS model in evaluating rural revitalization strategies represents a crit-
ical step towards operationalizing the framework for practical decision-making. By constructing a weighted
normalized decision matrix, the TOPSIS model facilitates a comparative analysis of various strategies against
ideal best and worst scenarios. This approach not only identifies the relative strengths and weaknesses of
each strategy but also offers a clear, quantifiable metric for ranking these strategies in terms of their overall
effectiveness.
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The use of the closeness coeflicient as a measure of a strategy’s proximity to the ideal solution underscores
the model’s ability to provide actionable insights into the optimization of rural revitalization efforts. Strategies
that score higher on this metric are deemed more aligned with the desired outcomes of rural development
initiatives, offering a clear guideline for prioritizing interventions.

3.2.4. Synergistic Effects of Integration. The integration of wavelet transform, entropy weighting,
and TOPSIS into a unified evaluation framework harnesses the strengths of each method to address the multi-
faceted challenges of rural revitalization. This holistic approach allows for a detailed analysis of temporal data,
objective weighting of evaluation indicators, and a rigorous decision-making process that collectively enhance
the framework’s ability to provide nuanced insights into the effectiveness of rural development strategies. By
addressing the complexity of rural revitalization through this integrated methodology, the study offers a com-
prehensive tool for policymakers and practitioners. This approach not only facilitates a more informed and
effective allocation of resources but also contributes to the broader discourse on rural development, providing
a robust model for evaluating the impact of revitalization initiatives in diverse contexts.

4. Results and Experiments.

4.1. Simulation Setup. In this section we evaluate our proposed R2S by using the simulation of the
study [15]. Based on the study data sources we proceed the evaluation.

Jinggangshan, located in the southwestern part of Jiangxi Province, China, at the Luoxiao Mountains’
midsection, serves as the primary data source for the proposed R%S study. Dominated by mountainous terrain,
which comprises 87% of the area, Jinggangshan has a significant historical and cultural heritage, particularly
from the revolutionary period in the late 1920s. The region’s economy is primarily driven by the tertiary industry
and agricultural activities such as tea and fruit planting, and aquaculture. With a permanent population of
155,900 and a rural population of 140,200, Jinggangshan exhibits a blend of urban and rural characteristics. The
area is notable for its revolutionary culture, making it a key site for understanding this aspect of Chinese heritage
and a top-rated tourist destination. The focus of the R2S study is on key villages like Maoping, Dalong, Berlu,
Changfuqgiao, Gutian, and Mayuan, each with unique attributes and historical significance. These villages,
once part of China’s first batch of key counties for poverty alleviation, have made significant strides in reducing
poverty and are now important areas for demonstrating the rural revitalization strategy. Jinggangshan’s rich
cultural heritage, diverse economic activities, and historical significance as a center of revolutionary culture
make it an ideal case study for analyzing and implementing rural revitalization strategies.

4.2. Evaluation Criteria. The efficacy of the proposed R?S in Jinggangshan can be analyzed through
various metrics including Accuracy, Precision, Recall, and F1-Score.

The accuracy metric measures the overall correctness (identifying rural revitalization needs) of the model
across all villages was present in Figure 4.1. In the context of R?S, the values indicate a high degree of accuracy
in predictions or classifications made by the strategy. Maoping Village leads with an accuracy of 0.85, suggesting
that the strategy is highly effective in this village. Dalong and Gutian also show commendable accuracy scores
of 0.80 and 0.83, respectively, indicating reliable performance of R2S in these areas. Berlu, with the highest
accuracy of 0.90, demonstrates exceptional effectiveness of the strategy, while Changfuqgiao and Mayuan villages
follow closely with scores of 0.88 and 0.87. These high accuracy levels across the villages signify that the RS is
generally successful in correctly identifying and addressing the key aspects of rural revitalization in these areas.

Precision reflects the model’s capability to correctly identify positive instances among all positive predictions
demonstrated in Figure 4.2 The precision values in the context of R?S show considerable success in accurately
targeting specific revitalization needs. Berlu Village excels with a precision score of 0.93, indicating that the
initiatives and interventions under R2S are highly precise in this village. Similarly, Changfugiao and Mayuan
display strong precision values of 0.89 and 0.85, respectively, suggesting effective targeting of resources and
policies. Maoping, Dalong, and Gutian villages also exhibit good precision scores (0.81, 0.76, and 0.84), implying
that R2S interventions are mostly on-target and relevant in these areas.

Recall measures the model’s ability to correctly identify all actual positives. In R2S, recall values are
indicative of how comprehensively the strategy covers the necessary aspects of rural revitalization in Figure 4.3.
Berlu, with a recall score of 0.91, shows that the strategy is highly effective in addressing a wide range of
revitalization aspects in this village. Mayuan’s recall of 0.88 further supports the strategy’s effectiveness in
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encompassing broad revitalization needs. Maoping and Gutian, with recall scores of 0.78 and 0.80, indicate a
good, though slightly less comprehensive, coverage. Dalong and Changfuqiao villages, with recall values of 0.79
and 0.85, demonstrate that R2S is fairly inclusive in addressing the key aspects of rural development.

The F1-Score is a harmonic mean of precision and recall, providing a balance between the two metrics. High
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Fig. 4.4: F1-Score

F1-Scores in the context of R2S imply a well-balanced approach between accurate targeting and comprehensive
coverage is shown in Figure 4.4. Berlu Village stands out with an F1-Score of 0.92, indicating an excellent
balance in R2S precision and recall. Changfugiao and Mayuan also exhibit high F1-Scores of 0.87 and 0.86,
suggesting effective and balanced strategies in these villages. Maoping, Dalong, and Gutian villages, with F1-
Scores of 0.79, 0.77, and 0.82, respectively, show that the R?S maintains a good balance between precision and
recall, though there might be room for further optimization.

These metrics collectively demonstrate the overall efficacy of the R2S in Jinggangshan, indicating its success
in various aspects of implementation across different villages.

5. Conclusion. The proposed study analysis, grounded in empirical data and measured through key per-
formance metrics such as Accuracy, Precision, Recall, and F1-Score, demonstrates the substantial effectiveness
of the R?S. The high accuracy scores across the villages of Maoping, Dalong, Berlu, Changfuqiao, Gutian, and
Mayuan indicate that the strategy has been successful in correctly implementing initiatives and addressing the
multifaceted needs of rural revitalization. Precision scores reveal the strategy’s aptitude in accurately target-
ing specific areas requiring intervention, ensuring that resources and efforts are directed where they are most
needed and effective. This targeted approach is crucial in a resource-constrained environment, maximizing the
impact of every action taken. Furthermore, the recall metrics underscore the comprehensiveness of the strategy,
ensuring that no critical aspect of rural development is overlooked. This comprehensive coverage is essential
for holistic rural development. The F1-Scores, which balance precision and recall, reinforce the strategy’s effec-
tiveness in maintaining a harmonious balance between accurately targeting interventions and covering a broad
spectrum of developmental needs. Collectively, these metrics signify a well-rounded and effective approach to
rural revitalization in Jinggangshan. The R2S, with its multifaceted focus and data-driven approach, stands as
a potent model for rural development, potentially replicable in similar contexts. This study underscores the piv-
otal role of structured and strategic planning in rural revitalization, offering valuable insights for policymakers
and stakeholders in the pursuit of sustainable rural development.
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RESEARCH ON THE APPLICATION OF ARTIFICIAL INTELLIGENCE-BASED COST
ESTIMATION AND COST CONTROL METHODS IN GREEN BUILDINGS

YAN ZHANG*

Abstract. In the research titled Comprehensive AI-Driven Cost Dynamics Model (AICD-CDM) for Sustainable Green Building
Projects, we delve into the burgeoning field of artificial intelligence to revolutionize cost estimation and control in green building
construction. This study introduces AICD-CDM, a novel framework that integrates several advanced machine learning techniques,
including Linear Regression (LR), Artificial Neural Networks (ANN), Random Forest (RF), Extreme Gradient Boosting (XGBoost),
Light Gradient Boosting (LGBoost), and Natural Gradient Boosting (NGBoost), to address the multifaceted challenges of cost
prediction and management in sustainable building projects. By leveraging the distinct strengths of these methods, the AICD-CDM
model offers a multi-dimensional approach to cost estimation, providing not only point predictions but also probabilistic forecasts to
better manage uncertainties inherent in green building projects. The model’s capability to process complex, non-linear relationships
between a multitude of cost-influencing factors makes it exceptionally adept at handling the intricate dynamics of sustainable
construction. Furthermore, the integration of Al techniques ensures enhanced accuracy, adaptability, and computational efficiency,
making the AICD-CDM an invaluable tool for decision-makers in the green building sector. This research not only contributes to the
field of construction management by introducing a sophisticated cost control mechanism but also aligns with global sustainability
goals by promoting efficient resource allocation and cost optimization in green buildings. The findings and methodologies of this
study have the potential to set new benchmarks in the application of Al in sustainable construction management.

Key words: Green building cost estimation, Artificial Intelligence, Sustainable Construction Management, Machine Learning
Techniques, Probabilistic Forecasting, Resource Allocation Optimization

1. Introduction. The advent of artificial intelligence (AI) has ushered in a transformative era in various
sectors, with the construction industry being no exception [4, 15]. The impetus for sustainable construction
practices, particularly in green buildings, necessitates a paradigm shift in cost estimation and control method-
ologies [14]. Traditional approaches, often linear and static, fall short in addressing the dynamic and intricate
nature of green construction projects [6, 20]. This necessitates a foray into more adaptive and sophisticated
techniques, a gap that AT and machine learning (ML) can proficiently bridge. The introduction of AT into green
building projects brings forth the promise of enhanced accuracy, efficiency, and adaptability in cost estimation
and control. As environmental sustainability becomes a global imperative, the construction industry is under
increasing pressure to adopt practices that minimize ecological impact while maintaining economic viability
[15, 12]. This intersection of economic and environmental considerations presents a unique challenge: the need
for a robust, dynamic, and intelligent approach to cost management in green building projects.

Green buildings, characterized by their focus on sustainability, energy efficiency, and minimal environ-
mental impact, represent a rapidly growing sector within the construction industry. However, this growth is
accompanied by complexities in cost estimation due to the variability in green materials, technologies, and
practices [3]. Traditional cost estimation methods, while effective for conventional construction projects, often
lack the flexibility and depth required to accurately predict costs in the context of green buildings. These
methods typically do not account for the evolving nature of sustainable materials and technologies, nor do
they adequately address the long-term cost benefits of energy-efficient designs [19, 18]. This is where AT and
machine learning techniques come into play, offering a dynamic and comprehensive approach to understanding
and predicting the multifaceted cost structures of green building projects. By harnessing the power of data-
driven algorithms, AI can uncover patterns and insights that are imperceptible to traditional methods, thereby
providing a more holistic and accurate view of the cost implications of sustainable building practices.

*Institute of Architecture and Engineering,Zhengzhou Urban Construction Vocational College, Zhengzhou , 451263, China
(yanzhangcost1@outlook.com)
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The integration of machine learning techniques such as Linear Regression, Artificial Neural Networks, Ran-
dom Forest, and various boosting algorithms marks a significant advancement in the field of construction cost
estimation [16]. Each of these techniques brings a unique strength to the table. For instance, Linear Regression
provides a solid baseline model, capturing direct relationships between variables. In contrast, Artificial Neural
Networks excel in modeling complex, nonlinear interactions, making them ideal for capturing the intricate
dependencies of cost factors in green buildings [7, 8]. Random Forest and boosting algorithms like XGBoost,
LGBoost, and NGBoost further augment this capability by offering high accuracy and robustness against over-
fitting, especially in datasets with high dimensionality and variability [17]. This multifaceted approach enables
a more nuanced understanding of cost dynamics, taking into account a wide range of factors from material costs
and labor rates to environmental impact and long-term sustainability benefits. By combining these techniques,
the proposed Al-driven model transcends the limitations of traditional methods, providing a comprehensive
tool for accurate and efficient cost estimation and control in green building projects.

The proposed model, the Comprehensive AI-Driven Cost Dynamics Model (AICD-CDM), is not just a
conglomeration of various machine learning techniques; it represents a paradigm shift in green building cost
management. It leverages probabilistic forecasting to navigate the uncertainties inherent in sustainable con-
struction, providing decision-makers with a spectrum of potential outcomes and associated probabilities. This
aspect is critical in green building projects, where the decision-making process is often fraught with uncertain-
ties related to evolving technologies, fluctuating material prices, and changing regulatory landscapes. Moreover,
the AICD-CDM prioritizes the optimization of resource allocation, ensuring that the environmental benefits
of green buildings are achieved without compromising economic feasibility. This holistic approach to cost es-
timation and control aligns seamlessly with the global push towards sustainable development. It empowers
stakeholders in the construction industry to make informed decisions that balance environmental stewardship
with economic pragmatism, paving the way for a more sustainable and economically viable future in construc-
tion. The AICD-CDM thus stands as a testament to the potential of Al in revolutionizing green building
practices, marking a significant stride towards sustainable construction management.

The main contributions of the paper as follows:

1. Proposed a novel approach of Comprehensive AI-Driven Cost Dynamics Model AICD-CDM for sus-
tainable green building projects.

2. The proposed offers various advanced techniques strengths called Linear Regression, Artificial Neural
Networks, Random Forest, and various boosting algorithms for obtaining better results.

3. The efficacy of the proposed are illustrated with effective experiments.

2. Related Work. The paper [10] emphasizes the global recognition of climate change and its significant
impact on the building industry, particularly regarding energy use and carbon emissions. It underlines the need
for computational optimization in minimizing the environmental impacts throughout the building life cycle.
The paper highlights the lack of a critical review comparing various computational optimization methods,
underscoring the importance of such an analysis to understand their strengths and weaknesses. The goal is
to identify current practices and future research needs in computer simulation and optimization for reducing
life cycle energy consumption and carbon emissions in buildings. The paper [1] proposes Nanotechnology,
Building Information Modeling, and Lean Construction as key concepts supporting Al in buildings. The study’s
significance lies in its examination of Al support systems within the broader context of smart cities, using the
Eko Atlantic project in Lagos as a case study. Recommendations are made for Integrated Project Delivery
and Green Architecture to support sustainable Al development in buildings, aiming to minimize environmental
impacts and global warming. The paper [5] delves into the challenges building enterprises face in digital green
innovation (DGI) within an integrated building supply chain (IBSC). It investigates the interaction between
digital integration, green knowledge collaboration, and DGI performance in the context of IBSC’s environmental
characteristics. The study employs regression analysis and structural equation modeling to analyze the static
mechanism of DGI and adopts complex system theory to explore its dynamic evolution. Focusing on the
economic aspects of green building investment, the paper [11] constructs a system dynamics (SD) model to
accurately evaluate the cost-effectiveness of green buildings. The study examines the incremental cost and
benefit of energy-saving green buildings using the SD model, revealing that the incremental benefits outweigh
the costs, with a payback period of around 8 years. This conclusion provides insights for the further development
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of green buildings, addressing the challenge of their traditionally long payback periods and external economic
impacts. The paper [9] reviews the emerging concept of smart buildings, emphasizing the integration of sensors,
big data (BD), and artificial intelligence (AI) to enhance urban energy efficiency. It examines the application of
AT in smart buildings through building management systems (BMS) and demand response programs (DRPs).
The paper provides an in-depth review of Al-based modeling approaches used in building energy use prediction
and introduces an evaluation framework to assess recent research in this field.

3. Methodology.

3.1. Proposed Overview. The methodology of the AICD-CDM for sustainable green building projects
is a streamlined process that begins with an extensive data collection phase, where a wide range of data specific
to green building projects is gathered, including historical records, current construction data, market trends,
and sustainability metrics. Following this, the preprocessing phase is initiated, involving the cleaning and
normalization of data, as well as the encoding of categorical variables, ensuring that the dataset is of high quality
and suitable for machine learning applications. The next crucial step is feature extraction, where key features
impacting cost estimation in green buildings are identified using advanced techniques and effectively distilling
the most pertinent information from the complex dataset. The final phase is the performance evaluation, which
is meticulously carried out for each constituent model within the AICD-CDM framework including Linear
Regression, ANN, RF, XGBoost, LGBoost, and NGBoost. This evaluation uses metrics such as Mean Squared
Error (MSE), Mean Absolute Error (MAE), and R-squared to assess each model’s predictive accuracy and
efficiency, particularly focusing on their ability to generalize to new, unseen data. This comprehensive evaluation
not only ascertains the effectiveness of each model but also determines the optimal combination of models for
precise cost prediction and control in green building projects. Altogether, this methodology represents a holistic,
data-driven approach, ensuring that the AICD-CDM is not just theoretically robust but also practically viable
in the realm of sustainable construction management. The proposed IC-CDM architecture is illustrated under
Figure 3.1.

3.2. Proposed AICD-CDM Work flow. In this section we use the different models to achieve a better
result under the proposed framework. These models are adapted from the study [2].

3.2.1. Linear Regression (LR). LR is a fundamental statistical approach in predictive modeling. It
works on the principle of fitting a linear equation to observed data. The core idea is to establish a relationship
between a dependent variable and one or more independent variables. The linear equation in LR is given by

Y —zw+b (3.1)

where Y is the target variable, x represents the input features, w is a vector of coefficients, and bb is the
bias. LR is particularly effective for problems where the relationship between the variables is expected to be
linear. Its simplicity and ease of interpretation make it a popular choice for initial analysis in complex modeling
processes, such as cost estimation in green buildings.

3.2.2. Artificial Neural Network (ANN). ANN are inspired by the biological neural networks that
constitute animal brains. An ANN is formed from a collection of connected units or nodes called artificial
neurons. These neurons are organized in layers, including input, hidden, and output layers. The model’s
equation can be represented as (output layer).

Y = G(LU3F (LUQF (wlx + bl) + bg) + b3) (32)

where ww and bb are the weights and biases, xx is the input, and ff, gg are activation functions. ANNs are
capable of capturing complex patterns and relationships in data, making them highly versatile for various
predictive modeling tasks, including intricate cost analysis in green buildings.

3.2.3. Random Forest (RF). Random Forest (RF) is an ensemble learning method for classification
and regression that operates by constructing a multitude of decision trees at training time. For regression tasks,
the output of the RF is the mean prediction of the individual trees. The general equation for RF is
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Fig. 3.1: Proposed AICD-CDM Architecture

where hy, represents the k*" tree and z is the input vector. RF is known for its high accuracy, ability to run in
parallel, and robustness against overfitting, making it suitable for complex prediction tasks like cost estimation
in green building scenarios. Essentially, each tree hy(x)makes its own prediction, and the final output §is the
average of these predictions. This averaging process helps in reducing the variance of the predictions, making
the RF model more robust and less prone to overfitting compared to individual decision trees. The model
benefits from the diversity of trees, each trained on a subset of the data, resulting in a more generalized and
reliable prediction for new data inputs.

3.2.4. Extreme Gradient Boosting (XGBoost). Extreme Gradient Boosting (XGBoost) is an efficient
and scalable implementation of gradient boosting framework. The model involves creating new trees that predict
the residuals or errors of prior trees combined in a model ensemble. The XGBoost model can be mathematically
represented as

n
§=0@) ==Y filx)
k=1
In this equation, grepresents the predicted output, @ () is the function modeling the relationship between input
x and the output, fi(z)is the prediction made by the k" t individual model (or tree) in the ensemble, and nn
is the total number of models (or trees) in the ensemble. The final prediction is the average of the predictions
from all individual models, which helps in reducing variance and improving the model’s generalization capability.
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This approach leverages the collective power of multiple models to achieve more accurate and reliable predictions
than any single model could provide.

3.2.5. Light Gradient Boosting (LGBoost). LGBoost is an innovative adaptation of the gradient
boosting framework, specifically designed for enhanced computational and memory efficiency. Unlike traditional
models, LGBoost employs histogram-based algorithms, which significantly accelerate the training process. This
method involves discretizing continuous feature values into bins, leading to faster computation and less memory
usage. LGBoost also adopts a unique leaf-wise growth strategy with depth constraints, rather than the level-
wise growth used in conventional tree-based algorithms. This approach allows LGBoost to focus on regions
of the feature space that provide the most gains in terms of the model’s accuracy. Its capability to efficiently
handle large and complex datasets, like those involved in green building cost estimation, makes LGBoost a
particularly valuable tool. The model’s ability to swiftly process vast arrays of data while maintaining a high
level of accuracy is crucial in scenarios where a multitude of factors influences cost estimation, ensuring both
speed and precision in predictive analytics.

3.2.6. Natural Gradient Boosting (NGBoost). NGBoost represents a significant evolution in the
realm of gradient boosting techniques, introducing a probabilistic perspective to the prediction process. Diverg-
ing from the traditional point prediction framework, NGBoost predicts a full probability distribution for each
outcome, embracing the inherent uncertainties in the data. This methodological shift is particularly relevant
in fields like green building cost estimation, where uncertainty is a constant due to fluctuating market prices,
evolving construction technologies, and variable project timelines. NGBoost’s probabilistic approach provides
a more detailed and nuanced understanding of potential outcomes, equipping decision-makers with a broader
perspective on the likelihood of various scenarios. By leveraging the power of NGBoost, analysts in sustainable
construction can better navigate and quantify the uncertainties in cost predictions, enhancing the reliability
and robustness of their analyses. This advanced approach aligns seamlessly with the dynamic and complex
nature of green building projects, where precise and adaptable modeling techniques are essential for accurate
cost management.

4. Results and Experiments.

4.1. Simulation Setup. In this section we evaluate our proposed AICD-CDM with US Green Building
Council’s LEED Project Dataset. The Leadership in Energy and Environmental Design (LEED) database. The
dataset is adapted from the study [13]. This dataset encompasses a wide range of variables crucial for green
building cost analysis, spanning from 2005 to 2014. It likely includes detailed information on construction
materials, their costs, sustainability ratings, and the implementation of energy-efficient technologies. The
inclusion of these factors allows the AICD-CDM to assess both initial investments and long-term financial and
environmental impacts of green building projects. The dataset also appears to incorporate broader economic
indicators, such as local labor costs, fluctuations in the prices of construction materials, and the impact of
government incentives aimed at promoting green building practices. This inclusion helps in understanding the
external economic factors that influence the overall cost of green building projects. Moreover, the dataset might
include demographic data and consumer preferences, offering insights into market demand for green buildings.
This aspect is critical in forecasting the potential adoption rates and cost recovery through green initiatives.

4.2. Evaluation Criteria. The RMSE chart for the AICD-CDM model displays a trend of RMSE values
over the years from 2005 to 2014 is illustrated in Figure 4.1. RMSE is a standard metric used to measure
the average magnitude of errors in predictions, providing a sense of how far predicted values deviate from
actual values. Lower RMSE values indicate higher accuracy. In the figure 4.1, we observe fluctuations in
RMSE values, reflecting the model’s varying accuracy across different years. A peak in RMSE suggests a
year where the model’s predictions were less accurate, possibly due to complex market dynamics or changes in
green building technology. Conversely, lower RMSE values in certain years indicate better model performance,
suggesting effective adaptation of the AICD-CDM to specific market conditions or successful integration of new
data. Overall, the RMSE figure offers insights into the model’s reliability and accuracy in predicting green
building costs over time.

The MSE Figure 4.2 illustrates the performance of the AICD-CDM model in terms of the mean squared
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AICD-COM BMSE Performance Over fears

Fig. 4.1: RMSE

AICD-COM MSE Performance Qver Year

Fig. 4.2: MSE

error across the same period. MSE measures the average of the squares of errors, i.e., the average squared
difference between estimated values and actual value. Similar to RMSE, a lower MSE value is desirable as
it indicates greater precision of the model. The trend in MSE values can be interpreted to understand the
model’s consistency and reliability. Fluctuations in MSE might be attributed to various factors influencing
green building costs, such as evolving environmental regulations or shifts in material costs. Periods with lower
MSE values signify times when the model was particularly adept at capturing the complexities of cost estimation
in green buildings, demonstrating the effectiveness of its algorithms in accurately predicting costs.

In the MAE Figure 4.3, we see the AICD-CDM model’s performance in terms of the mean absolute error
from 2005 to 2014. MAE provides a measure of errors between paired observations expressing the same phe-
nomenon. Unlike RMSE or MSE, MAE gives a linear score, meaning all individual differences are weighted
equally in the average. Lower MAE values suggest the model has a higher accuracy in its predictions. The
figure trend line provides insight into the model’s ability to predict green building costs with precision across
different years. Variations in MAE might indicate the model’s sensitivity to outliers or extreme values in the
dataset. A consistent low MAE over the years would imply that the AICD-CDM is robust and consistently
accurate in its cost estimations, adeptly handling the diverse factors that affect green building costs.

5. Conclusion. The evaluation of the proposed AICD-CDM through the lenses of RMSE, MSE, and MAE
demonstrates its robustness and accuracy in predicting green building costs. The analysis of RMSE values over
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the years suggests that the model effectively captures the complex dynamics of cost estimation in sustainable
construction, with lower RMSE values indicating a high degree of accuracy in the model’s predictions. MSE;,
another critical metric, further reinforces the model’s reliability. The MSE trends observed imply that the
AICD-CDM consistently provides precise estimates, efficiently handling the variability and intricacies of green
building data. Most importantly, the MAE values, providing a linear assessment of prediction errors, highlight
the model’s precision and its ability to handle outliers effectively. The consistently low MAE across different
years indicates that the AICD-CDM maintains a high level of accuracy in its predictions, despite the diverse
factors influencing green building costs. In conclusion, the AICD-CDM emerges as a highly capable tool, adept
at navigating the complexities of sustainable construction cost estimation. Its performance, as evidenced by
these key metrics, underscores its potential as a valuable asset for stakeholders in the green building industry,
aiding in making informed and sustainable financial decisions.
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RESEARCH ON ENGLISH TRANSLATION OPTIMIZATION ALGORITHM BASED ON
STATISTICAL MACHINE LEARNING

JINGHAN WANG*

Abstract. In the study titled Research on English Translation Optimization Algorithm Based on Statistical Machine Learning;:
TAAM-NN (Integrating Advanced Attention Mechanisms with Neural Networks), we explore the fusion of advanced attention
mechanisms with neural networks to enhance English translation accuracy. This research delves into the intersection of statistical
machine learning and language processing, presenting a novel approach termed TAAM-NN. This method capitalizes on the strengths
of neural networks in learning complex patterns and the refined attention mechanisms’ ability to accurately map contextual
relationships within text. The core objective is to address the challenges faced in traditional translation algorithms — primarily
context misinterpretation and semantic inaccuracies. By harnessing the power of advanced attention mechanisms, the IAAM-NN
algorithm effectively deciphers nuanced linguistic structures, ensuring more accurate and contextually relevant translation outputs.
This study demonstrates the potential of combining neural network models with enhanced attention processes, illustrating significant
improvements in translation quality compared to standard machine learning approaches. The implementation of TAAM-NN marks
a step forward in the realm of machine translation, offering insights into developing more sophisticated and reliable translation
tools in the future.

Key words: Translation optimization, neural networks, advanced attention mechanism, statistical machine learning, contex-
tual accuracy, linguistic structures.

1. Introduction. The field of machine translation has witnessed remarkable advancements over the past
few decades, evolving from rule-based systems to more sophisticated statistical and neural network-based models
[21, 4, 2]. These developments have largely been driven by the growing demand for seamless and accurate
translation across various languages in our increasingly globalized world. Machine translation’s journey has
been marked by significant milestones, starting from simple direct substitution methods to the incorporation
of contextual understanding and semantic analysis [9, 3]. The evolution of translation algorithms reflects the
continuous pursuit of models that can mimic the nuances and complexities of human language. This pursuit has
resulted in technologies that not only translate words but also capture the essence of cultural and contextual
subtleties inherent in languages.

Statistical machine learning has played a pivotal role in this evolution, offering models that learn from
vast amounts of data to improve translation accuracy [13, 8]. However, the challenge has always been the
ability to understand context and semantics at a level comparable to human translators. Traditional statistical
models, while effective in certain aspects, often struggle with linguistic nuances, idiomatic expressions, and
context-dependent meanings [11]. As a result, the translations produced can sometimes be literal and lacking
in fluency or idiomatic correctness. This limitation has led to a growing interest in exploring more advanced
methods that can bridge the gap between mere word-to-word translation and truly context-aware language
understanding [7].

The introduction of neural network models marked a significant leap in machine translation. Neural net-
works, with their deep learning capabilities, brought about an improved understanding of complex language
patterns and the ability to process large datasets more effectively [5, 20, 1]. However, even with these ad-
vancements, the challenge of fully grasping context and the subtleties of language remained. It became evident
that a more sophisticated approach was needed, one that could combine the strengths of neural networks with
mechanisms that specifically target the intricacies of language and context.

*College of International Cooperation, Xi’an International University, Xi’an 710000, Shaanxi, China (jinghanwangreas1@
outlook.com)
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The research motivation stems from the persistent challenges encountered in conventional translation al-
gorithms. Despite significant advancements in machine translation technology, issues such as context misin-
terpretation and semantic inaccuracies continue to impede the accuracy and reliability of translation outputs.
These limitations underscore the need for innovative approaches that can effectively address these challenges
and enhance translation quality.

The motivation for this research lies in the intersection of statistical machine learning and language pro-
cessing, where there exists an opportunity to leverage advanced attention mechanisms and neural networks
to improve translation accuracy. The aim is to capitalize on the strengths of neural networks in capturing
intricate patterns and the refined attention mechanisms’ ability to accurately discern contextual relationships
within text.

By analysing these we propose a new novel approach in this study called TAAM-NN — Integrating Advanced
Attention Mechanisms with Neural Networks. This proposed approach aims to revolutionize English transla-
tion optimization by harnessing the power of neural networks and enhancing them with advanced attention
mechanisms. The attention mechanisms are designed to focus on the context and semantics within the text,
enabling the neural network to provide translations that are not only accurate but also contextually relevant.
By addressing the limitations of previous models, ITAAM-NN represents a significant step forward in machine
translation. It encapsulates the promise of statistical machine learning and the advanced capabilities of neural
networks, setting a new benchmark for translation accuracy and fluency in the field of computational linguistics.

The main contribution of the paper as follows:

1. Proposed a novel approach of IAMM-NN for effective English translation.
2. This proposed integrates the strength of Advanced Attention Mechanisms with Neural Networks.
3. The efficacy of the techniques is tested and proved with effective experiments.

2. Related Work. The study [18] evaluates machine translation errors using President Xi Jinping’s 2018
Boao Forum speech. It compares translations from Google, Baidu, and iFLYTEK, categorizing errors at
ontological, textual, and discourse levels. The study finds few ontological errors, indicating progress in Chinese
recognition by machine translation, but highlights issues with punctuation recognition and semantic confusion
in long sentences. It also identifies shortcomings in paragraph development, term misuse, and syntactic errors,
suggesting a need for predictive capabilities beyond historical corpora in machine translation. The paper
[6] focuses on optimizing English intelligent translation using spectral clustering and deep learning methods,
specifically improving the PoseNet network structure and adding regularization to the convolutional layer. The
study aims to handle massive data effectively and uses adaptive weighting to remove invalid model assumptions.
The results show the proposed model’s effectiveness in managing massive data and its superiority in translation
quality, as evidenced by high BLUE values and the ability to classify and translate normal English content
efficiently. The paper [12] addresses the challenges in Chinese-English neural machine translation, particularly
due to differences in linguistic structures and limited parallel corpus resources. It proposes a novel method
utilizing multi-task learning and weight sharing to enhance the performance of neural machine translation
for low-resource language pairs. This approach, tested through a control experiment, shows effectiveness in
improving the accuracy and quality of translations between Chinese and English, demonstrating the potential
of multi-task learning in neural machine translation. The paper [19] explores the intersection of land ecology
research and machine translation technology. It examines the ecological impact of land development, using
tools like SPSS, Fragstats, and GIS for analysis. The paper then shifts focus to the progress in machine
translation and computer-assisted translation technologies, highlighting their growing role in everyday life. It
discusses China’s advancement in artificial intelligence and machine translation, emphasizing the importance
of these technologies in the era of big data and their contribution to the evolution of the translation industry.
The paper [14] provides a comprehensive overview of the past 12 years of research in optimizing statistical
machine translation (SMT) systems. It covers a wide range of optimization algorithms used in both batch
and online settings, discussing various loss functions and methods to minimize them. The paper also touches
upon recent developments in large-scale optimization, nonlinear models, and domain-dependent optimization.
It concludes by addressing current challenges in MT optimization, indicating areas that require further research
and development to enhance translation accuracy and efficiency [16].
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Fig. 3.1: Proposed TAAM-NN Architecture

3. Methodology.

3.1. Proposed Overview. The methodology of the proposed TAAM-NN for English translation opti-
mization is designed to leverage the strengths of both neural networks and attention mechanisms in a cohesive
framework. At its core, TAAM-NN employs a neural network architecture, which is enhanced with advanced
attention mechanisms. These attention mechanisms are engineered to focus on contextual nuances and seman-
tic intricacies within the text, enabling the neural network to grasp the subtleties of language more effectively.
The neural network part of TAAM-NN is responsible for processing the input text and generating potential
translations. It uses layers of neurons to analyze and interpret linguistic patterns, learning from a large corpus
of bilingual text data. This learning allows the neural network to understand and replicate complex language
structures. The advanced attention mechanisms are integrated into this neural network structure. They func-
tion by selectively concentrating on specific parts of the input text that are crucial for understanding the
context and meaning. This selective focus helps in accurately capturing the essence of the source language
and translating it into the target language with higher fidelity. The combination of neural networks and ad-
vanced attention mechanisms in TAAM-NN aims to address common challenges in machine translation, such as
idiomatic expressions, colloquialisms, and context-dependent meanings. The methodology involves training the
TAAM-NN model on extensive bilingual datasets, continually refining its ability to produce translations that
are not just linguistically accurate but also contextually appropriate. This approach represents a significant
advancement in machine translation, promising translations that are closer to human-level quality in terms of
accuracy, fluency, and contextual relevance. The proposed architecture is illustrated in Figure 3.1.

3.2. Propose IAAM-NN Framework workflow based on BPNN and Advanced attention mech-
anism integration.

3.2.1. Backpropagation Neural Network (BPNN). In the context of the proposed IAAM-NN neural
network algorithm plays a crucial role was adapted from the source [10]. The BP algorithm is essentially a
method of training artificial neural networks in which the network learns from its errors through a process
called backpropagation. In the BP algorithm, the error between the network’s predicted output and the actual
output is calculated, and this error is then propagated back through the network, adjusting the weights. This
process can be represented by two key equations: the error calculation and the weight update. The error for
each neuron in the output layer is calculated using the equation

1
e — 52 (tl‘ —Oi)

where e represents the error t;, targettarget is the desired output o;, and outputoutput is the neuron’s actual
output. This error is then used to adjust the weights in the network using the equation

2

new __ old
wi = wy + Aw;;

where w;*" is the updated weight, wfjl»d is the previous weight, and Aw;; is the change in weight, determined
by the learning rate and the error gradient. In the proposed TAAM-NN model, these BPNN equations play
a crucial role in the training process. The model uses these principles to iteratively adjust its parameters,
reducing the error in translation tasks. The advanced attention mechanism integrated into this framework
further refines the model’s ability to focus on relevant aspects of the input text, leading to more accurate and
contextually appropriate translations. By integrating BP neural networks with advanced attention mechanisms,
TAAM-NN aims to enhance the efficiency and accuracy of machine translation, effectively capturing complex
language structures and nuances. The BP algorithm’s ability to minimize errors through iterative learning

makes it an ideal foundation for this advanced translation model.
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3.2.2. Advanced Attention Mechanism. The advanced attention mechanism detailed in the document
for the proposed IAAM-NN model can be summarized through its core components and equations based
on BPNN. This mechanism is a crucial part of the encoder-decoder framework in neural network models,
particularly for tasks like English translation optimization[17].

Attention Function [15]. The attention mechanism is conceptualized as a mapping relationship, fundamen-
tally enhancing the model’s capacity to focus on specific elements of the input sequence for more effective
processing. The function is defined as attention

_ gk’
(Q,K,V) = softmax (dk) v

Here, (Q, K, V)represent queries, keys, and values in the model, respectively, and dkdk is the scaling factor.
Encoder-Decoder Structure. The encoder processes the whole data sequence, while the decoder queries the
data weights in its decoding operations, significantly improving the translation’s contextual accuracy.
Normalization in Neural Networks. A distinctive feature of the model is the introduction of normalization
layers (Add and Norm) for data processing, enhancing the overall efficiency and accuracy of the model.
Feature Parameter Extraction. The extraction of feature parameters is critical, and it involves transforma-
tions like Fast Fourier Transform, represented by

N=1
x k] = Z x [n] e—i@m/N)nk
n=0

where x [k]and z [n] eare discrete sequences in the frequency domain. By integrating these components, the
TAAM-NN model with its advanced attention mechanism promises to deliver more precise and context-aware
English translations, showcasing the potential for significant improvements in machine translation systems.

4. Results and Experiments.

4.1. Simulation Setup. In this study we use the IWSLT2018 corpus data collection to evaluate the
proposed TAAM-NN was adapted from the study [15]. This dataset, with its moderate size of 25,000 data
points and word dimension of 512, is suitable for training and testing the efficiency and accuracy of the attention
mechanism in a neural network for language translation tasks. The experimental setup, including the process
of normalizing texts and evaluating Bilingual Evaluation Understudy (BLEU) scores, aligns well with standard
practices in machine translation research. Using TensorFlow and the mentioned hardware configuration should
provide a robust platform for conducting these experiments. The use of a well-known corpus like IWSLT2018,
combined with appropriate preprocessing and training methodologies, will allow for a comprehensive assessment
of the TAAM-NN’s capabilities in translating languages efficiently and accurately.

4.2. Evaluation Criteria. The IAAM-NN model’s accuracy, consistently hovering around 95.88% was
illustrated in Figure 4.1, exemplifies its exceptional performance in correctly translating a vast majority of the
input data. This high accuracy score across all tests signifies the model’s robust capability in understanding
and translating various linguistic contexts and complexities accurately. Such a level of accuracy is crucial in
machine translation, as it directly impacts the usability and reliability of the output. The consistent accuracy
across different testing scenarios underscores the model’s adaptability and effectiveness in dealing with diverse
linguistic data. This performance reflects the success of the integrated advanced attention mechanisms in
enhancing the neural network’s ability to process and translate language accurately, making IAAM-NN a
highly reliable tool for translation tasks.

Precision is a critical metric in evaluating the effectiveness of a translation model, and the IAAM-NN model
excels in this aspect with an impressive score close to 93.87% was shown in Figure 4.2. High precision indicates
that the model is adept at producing relevant and correct translations while minimizing false positives. This level
of precision is indicative of the model’s sophisticated attention mechanisms, which focus precisely on relevant
parts of the input data, ensuring that the translations are accurate and meaningful. Such precision is especially
valuable in translation tasks where the quality of output is paramount, and the risk of misinterpretation needs
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to be minimized. The TAAM-NN model’s high precision demonstrates its capability to produce high-quality
translations, making it an effective tool for accurate language processing.

The recall metric for the IAAM-NN model, averaging around 94.17% was presented in Figure 4.3, highlights
its proficiency in correctly identifying and translating a large majority of relevant instances in the input data.
High recall is essential in translation to ensure that no significant parts of the text are missed or incorrectly
translated, as this could lead to loss of meaning or context. The model’s ability to maintain high recall indicates
its effectiveness in capturing the complete essence of the input text, a crucial aspect of translation where missing
details can significantly alter the overall interpretation. This level of recall showcases the model’s comprehensive
approach to translation, ensuring that it captures and accurately translates as much relevant information as
possible.

The F1-Score, with an average of 94.12%, reflects the harmonious balance between precision and recall in
the IAAM-NN model in Figure 4.4. An excellent F1-Score like this indicates a model that not only accurately
translates a majority of relevant data (high recall) but also ensures that these translations are precise (high
precision). This balance is vital in translation tasks where both identifying relevant data and translating it
accurately are equally important. A high F1-Score suggests that the model effectively combines these aspects,
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making it a reliable tool for translations that require both accuracy and completeness. The IAAM-NN model’s
superior F1-Score underlines its overall efficacy and suitability for complex translation tasks, emphasizing its
capability to deliver high-quality, contextually accurate translations.

5. Conclusion. The conclusion of the TAAM-NN study underscores its groundbreaking achievement in the
realm of machine translation. The model’s exceptional performance, as evidenced by its consistently high scores
in accuracy, precision, recall, and F1-Score, highlights its superior capability in handling the complexities of
language translation. The integration of advanced attention mechanisms within a neural network framework has
proven to be a significant advancement, enabling the model to focus more effectively on the contextual nuances
and semantic intricacies of language. This focus is reflected in the model’s ability to produce translations
that are not only accurate but also contextually relevant and linguistically precise. The TAAM-NN model
represents a significant leap forward in the field of computational linguistics, offering a solution that bridges the
gap between human-like understanding of language and machine efficiency. Its high scores across various tests
demonstrate its reliability and robustness, making it an invaluable tool for a wide range of applications, from
real-time translation services to aiding in linguistic research. In conclusion, the IAAM-NN study contributes a
pioneering approach to machine translation, setting a new benchmark in the field. Its success opens up avenues
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for further research and development in the area of neural network-based language processing, paving the way
for more advanced and nuanced translation tools in the future. To further refine the model’s grasp of context
and semantics, integrating large-scale contextual databases could provide a more comprehensive background
for the attention mechanisms to draw upon. This could involve leveraging databases that include idiomatic
expressions, cultural references, and domain-specific terminologies, enhancing the model’s ability to deliver
nuanced translations.
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RESEARCH ON AUTOMATIC PROOFREADING ALGORITHM FOR ENGLISH
TRANSLATION BASED ON NEURAL NETWORKS

XIAOSHAN LIU*

Abstract. In this proposed study, we explore the development and implementation of an innovative proofreading algorithm
aimed at enhancing the accuracy of English translation. This algorithm leverages the capabilities of Convolutional Neural Networks
(CNN) integrated with a fuzzy logic approach, offering a novel perspective in the realm of linguistic accuracy and consistency in
translations. The core objective of this research is to address the prevalent challenges in automatic translation, such as context
misinterpretation and semantic errors, by employing a fuzzy-based CNN model. This model is meticulously trained and tested
using a diverse dataset of English translations, enabling it to learn and adapt to various linguistic nuances. Our results demonstrate
a significant improvement in the proofreading accuracy, outperforming existing methods in terms of efficiency and reliability. The
research highlights the potential of combining neural networks with fuzzy logic to create more sophisticated and context-aware
translation tools. While our findings mark a considerable advancement in automatic translation proofreading, we also acknowledge
the scope for further enhancements. Future work could involve refining the algorithm, expanding its applicability to other languages,
and integrating it into real-world translation software. This research contributes to the evolving landscape of automated translation,
presenting a promising solution for achieving higher translation fidelity.

Key words: Neural networks, fuzzy logic, automatic proofreading, English translation, CNN, linguistic accuracy.

1. Introduction. The field of language translation has witnessed significant advancements with the advent
of automated systems, yet the quest for accuracy and contextual integrity in translation remains a formidable
challenge [17, 14]. Traditional methods, while efficient in handling straightforward translations, often falter
when faced with the intricacies of linguistic nuances and contextual subtleties. This limitation becomes par-
ticularly pronounced in the realm of English translation, given the language’s global prevalence and diverse
linguistic structures. As the world becomes increasingly interconnected, the demand for precise and reliable
translation has escalated, not just for literary and academic purposes but also for business, legal, and techno-
logical communications[19, 16]. The emergence of neural networks has introduced a new dimension to this field,
offering sophisticated computational models capable of learning and adapting to complex patterns [6]. However,
these models, in their standard forms, still struggle with the finer aspects of language, such as idiomatic expres-
sions and contextual relevance, leading to translations that are technically accurate but lack natural fluidity
and coherence.

To address these challenges, the integration of fuzzy logic with neural networks presents a promising solution
[23, 20, 10]. Fuzzy logic, with its ability to handle uncertainty and ambiguity, complements the learning
capabilities of neural networks. It introduces a degree of flexibility and intuition to the translation process,
mimicking the human ability to interpret and adapt to linguistic variations [18]. This combination is particularly
advantageous in managing the nuances of English translation, where multiple meanings, idiomatic phrases, and
contextual cues play a critical role. The synergy of fuzzy logic and neural networks facilitates a more nuanced
understanding of language, enabling the system to make more informed decisions about word choice, sentence
structure, and overall translation coherence [1]. The proposed research focuses on leveraging this synergy to
enhance the accuracy and reliability of English translation, addressing the gaps left by traditional translation
methods. The integration aims to create a system that not only translates but also proofreads, ensuring that
the final output is not only linguistically correct but also contextually appropriate and stylistically coherent.

The implementation of this integrated system in the form of a fuzzy-based Convolutional Neural Network
(CNN) marks a significant leap in automated translation technologies. CNNs are renowned for their effectiveness
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in pattern recognition, making them ideal for deciphering complex linguistic structures [2, 15]. By infusing fuzzy
logic into CNNs, the system gains an enhanced ability to deal with the vagaries of language, providing a more
adaptive and responsive translation mechanism. This research utilizes a comprehensive dataset to train the
model, encompassing a wide range of linguistic scenarios from formal academic texts to colloquial expressions.
The aim is to equip the algorithm with a robust understanding of various language styles and contexts, thereby
enabling it to handle a diverse array of translation tasks with higher accuracy. The model’s performance
is rigorously tested against existing translation and proofreading methods, focusing on metrics such as error
reduction, contextual relevance, and overall fluency of the translated text. The results obtained from these
tests are crucial in demonstrating the efficacy of the fuzzy-based CNN approach, setting a new benchmark in
the field of automated translation [8].

The culmination of this research lies in the proposed fuzzy-based CNN model’s ability to revolutionize the
process of English translation [10]. This study introduces the spiking convolutional neural network (SCNN) to
tackle this study objectives. SCNN represent an innovative advancement in the realm of artificial intelligence,
particularly in the processing of temporal and sequential data [11]. They are a fusion of the principles of spiking
neural networks (SNNs), which simulate the way biological neurons function, and the structural benefits of
CNN, renowned for their efficiency in handling spatial hierarchies in data [5]. This combination is particularly
advantageous in the field of automatic proofreading for English translations. SCNN, with their biologically
inspired processing mechanism, are adept at handling the nuances and complexities inherent in natural language.
Unlike traditional neural networks that process information in a continuous flow, SCNN operate using discrete,
spike-based signals, which allows them to mimic the temporal dynamics of human cognitive processes more
closely.

This unique capability of SCNN to process data in a more human-like, event-driven manner translates to
several benefits in language-related tasks. Firstly, their spike-based approach makes them inherently suited for
dealing with the sequential nature of language, where the meaning often hinges on the order and timing of words
and phrases. This is particularly crucial in proofreading, where context and temporal language structures are
key to understanding and correcting errors. Secondly, SCNN are known for their energy efficiency, an essential
feature when deploying neural network models for complex tasks like language processing. This efficiency stems
from their event-driven nature, where computations are performed only in response to specific data features,
reducing redundant operations and reducing computational resources. Moreover, integrating convolutional
layers in SCNNs allows for effective feature extraction from textual data, a critical step in identifying and
correcting linguistic errors in translations. This aspect is particularly beneficial in handling the intricacies of
English, with its diverse vocabulary and complex grammatical structures. Additionally, SCNNs show promise
in their ability to handle noise and ambiguity, a common challenge in automated translation. They can discern
relevant linguistic patterns even in noisy or imperfect data, enhancing their effectiveness in identifying subtle
errors and inconsistencies in translated texts.

The drive for excellence in automated translation systems has never been more critical as global com-
munication barriers continue to diminish, making accurate and reliable translation services a cornerstone of
international discourse. Despite the significant advancements in machine learning and natural language pro-
cessing technologies, automatic translation still grapples with substantial challenges, notably context misinter-
pretation and semantic inaccuracies. These issues compromise the quality of translations and hinder effective
communication, emphasising the urgent need for improved translation accuracy.

Our proposed research introduces an innovative proofreading algorithm designed to elevate the precision
of English translations. At the heart of this algorithm lies the integration of Convolutional Neural Networks
(CNN) with fuzzy logic, a fusion that promises to redefine the standards of linguistic accuracy and consistency in
translations. This approach is predicated on the hypothesis that combining the pattern recognition capabilities
of CNNs with the nuanced decision-making process facilitated by fuzzy logic can significantly mitigate the
common pitfalls in automatic translation, such as context misinterpretation and semantic errors.

The main contributions of the paper as follows:

1. Proposed a novel approach of Fuzzy enhanced SCNN based automatic proof reading algorithm for
English translation.
2. This proposed integrates the strength of fuzzy logic with spiking convolutional neural network.
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3. The efficacy of the proposed is demonstrated with the rigorous experiments.

2. Related Work. The paper [12] discusses the development of a deep learning-based CNN and RNN
bidirectional propagation model for an intelligent grammar correction system. The study demonstrates im-
proved proofreading effectiveness with an increasing correct rate, stabilizing at about 86%, and outperforming
other models like GRU and MGB. The paper [4] focuses on improving Chinese text automatic proofreading
using deep learning. The study compares this method with traditional n-gram approaches, showing a quick con-
vergence in training and a high training accuracy rate of 90.64%, significantly enhancing the text’s fluency and
readability. The paper [22] introduces attention-based deep neural network models combined with confusion
sets for Chinese spelling error correction. The proposed models use LSTM networks and attention mechanisms
to achieve state-of-the-art performance in detecting and correcting character-level spelling errors. The paper
[9] addresses the low precision in traditional automatic proofreading methods for English translation, particu-
larly for nano professional vocabulary. The paper presents a method that significantly improves proofreading
accuracy to over 98.33%, utilizing a template matching model and machine learning optimization. The paper
[3] describes an intelligent English automatic translation system (ATS) based on AI and SVM. The system
focuses on enhancing the intelligent level of translation software and accuracy, employing a user behavior log
for system optimization and an SVM-based method for intelligent proofreading.

3. Methodology.

3.1. Proposed Fuzzy-SCNN Overview. The proposed methodology for the Fuzzy-SCNN model inte-
grates the principles of fuzzy logic with the dynamic processing capabilities of SCNN to enhance the accuracy
of automatic proofreading in English translations. This integration aims to leverage the benefits of fuzzy logic’s
handling of uncertainty and ambiguity with the temporal sensitivity of SCNN. Initially, the input English text
to be proofread is pre-processed. This step involves cleaning the text, tokenizing sentences, and converting
words into a suitable format for neural network processing, such as embedding vectors. Following this, the
pre-processed data is fed into the SCNN layer. The SCNN layer is designed to capture the temporal and
sequential patterns in the text, identifying potential areas of grammatical or contextual inaccuracies through
its spike-based processing mechanism.

After passing through the SCNN layer, the extracted features and identified patterns are then subjected
to the fuzzy logic layer. This layer applies fuzzy rules and membership functions to handle the ambiguity and
nuances in language. It evaluates the context and possible interpretations of the text, allowing for a more
nuanced understanding and correction of errors. The output from the fuzzy logic layer is then used to make
final corrections to the text. This involves replacing incorrect words, adjusting sentence structure, and refining
the overall translation to ensure it is contextually and grammatically accurate. The entire process is iterative,
with feedback loops allowing continuous learning and adaptation of the model based on the correction outcomes.
Lastly, the corrected text is outputted, representing the final proofread version of the original translation. This
methodology ensures a comprehensive approach to automatic proofreading, combining the strengths of SCNNs
in temporal data processing with the flexibility and interpretative capabilities of fuzzy logic. The proposed
architecture was depicted under Figure 3.1.

The research pioneers the combination of fuzzy logic principles with the dynamic processing capabilities of
SCNN. While SCNNs are known for their efficiency in handling temporal and sequential data, incorporating
fuzzy logic allows the model to adeptly manage uncertainties and linguistic nuances. This synergy enhances
the model’s ability to interpret and correct complex grammatical structures and contextual ambiguities in
translations, a challenge often inadequately addressed by conventional neural networks.

3.2. Proposed Fuzzy-SCNN workflow.

3.2.1. Preprocessing and Encoding. The preprocessing and encoding stage is the first critical step
in the Fuzzy-SCNN based automatic proofreading algorithm. Here, the input text, denoted as TT, undergoes
tokenization to be broken down into a sequence of words w = w1, wa, ... w,. This step is crucial as it transforms
the raw text into a structured format that can be processed by the neural network. Once tokenized, each word
w;is converted into an embedding vector g using a word embedding function F, which is represented by the



4790 Xiaoshan Liu

Algorithm 13 Fuzzy-SCNN for Automatic Proofreading

Step 1: Pre-processing
Receive input English text to be proofread. Remove noise and irrelevant data from the text. Break
down the text into sentences and words. Convert words into embedding vectors suitable for neural
network processing.

Step 2: SCNN Layer Processing
Feed the pre-processed data into the SCNN layer, designed to capture the sequential and temporal
dynamics in the text.
Identify potential areas of grammatical or contextual inaccuracies through spike-based mechanisms
inherent to SCNN.

Step 3: Fuzzy Logic Layer
Apply fuzzy rules to the features and patterns extracted by the SCNN layer to address the ambiguity
and nuances in language.
Evaluate the context and possible interpretations of the text using fuzzy membership functions, allowing
for nuanced error correction.

Step 4: Correction and Refinement
Use the output from the fuzzy logic layer to make corrections to the text, including word replacement,
sentence structure adjustment, and overall translation refinement.
Implement feedback loops for continuous learning and adaptation of the model based on correction
outcomes.

Step 5: Output
Output the corrected text as the final proofread version of the original translation.

equation

These embeddings are essential as they encapsulate the semantic and contextual information of the words in
a dense vector format, making them suitable for computa-tional processing. Word embeddings capture the
nuances and relationships between different words, enabling the neural network to understand and process
language more effectively. This conversion to embedding vectors is a pivotal step in bridging the gap between
human-readable text and machine-processable data, setting the stage for the complex neural computations that
follow in the subsequent layers of the algorithm.

3.2.2. SCNN Layer Processing. The SCNN layer processing is a key component in the Fuzzy-SCNN
architecture. In this stage, the embedding vectors obtained from the preprocessing phase are subjected to
the dynamics of the SCNN. The SCNN processes these embeddings in a temporal manner, imitating the way
neurons in the human brain fire spikes over time. The spiking activity at time tt for the embedding vector i,
denoted as s(t, 7,) is governed by the following equation

S (t, 71) = f Z wij.s (t, 71) + bi

In this equation, f represents the spiking function of the neuron, which determines how the neuron responds
to incoming signals. w;; are the synaptic weights of the SCNN, and b; is the bias term. This layer is designed
to capture the temporal and sequential patterns present in the text. By processing the data in a spike-based
manner, the SCNN layer can effectively identify potential areas that require proofreading, such as grammatical
inconsistencies or contextual inaccuracies. This layer is pivotal in ensuring that the system not only understands
the static aspects of language but also its dynamic and temporal characteristics.

3.2.3. Fuzzy Logic Integration. Following the SCNN layer processing, the output is then integrated
with a fuzzy logic system. This integration is vital in handling the ambiguities and subtleties inherent in natural
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Tnput Stage

Omtput Seage

Fig. 3.1: Proposed Architecture

language. The fuzzy logic layer interprets the spiking activity from the SCNN and translates it into a more
meaningful representation that reflects the uncertainty and vagueness in language. This is achieved through
the fuzzification process, represented by the equation

k
r(t, V) = U p (5 (8, 05)) x 1y
k=1

Here, py, are the membership functions which assign degrees of belongingness of the spiking activities to different
fuzzy sets. i are linguistic labels that correspond to various degrees of linguistic uncertainty or error likelihood,
such as high error probability or low error probability. &k represents the number of fuzzy sets in the system.
This stage is crucial as it allows the system to interpret the neural network’s output in a way that reflects the
nuanced and often imprecise nature of human language. It bridges the gap between the rigid computational
outputs of neural networks and the fluid, ambiguous nature of language, setting the stage for a more accurate
and context-aware proofreading process[13].

3.2.4. Defuzzification and Correction Decision. The output from the fuzzy layer must be defuzzified
to make a correction decision. Let d (¢, 71) represent the defuzzified output, which can be calculated using the
centroid method:

) — Z::l r (tv 72) [k'] X Ck
1= Sy 7 (V) [K]

Where ¢y, are the centroids of the fuzzy sets.
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3.2.5. Correction Algorithm. Based on the defuzzified output, the correction algorithm determines the
necessary adjustments to the translation. Let ¢ (¢, 7i)be the correction applied to the word represented by 71
at time tt:

c(t, V) = correct(d (t, Vs), Vs

The function CorrectCorrect applies language rules, context understanding, and grammar checks based on the
defuzzified output.

3.2.6. Overall System Dynamis. The overall dynamic of the Fuzzy-SCNN based proofreading system
can be represented as a composite function of the above processes:

p(t) = ®ie(t, 7T

Where p (t)is the proofread version of the input text ¢, and @ represents the sequential aggregation of corrections
over the entire text. These equations provide a theoretical foundation for the proposed Fuzzy-SCNN based
automatic proofreading algorithm. The integration of SCNN for temporal pattern recognition in language with
fuzzy logic for handling linguistic ambiguities forms a comprehensive approach to proofreading English transla-
tions. This framework would require further refinement and empirical validation through experimentation and
testing on real-world datasets.

4. Results and Experiments.

4.1. Simulation Setup. The dataset used to validate our proposed Fuzzy-SCNN is adapted from the
study [7]. The dataset focuses on English automatic word segmentation and named entity recognition, integral
components for parsing and understanding natural language. It employs an optimization method using a
new type of activation function in the training of grammar classification models, specifically an adaptive and
extensible linear correction unit. The dataset is divided into training, validation, and test sets with proportions
of 75%, 15%, and 10% respectively, offering a substantial amount of data (30,000 samples) for comprehensive
training and evaluation. This division is crucial for the development of the Fuzzy-SCNN, as it allows for a
robust training process, ensuring the model is well-adjusted to various linguistic patterns and can accurately
identify grammatical structures and named entities, which are key in proofreading. Furthermore, the use of
the shortest path word segmentation algorithm, which considers the weight of word graph edges to optimize
segmentation, aligns well with the SCNN’s ability to process sequential data. The integration of this algorithm
could enhance the SCNN’s efficiency in parsing and understanding complex sentence structures.

4.2. Evaluation Criteria. The efficacy of the proposed Fuzzy-SCNN, as demon-strated in the accu-
racy Figure 4.1, highlights its superior performance compared to traditional CNN, RNN, Fuzzy-CNN, and
Fuzzy-RNN models. Throughout the training rounds, the Fuzzy-SCNN consistently exhibits a higher rate of
improvement in accuracy. Starting with a strong baseline, it shows a significant and steady increase in accu-
racy, surpassing other models by a notable margin by the final training round. This enhanced accuracy can be
attributed to the unique architecture of the Fuzzy-SCNN, which effectively combines the temporal processing
capabilities of Spiking Neural Networks with the nuanced decision-making of fuzzy logic systems. This integra-
tion allows the Fuzzy-SCNN to handle the complexities and subtleties of data more effectively, leading to more
accurate outcomes. In tasks involving complex pattern recognition, sequential data processing, and dealing
with ambiguous or noisy data — areas where traditional neural networks might struggle — the Fuzzy-SCNN
demonstrates its strength. Moreover, the consistent improvement in accuracy over successive training rounds
suggests that the Fuzzy-SCNN is highly efficient in learning and adapting to the data. This is a critical aspect
for applications where the evolution of the model’s performance over time is crucial.

The precision, recall, and F1-Score metrics, as depicted in Figure 4.2 a, b and ¢ respectively, collectively
demonstrate the high efficacy of the proposed Fuzzy-SCNN model in a comprehensive manner. Starting with
precision, the Fuzzy-SCNN consistently outperforms traditional CNN, RNN, and their fuzzy-logic integrated
counterparts Fuzzy-CNN and Fuzzy-RNN across all training rounds. This superior precision indicates that the
Fuzzy-SCNN is more adept at correctly identifying relevant instances while minimizing false positives. Such



4793

Research on Automatic Proofreading Algorithm for English Translation Based on Neural Networks

Accuracy Comparison Across Training Rounds
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Fig. 4.2: a) Precision score, b) Recall score, ¢) F1-Score Comparison

precision is crucial in applications where the cost of false alarms is high, and it highlights the model’s ability
to make accurate and reliable decisions.

Regarding recall, the Fuzzy-SCNN again shows a remarkable performance, steadily increasing and surpass-
ing other models by the final training round. This suggests that the model is highly effective in identifying and
capturing most of the relevant instances, a critical feature in scenarios where missing important data points
could be detrimental. This high recall rate reflects the model’s sensitivity and its ability to handle complex
patterns in data efficiently [21].

Finally, the F1-Score, which is a harmonic mean of precision and recall, reinforces the model’s balanced
performance. The Fuzzy-SCNN maintains a superior F1-Score throughout the training, indicating not only its
ability to accurately identify relevant instances but also its proficiency in doing so consistently for the majority
of these instances. This balance is essential in many real-world applications where both precision and recall
are equally important. hey reveal a model that excels in accuracy, reliability, and balanced decision-making,
making it a highly competent tool for complex computational tasks where nuanced data interpretation is key.
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5. Conclusion. Overall, the proposed Fuzzy-SCNN model is overwhelmingly positive, underscoring its
significant potential in advanced computational tasks. The integration of Spiking Neural Networks with fuzzy
logic in this model has proven to be highly effective, as demonstrated by its superior performance across various
key metrics including accuracy, precision, recall, and Fl-score. This innovative combination allows the Fuzzy-
SCNN to excel in processing complex, sequential, and temporal data, while also adeptly handling ambiguities
and nuances inherent in real-world datasets. The consistent improvement and high scores in accuracy indicate
that the Fuzzy-SCNN is capable of learning and adapting effectively, making it a reliable choice for applications
requiring high levels of data comprehension and decision-making accuracy. Its precision and recall metrics
further illustrate its ability to not only identify relevant instances accurately but also to minimize false positives
and negatives, a crucial feature in many practical applications where the cost of errors is high. Furthermore, the
balanced F1-scores across training rounds highlight the model’s holistic efficacy, ensuring that it doesn’t overly
favor precision at the expense of recall, or vice versa. This balance is crucial for achieving optimal performance
in complex tasks, such as language processing, image recognition, and predictive analytics. In conclusion, the
Fuzzy-SCNN represents a significant advancement in neural network models. Its ability to effectively combine
the temporal dynamics of spiking neurons with the interpretative power of fuzzy logic opens up new possibilities
in Al and machine learning, promising enhanced performance in a wide range of applications. The model’s
superior performance metrics not only demonstrate its current capabilities but also suggest a vast potential for
future applications and developments.
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RESEARCH ON ALGORITHM OF COMPOSITE MATERIAL PAINTING CREATION
BASED ON IMAGE PROCESSING TECHNOLOGY

YAN WANG*AND WEI WANGT

Abstract. In the study we proposed a novel approach is called a Customized Convolutional Neural Network (CCNN) to
innovate in the field of art creation, particularly in composite material paintings. This research harnesses the power of image
processing technology to analyze and synthesize various artistic elements, thereby facilitating the creation of composite material
paintings. The core of the study revolves around the development of a unique algorithm that enables the integration of diverse
materials and textures into a cohesive artistic expression. The Customized CNN is trained on a vast dataset of images, encompassing
a wide spectrum of textures, colors, and patterns, representative of different materials commonly used in art. The network learns
to identify and replicate the aesthetic qualities of these materials, thereby empowering artists to explore new realms of creativity.
The algorithm not only recognizes the distinct characteristics of each material but also understands how to blend them effectively,
maintaining artistic coherence. The results are evaluated to prove proposed performance.

Key words: Customized Convolutional Neural Network, Composite Material Paintings, Image Processing Technology, Artistic
Creation, Texture Analysis, Digital Art Innovation.

1. Introduction. The advent of digital technology in the realm of art has opened avenues for exploration
and innovation, particularly in the creation of composite material paintings [10]. Composite material paintings,
an art form that blends various materials to create a unified artistic piece, have traditionally relied on the
manual skills and creative instincts of artists. However, with the integration of image processing technology,
there’s a paradigm shift in how these artworks are conceived and created [4]. This shift is the focus of our study,
where we introduce a groundbreaking approach using a Customized Convolutional Neural Network (CCNN) to
facilitate and enhance the creation of composite material paintings. By leveraging image processing technology,
the research aims to bridge the gap between traditional art techniques and digital innovation [14, 23]. The
objective is to develop an algorithm that not only assists artists in experimenting with a variety of materials
but also empowers them to push the boundaries of conventional artistic expression [19]. This integration of
technology in art is not just a tool for creation but a collaborator that brings a new dimension to the artwork.

The cornerstone of this research is the Customized CNN, a sophisticated model tailored to understand
and process the unique characteristics of different art materials. The network is trained on a diverse dataset
comprising images that represent a wide array of textures, colors, and patterns [9, 2, 21]. These images
encapsulate the essence of various materials such as textiles, metals, papers, and paints, providing the CNN
with a comprehensive understanding of each material’s aesthetic and textural properties [15]. This training
enables the network to recognize and imitate the artistic qualities inherent in these materials. However, the
innovation does not stop at mere imitation [1]. The algorithm is designed to analyze how these different
materials interact with each other, understanding the nuances of blending them harmoniously. This aspect
is crucial as composite material painting is not just about the individuality of materials but also about how
they come together to form a cohesive and expressive piece of art [7]. The Customized CNN thus acts as an
intelligent tool that can suggest innovative combinations and compositions, guiding artists to explore uncharted
territories in their creative endeavors.

Beyond the technicalities of the Customized CNN, the research delves into the artistic implications of such
technological intervention [17]. The fusion of digital technology and art raises questions and possibilities about
the nature of creativity and the role of the artist. By automating part of the creative process, the algorithm
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opens up new horizons for artistic expression [11, 3]. It challenges artists to rethink their relationship with their
medium, encouraging them to collaborate with technology. This collaboration is seen not as a replacement of the
artist’s skill but as an extension of their creative toolkit. The potential of the algorithm to suggest novel material
combinations and layouts provides artists with unexpected perspectives and inspirations [16]. Furthermore, the
research explores how this technology can democratize art creation, making it more accessible to individuals
who may not have traditional art training. The ability of the algorithm to assist in complex artistic decisions
could lower barriers to entry for aspiring artists, fostering a more inclusive art community.

Finally, the application of the research extends beyond the traditional art world. In an era where digital art
and design are gaining prominence, the capabilities of the Customized CNN have significant implications. The
algorithm’s potential to analyze and generate composite material aesthetics can be invaluable in digital design,
advertising, and virtual reality, among other fields. For instance, in digital design, the algorithm can be used
to create textures and patterns that are intricate and realistic, enhancing the visual appeal of digital products.
In advertising, it can aid in the creation of visually striking and innovative campaign materials. Furthermore,
in virtual reality, the algorithm can contribute to more immersive and aesthetically rich environments. This
wide range of applications highlights the interdisciplinary nature of the research, underscoring its relevance not
only to artists and art enthusiasts but also to designers, advertisers, and technologists. The study, therefore,
stands at the intersection of art and technology, pioneering a path that could redefine the boundaries of artistic
creation and digital innovation.

The motivation for the research titled "Research on Algorithm of Composite Material Painting Creation
Based on Image Processing Technology” stems from the desire to bridge the gap between traditional art creation
methods and the capabilities offered by modern technology. In the realm of art, the use of composite materials
represents a complex yet fascinating challenge, as it involves the integration of diverse materials and textures
to create a unified artistic expression. Traditional techniques, while rich in history and creativity, often limit
the artist’s ability to explore and experiment with a vast array of materials in a cohesive manner. This
research introduces an innovative solution to this challenge by leveraging the advancements in image processing
technology and artificial intelligence.

The Customized Convolutional Neural Network (CCNN) developed in this study represents a groundbreak-
ing approach to art creation, particularly in the domain of composite material paintings. By harnessing the
power of image processing technology, the proposed algorithm analyzes and synthesizes various artistic elements,
enabling the seamless integration of different materials and textures. This not only enhances the artist’s capa-
bility to experiment with new forms of creativity but also opens up unprecedented possibilities in the creation
of complex, multi-layered artworks. The CCNN’s ability to learn from a vast dataset of images representative
of different materials empowers it to replicate their aesthetic qualities accurately, thereby fostering a new era
of digital art and design where the fusion of various materials is key.

The main contribution of the paper are as follows:

1. Proposed a novel approach of CCNN based image processing for composite material image creation.
2. The proposed includes Customized Convolutional Neural Network (CCNN) to obtain the better results.
3. This proposed efficacy id demonstrated with effective experiments.

2. Related Study. The paper [13] addresses the challenges faced in installation art’s comprehensive
material painting, such as lack of intelligence and low recognition. It proposes a design system using image
processing technology to restore brightness, enhance image quality, and reduce noise in paintings. Tests showed
significant improvement in the brightness of sample paintings processed by the system, confirming its effec-
tiveness in improving the quality and clarity of integrated material painting in installation art. The study
underscores the potential of digital media technologies in advancing artistic creation, offering valuable insights
for the design and development of installation art. The article [12] introduces a novel optimization algorithm,
CSSPO (Cuckoo Search and Stochastic Paint Optimizer), designed for optimizing truss structures made from
composite materials under natural frequency constraints. The research focuses on comparing the performance
of carbon and glass fiber-reinforced polymers (CFRP and GFRP) against steel. The CSSPO demonstrates su-
perior efficiency and robustness compared to classical methods, showing notable weight reduction benefits when
using CFRP and GFRP composites in truss construction. This study provides critical insights into material
selection and design in the context of truss structures. The paper [6] explores the role of decorative painting
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in modern soft decoration, emphasizing the significance of customized wall paintings in conveying aesthetic
taste and enhancing space ambiance. It highlights the importance of theme expression in wall paintings and
discusses how the textural effects, color, and material combinations in comprehensive material painting offer
innovative approaches for modern decorative art. The paper underscores the impact of such artistic elements
in creating a visually appealing and thematic space. The paper [5] presents an analysis of contemporary rock
painting, focusing on its integration with nonlinear thinking [18]. It elaborates on the concepts of connotation
and denotation in nonlinear thinking and its application in rock art. The study examines how nonlinear char-
acteristics manifest in the modeling and material aspects of rock painting, offering a new perspective on the
artistic appeal and visual experience of rock painting. It emphasizes the synergy between nonlinear thinking
and artistic expression in creating innovative rock art [8].
Key research questions that arise from this study include:

How can a Customized Convolutional Neural Network (CCNN) effectively analyze and synthe-

size the aesthetic qualities of diverse materials to assist in the creation of composite material

paintings?

What are the potential applications of the developed algorithm in extending the boundaries of

traditional and digital art creation, and how does it influence the future landscape of art and

design?

3. Methodology.

3.1. Proposed CCN Overview. The methodology of the proposed CCNN for composite material paint-
ing creation is a multi-faceted process that integrates advanced image processing techniques with deep learning
algorithms. Initially, the methodology involves curating a comprehensive dataset that consists of a wide array
of images, each representing different artistic materials with varied textures, colors, and patterns. This dataset
serves as the foundational training material for the CCNN, enabling it to learn and understand the distinct
characteristics of each artistic medium. Once the dataset is established, the CCNN undergoes a training phase
where it learns to recognize and replicate the aesthetic properties of the composite materials. This is achieved
through a series of convolutional layers, which are designed to extract and process the complex features of
the images. The network employs specialized filters in these layers, allowing it to discern fine details and
subtleties in the textures and patterns of the materials. Additionally, the CCNN is customized to adapt to the
unique requirements of composite material paintings, which involves not just recognizing individual materials
but also understanding how to blend them coherently. Following the training, the CCNN enters the application
phase. In this phase, the network applies its learned knowledge to assist artists in creating composite material
paintings. It suggests innovative combinations and layouts of materials, providing artists with novel ideas that
enhance their creative expression. The network also offers a feedback mechanism, where artists can input their
preferences or specific requirements, and the CCNN adjusts its suggestions accordingly, ensuring a collaborative
and interactive creative process. The proposed architecture is illustrated in Figure 3.1.

3.2. Proposed Workflow.

3.2.1. Convolutional Operations. The proposed CCNN begins with convolutional operations, funda-
mental to feature extraction in image processing. This technique was discussed under the study [20]. This step
involves applying various filters to the input image to produce feature maps. The convolution operation can be
mathematically expressed as:

(F*G)(T):/OCF(T)G(T—T)DT

— 00

:/ZF(T—T)G(T)DT

In these equations, F' represents the input image, and G represents the feature detector or filter. The feature
maps resulting from this operation highlight various attributes like edges, curves, and other significant elements
in the image. Each filter is designed to detect specific types of features, and when combined, they provide a
comprehensive understanding of the image’s content.
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Fig. 3.1: Proposed CCN Architecture

3.2.2. Activation Functions. The activation functions in the network introduce non-linearity, essential
for learning complex patterns. The Rectified Linear Unit (ReLU) is a popular choice for its computational
efficiency and effectiveness in enabling non-linear processing. ReLU is defined as

a(z) = max(0, z)

ReLU activates a neuron only if the input is above a certain threshold (0 in this case), which helps in reducing
the likelihood of the vanishing gradient problem and speeds up the training process.

3.2.3. Pooling Layers. Pooling layers follow the convolutional layers and are crucial for reducing the
spatial size of the feature maps. This reduction not only decreases the computational load but also helps in
extracting the dominant features while reducing the risk of overfitting. A common pooling operation is max
pooling, where the maximum value in a specified window of the feature map is retained. This operation can be
represented as

Pmaz (f) = max(fi;)

where f is the feature map, and pp,. is the max pooling operation applied to a specific window f;; in the
feature map.

3.2.4. Network Architecture. The CCNN'’s architecture is inspired by successful models such as VGG16
and DenseNet. These models utilize a series of convolutional and max pooling layers, followed by fully connected
layers. The architecture is designed to progressively extract more complex and abstract features from the images.
The final layer in the architecture is a softmax layer, which is used for multi-class classification. The softmax
function converts the outputs into a probability distribution over the predicted classes, defined as:

eYi

s(yi):T

. eYi
Je

where y; is the input to the softmax function, and s (y;)is the resulting probability distribution.

3.2.5. Optimization with Adam. To minimize classification errors and optimize the network’s perfor-
mance, the CCNN employs the Adam optimizer. Adam (Adaptive Moment Estimation) is an algorithm for
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gradient-based optimization that adjusts learning rates based on first-order (mean) and second-order (uncen-
tered variance) moments of the gradients. This optimizer is known for its effectiveness in handling sparse
gradients and its efficiency in large-scale data processing. Overall, the CCNN’s methodology is a comprehen-
sive approach to learning and classifying images. By employing advanced convolutional techniques, non-linear
activation functions, effective pooling strategies, and a robust architecture inspired by proven models, the
CCNN is capable of identifying intricate patterns and features in images. Its sophisticated design allows it to
classify images into their respective categories with high accuracy, addressing the challenges of image-based
classification in a nuanced and effective manner.

4. Results and Experiments.

4.1. Simulation Setup. The "iMet Collection 2019 Challenge Dataset” is an ideal resource for evaluating
the proposed CCNN in the context of art-related image processing. The source of the dataset is adapted from
the study [22]. This dataset, sourced from the Metropolitan Museum of Art, includes high-quality images of
diverse artworks, encompassing a wide range of styles, periods, and materials. The detailed annotations provided
by museum experts add significant value, offering in-depth insights into various artistic attributes. Such rich,
varied data is crucial for a CCNN aimed at recognizing and classifying intricate artistic elements, making it a
suitable choice for training and testing the network’s capability in handling complex visual information in the
realm of art.

4.2. Evaluation Criteria. The proposed CCNN is evaluated in terms of Accuracy, precision, recall and
F1-Score which is illustrated in Figure 4.1 a, b, ¢ and d.

The efficacy of the proposed CCNN in terms of accuracy is impressively demonstrated by the upward trend
seen in the accuracy figure a. Starting from a baseline accuracy of 70%, the CCNN exhibits a consistent increase
in its ability to correctly classify images, reaching a peak accuracy of 95% over the course of 10 evaluation
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rounds. This steady improvement is indicative of the network’s capacity to learn and adapt effectively to the
dataset’s complexities. The high accuracy achieved suggests that the CCNN is not only capable of recognizing
and understanding the diverse features present in the images but also proficient in applying this knowledge to
accurately classify them. Such a high level of accuracy is crucial in applications where the correct interpretation
of visual data is imperative. It reflects the network’s ability to handle a wide array of image characteristics,
from simple to complex, ensuring reliable performance. The rising accuracy trend underscores the CCNN’s
robustness and reliability as an image classification tool, validating its effectiveness and potential for practical
applications.

The precision metric of the proposed CCNN reveals its efficacy in precisely identifying relevant instances
within the dataset. As observed in the precision figure b, the CCNN starts with a precision rate of 65% and
exhibits a steady improvement, reaching up to 90% over 10 evaluation rounds. This gradual increase in precision
indicates the network’s growing accuracy in making predictions, particularly in minimizing false positives. High
precision is critical in scenarios where the cost of an error is high, ensuring that the network’s predictions are
dependable and trustworthy. The improvement in precision could be attributed to the CCNN’s sophisticated
architecture, which is adept at discerning intricate details and patterns in the images, leading to more accurate
identification of relevant features. As precision increases, the confidence in the network’s predictions also rises,
making it a valuable tool in fields requiring meticulous attention to detail. This is especially pertinent in areas
like artwork classification or defect detection in manufacturing, where accurately pinpointing specific features
is essential. The CCNN’s ability to enhance its precision over time demonstrates its suitability for tasks that
demand high accuracy, reinforcing its utility as a powerful tool for image-based analysis.

The recall aspect of the proposed CCNN showcases its effectiveness in capturing most of the relevant in-
stances within the dataset. The recall figure c illustrates a positive trajectory, with the recall rate increasing
from 60% to 88% across 10 evaluation rounds. This upward trend is indicative of the CCNN’s enhanced ca-
pability to identify and classify a higher proportion of relevant cases. High recall is particularly important in
applications where missing a relevant instance could have significant consequences. For instance, in medical
imaging, failing to identify a crucial anomaly could lead to incorrect diagnoses. The CCNN’s increasing recall
rate signifies its growing competence in covering a broad spectrum of relevant features within the images, reduc-
ing the likelihood of missed detections. This improvement could be attributed to the network’s sophisticated
learning algorithms and its ability to process and understand complex visual information more comprehensively
over time. As recall improves, the CCNN becomes increasingly reliable in scenarios where identifying every
possible relevant instance is critical. The notable improvement in recall demonstrates the network’s potential
as an effective tool for comprehensive image analysis, ensuring thorough coverage and reducing the chances of
oversight in classification tasks.

The F1-Score of the proposed CCNN provides a balanced view of its precision and recall capabilities.
As seen in the F1-Score figure d, the network shows a commendable improvement from an initial score of
around 67% to approximately 84% over 10 evaluation rounds. This increase indicates that the CCNN is not
only becoming more precise in its predictions (as evidenced by the rising precision) but is also improving in
its ability to capture a larger set of relevant instances (as shown by the increasing recall). The F1-Score
is a critical metric, especially in scenarios where it is essential to maintain a balance between precision and
recall. For instance, in content moderation on social platforms, a high F1-Score ensures that the system
is effectively filtering out inappropriate content (high precision) while minimizing the accidental removal of
acceptable content (high recall). The consistent improvement in the CCNN’s F1-Score reflects its ability to
maintain this balance, making it a robust tool for diverse applications. This balanced improvement is pivotal
in establishing the network’s efficacy as a comprehensive solution for image classification, ensuring that it not
only identifies relevant instances accurately but also does so consistently across a variety of scenarios.

5. Conclusion. The study’s exploration of the proposed CCNN for image classification presents a com-
pelling conclusion. The CCNN, through its sophisticated architecture and tailored algorithms, has demonstrated
exceptional proficiency in accurately classifying images, as evidenced by the significant upward trends in ac-
curacy, precision, recall, and Fl-score. The network’s ability to consistently improve across these key metrics
underscores its robustness and adaptability to complex image datasets. The high accuracy rate achieved high-
lights the CCNN’s capability in correctly interpreting and classifying a wide range of visual data. Precision-wise,
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the network shows remarkable skill in identifying relevant features within images, minimizing false positives
and thereby enhancing its reliability. In terms of recall, the CCNN effectively captures the majority of relevant
instances, reducing the likelihood of missed detections, which is crucial in critical applications such as medical
imaging or quality inspection. The balanced F1-score further solidifies the network’s capability in maintaining
a harmonious balance between precision and recall, making it a versatile tool for various image classification
tasks. This study not only demonstrates the effectiveness of the CCNN in a controlled evaluation setting but
also suggests its potential applicability in real-world scenarios, where accurate and reliable image classification
is indispensable. The CCNN, with its demonstrated capabilities, stands as a promising development in the field
of image processing and machine learning, offering substantial benefits for both academic research and practical
applications.The future scope of this research includes exploring the integration of advanced generative models
to further enhance the creativity and precision in composite material painting creation, and expanding the ap-
plication of the CCNN algorithm to a wider range of artistic and design disciplines, potentially revolutionizing
how artists and designers conceptualize and execute their work.
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HAN DYNASTY PORTRAIT IMAGE FEATURE EXTRACTION AND CLOUD
COMPUTING-SUPPORTED SYMBOLIC INTERPRETATION: A NEW APPROACH TO
CULTURAL HERITAGE DIGITIZATION

JUAN WU*

Abstract. The study introduces the Cloud Computing-based Cultural Heritage Digitization (CCBCHD) framework, a ground-
breaking approach that utilizes advanced convolutional neural networks (CNNs) and transfer learning techniques for digitizing and
analyzing Han Dynasty portraits. This innovative method addresses the challenges associated with extracting features and sym-
bolically interpreting these culturally significant artworks. CNNs play a crucial role in the CCBCHD system, enabling the efficient
extraction of complex features and patterns inherent in the Han Dynasty portraits. These features are essential for understanding
the historical and cultural context of the artworks. The integration of transfer learning is another pivotal aspect of this framework.
It allows the model to leverage pre-existing knowledge from extensive image datasets, thereby enhancing the accuracy and effi-
ciency of the system in recognizing and interpreting the unique characteristics of these portraits. Moreover, the incorporation of
cloud computing within the CCBCHD framework provides scalable computational resources. This scalability is vital for handling
extensive data processing and enables real-time analysis, a critical factor in the digitization process. The synergy of deep learning
with cloud computing not only ensures precise feature extraction and interpretation but also plays a significant role in preserving
and making cultural heritage accessible in the digital domain. This accessibility is particularly important for artworks like the Han
Dynasty portraits, which hold immense historical and cultural value. In essence, the CCBCHD framework represents a significant
advancement in the field of digital preservation of cultural artifacts. It offers a solution that is not only scalable and efficient
but also intelligent, ensuring that the rich legacy of cultural heritage can be preserved and appreciated in the digital era. By
adopting such technologies, the study underscores the potential of Al and cloud computing in transforming the ways we preserve,
study, and interact with cultural heritage, opening new avenues for exploration and understanding in the realm of art history and
conservation.

Key words: Cultural Heritage Digitization, Han Dynasty Portraits, Convolutional Neural Networks, Transfer Learning, Cloud
Computing, Feature Extraction.

1. Introduction. The digitization of cultural heritage, particularly of ancient art forms like Han Dynasty
portraits, represents a crucial intersection between technology and history. These portraits, rich in cultural
and historical significance, offer invaluable insights into the past, but their preservation and interpretation pose
significant challenges [6, 3]. Traditional methods of analysis and preservation are often time-consuming, prone
to human error, and limited in scope. With the advent of digital technologies, there is an opportunity to
revolutionize how we approach the preservation and understanding of such cultural artifacts [13, 8]. The Han
Dynasty, a pivotal period in Chinese history, produced a wealth of artistic expressions, of which the portraits
are especially noteworthy for their intricate details and symbolic meanings. However, accurately capturing and
interpreting these details demands a sophisticated technological approach, one that can handle the complexity
and subtlety of these ancient artworks. This necessity brings forth the integration of advanced image processing
techniques and cloud computing into the realm of cultural heritage, aiming to provide a more robust, accurate,
and accessible means of preserving and studying these valuable historical pieces.

The task of digitizing Han Dynasty portraits presents unique challenges, primarily due to their intricate
designs and the deep symbolic significance they embody. Traditional image processing techniques often fall
short in capturing the full depth and nuance of these historical artworks. These conventional methods tend
to overlook subtle yet crucial elements, a critical shortfall given the complexity and richness of these artifacts.
Additionally, the manual interpretation of the symbols within these portraits is not only labor-intensive but
also requires a high level of expert knowledge. This process is inherently subject to variability in interpretation,
as different experts may perceive and analyze the symbols differently. The advent of machine learning, and
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more specifically Convolutional Neural Networks (CNNs), introduces a promising avenue for overcoming these
challenges. CNNs have demonstrated remarkable proficiency in analyzing visual imagery. They are capable of
automatically detecting and learning features with an extraordinary level of precision and detail, far surpassing
what human analysis could achieve. This capability makes them particularly suited for the intricate task of
digitizing Han Dynasty portraits. However, effectively applying CNNs in this context is not straightforward.
A significant challenge is the need for extensive datasets to train these networks. For specialized and niche art
forms like Han Dynasty portraits, such extensive datasets might not be readily available. This gap necessitates
an innovative approach that can utilize existing knowledge bases and adapt them to the specific requirements
of cultural heritage digitization. Such an approach must ensure accuracy and efficiency in feature extraction
and interpretation, which are essential for faithfully preserving and understanding the historical and cultural
essence of these valuable artifacts.

Transfer learning is a central component in addressing the challenges of analyzing Han Dynasty portraits.
This technique involves using a model that has been pre-trained on a vast and diverse dataset, which is then
fine-tuned to cater specifically to the intricate task of interpreting ancient Chinese art [12]. By adopting this
approach, the model leverages pre-learned patterns and features from the extensive dataset and adapts them to
the specialized context of Han Dynasty portraits. This adaptation is crucial as it allows the model to apply its
broad learning to the nuanced and unique characteristics of these historical artworks. However, the challenge
does not end with model training. The processing and analysis of high-resolution images, particularly in large
volumes, demand substantial computational resources [14]. This is where the integration of cloud computing
becomes invaluable. Utilizing cloud-based infrastructure significantly eases the computational load. It facilitates
more efficient storage, processing, and analysis of extensive datasets, which is a common requirement in cultural
heritage digitization projects [10]. The cloud environment is particularly well-suited for such tasks due to its
scalability and flexibility[2]. It allows for the expansion of computational resources as required, making it
an ideal platform for handling the complex and resource-intensive tasks involved in digitizing and analyzing
cultural heritage artifacts like Han Dynasty portraits.

In the realm of cultural heritage preservation, we introduce the innovative Cloud Computing-based Cul-
tural Heritage Digitization (CCBCHD) architecture, a framework designed to revolutionize the digitization and
interpretation of Han Dynasty portraits. The CCBCHD architecture is a synergistic amalgamation of Convolu-
tional Neural Networks (CNNs) [1], transfer learning, and cloud computing, crafting a robust and efficient tool
for the task at hand. Utilizing the strengths of CNNs, the framework excels in extracting detailed features from
the portraits, an essential step in understanding their intricate artistry. The incorporation of transfer learning
plays a pivotal role, effectively addressing the challenge of limited dataset availability. It enhances the model’s
capability to not only recognize but also interpret the unique attributes of these ancient artworks, bringing a
new depth to their analysis. The cloud computing element of the CCBCHD architecture is no less critical. It
ensures that the system can manage large-scale data processing tasks with remarkable efficiency. This aspect
of the architecture renders the tool both accessible and scalable, an essential consideration for wide-ranging
cultural heritage studies. The integration of these technologies - CNNs, transfer learning, and cloud computing
- not only elevates the accuracy and comprehensiveness of the analysis but also democratizes the study of cul-
tural heritage. Researchers and historians across the globe can now delve into the Han Dynasty’s artistic legacy
with an unprecedented level of detail and insight. As such, the CCBCHD architecture stands as a significant
leap forward in the field of cultural heritage digitization, offering a novel and effective approach to preserve
and study the rich and intricate legacy of the Han Dynasty.

The motivation behind this study stems from the pressing need to preserve and understand cultural her-
itage artifacts, specifically Han Dynasty portraits, which are invaluable to historical and cultural scholarship.
Traditional methods of cultural heritage digitization and analysis often fall short in accurately capturing and
interpreting the nuanced details and symbolic meanings embedded in these artworks. The complexity of these
portraits, characterized by their intricate designs, patterns, and historical wear and tear, poses significant
challenges in feature extraction and symbolic interpretation, necessitating an innovative approach.

The main contribution of the study as follows

1. The CCBCHD framework introduces a groundbreaking approach for efficient feature extraction in
Han Dynasty portraits, representing a significant advancement in the field of digital preservation and
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analysis of cultural artifacts.

2. The framework incorporates convolutional neural networks (CNN) and transfer learning (TL), a com-
bination that substantially enhances the effectiveness of feature extraction, demonstrating a novel
application of these technologies in the context of cultural heritage digitization.

3. By integrating cloud computing into the CCBCHD framework, the approach gains scalable computa-
tional resources, enabling the handling of large-scale data processing and facilitating real-time analysis,
thus broadening the scope and efficiency of cultural heritage studies.

4. The effectiveness of these innovative techniques within the CCBCHD framework is not just theoretical
but has been substantiated through comprehensive experiments, validating the framework’s utility and
efficiency in digital cultural heritage preservation and analysis.

2. Related Work. The study [5] presented in this paper effectively demonstrates the use of declassified
satellite Corona imagery and aerial photographs in archaeological research, particularly in uncovering ancient
cultural relics in Henan Province, China. The focus is on the discovery of the lost Han—Wei Forbidden City,
where geospatial analysis played a pivotal role. By integrating aerial and Corona images with historical doc-
uments, the research successfully identified previously unknown sub-palaces and structures in this significant
archaeological area. This study is a prime example of how modern remote sensing technologies can be instru-
mental in revealing hidden historical structures, providing substantial insights into archaeological explorations.
The paper [9] tackles the challenges faced in remote sensing archaeology, specifically in identifying extensive
linear sites such as the Great Wall of the Han Dynasty, using very high-resolution aerial imagery. The study
introduces an enhanced DeepLabv3+ model, which incorporates a pre-trained ResNet101 for more profound
feature extraction, and a Dice coefficient in its loss function to address issues of unbalanced sample distribution.
This advanced deep learning approach marks a significant improvement over traditional methods, which mainly
depend on expert visual interpretation. It enables a more systematic and comprehensive identification of ar-
chaeological traces, showcasing the potential of deep learning in archaeology. Exploring the cultural influence of
the Han Dynasty, the study [4] delves into the integration of Han cultural elements into contemporary product
design. It focuses on the utilization of Han Dynasty figurine motifs in modern product creation, particularly
highlighted in the design of the Time Series timepieces. The research involves an intricate process of analyzing
and encoding cultural genes from these figurines and applying them to product design. This approach highlights
the enduring appeal of traditional cultural motifs and their ability to enhance the cultural value of modern
products. The study provides valuable insights into the fusion of heritage and contemporary design, relevant
to cultural creative industries and museums.

3. Methodology.

3.1. Proposed CCBCHD Overview. The proposed Cloud Computing-based Cultural Heritage Digiti-
zation (CCBCHD) framework employs a meticulously structured methodology to digitize and interpret Han
Dynasty portraits, encompassing several critical stages. The process initiates with the collection and prepro-
cessing of Han Dynasty portrait images. In this stage, high-resolution images are amassed, followed by the
application of standard preprocessing techniques like normalization and resizing. These steps are crucial in
preparing the data for in-depth analysis. Once the images are preprocessed, they are input into convolutional
neural networks (CNNs). These CNNs are not ordinary; they are augmented through transfer learning, uti-
lizing a pre-trained model on an extensive image dataset. This pre-trained model is then fine-tuned to cater
specifically to the unique features and intricacies of Han Dynasty art. This aspect of the methodology is pivotal
as it allows the CNN to process the images effectively, extracting key features and symbolic elements that are
integral to understanding these artworks. The extraction of these features is a critical process; it captures
the cultural and historical essence embedded within the portraits, which is the core of this digitization effort.
Following feature extraction, the next stage is the symbolic interpretation of these extracted elements. At this
juncture, the network undertakes the task of analyzing and interpreting the artistic elements. It translates
these elements into comprehensible and meaningful insights, thus bridging the gap between complex artistic
representations and their cultural significance. In tandem with these processes, the cloud computing compo-
nent of CCBCHD plays a vital role. It efficiently handles computational tasks by providing a scalable and
manageable cloud infrastructure. This infrastructure is instrumental in processing large datasets and storing
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Fig. 3.1: Proposed CCBCHD Architecture

the resultant analyses, significantly enhancing computational efficiency and promoting broader access and col-
laboration in the field of cultural heritage research. The culmination of this methodology is a comprehensive
digital representation of Han Dynasty portraits. This representation is not merely a visual digitization but
is enriched with detailed feature analysis and symbolic interpretation. It paves the way for further academic
study and preservation efforts, offering a new dimension to understanding and appreciating cultural heritage.
The architecture of this intricate process is illustrated in Figure 3.1, encapsulating the essence of the CCBCHD
framework.

Enter the Cloud Computing-based Cultural Heritage Digitization (CCBCHD) framework, a novel solution
that harnesses the power of advanced convolutional neural networks (CNNs) and transfer learning. This frame-
work is designed to tackle the challenges above head-on. CNNs are at the heart of the CCBCHD system,
enabling the precise and efficient extraction of complex features and patterns that are critical for understand-
ing the historical and cultural context of the Han Dynasty portraits. These deep learning models are adept at
navigating the intricate visual information present in the artworks, providing a robust foundation for further
analysis and interpretation.

The use of transfer learning within the CCBCHD framework amplifies its effectiveness. By leveraging pre-
existing knowledge from vast image datasets, the system significantly improves its accuracy and efficiency in
recognising and interpreting the unique characteristics of the Han Dynasty portraits. This approach not only
streamlines the digitisation process but also enriches the analysis with deeper insights into the cultural and
historical significance of the artworks.

3.2. Proposed CCBCHD Workflow. In the context of the CCBCHD framework, the integration of a
deep CNN with TL plays a pivotal role. This combination is designed to effectively address the challenges of
digitizing and interpreting complex Han Dynasty portraits.

3.2.1. Preprocessing. In the proposed CCBCHD framework, the preprocessing of Han Dynasty portraits
plays a pivotal role in the overall effectiveness of the digitization process. This crucial phase begins with image
normalization, a process wherein each image is scaled to a standard size and format. Typically, advanced CNN



4808 Juan Wu

models use square images, often 299x299 pixels, to maintain consistency across the dataset. Such resizing is
essential for ensuring uniformity in feature extraction, irrespective of the original size or aspect ratio of different
images.

In addition to size normalization, color normalization is also implemented. This process is crucial in
standardizing the color range of the images to counter variations that may arise due to differences in lighting
conditions or age-related degradation of the original artworks. Mathematically, this can be expressed as

where Z; represents the normalized image, ¢ is the original image, p is the mean pixel value, and o is the
standard deviation. This normalization ensures that the CNN focuses on the content and structural aspects of
the images rather than being influenced by color variations that do not contribute to understanding the artwork’s
historical and cultural context. Moreover, the preprocessing phase includes other vital techniques such as noise
reduction and contrast enhancement. These methods are instrumental in improving the clarity and quality of
the images, which is essential for accurate feature extraction. Noise reduction helps in eliminating irrelevant or
extraneous visual information that might interfere with the CNN’s analysis, while contrast enhancement ensures
that the important details in each portrait are accentuated, making them more distinguishable to the model[7].
These preprocessing techniques collectively prepare the Han Dynasty portraits for effective and efficient feature
extraction and analysis by the deep CNN within the CCBCHD framework. By meticulously refining the images
before they are input into the CNN, the framework ensures that the subsequent steps of feature extraction and
analysis are based on the highest quality data, leading to more accurate and meaningful interpretations of these
culturally and historically significant artworks.

3.2.2. Deep CNN in CCBCHD. The deep CNN within the CCBCHD framework is intricately tailored
to address the distinctive features of Han Dynasty portraits. This CNN is structured with multiple convolutional
layers, each layer being meticulously designed to extract a specific level of visual information from the images.
The initial layers of the network are focused on identifying basic elements such as edges and textures. These
elements are fundamental to any visual representation and provide the groundwork for more complex pattern
recognition. As the network delves deeper, the subsequent layers engage in identifying and capturing more
intricate patterns and symbolic features that are characteristic of Han Dynasty art. To enhance the performance
of this CNN, a technique known as Batch Normalization (BN) is employed. BN plays a critical role in stabilizing
and expediting the training process of the network. It achieves this by normalizing the inputs of each layer,
thereby reducing internal covariate shift which often hampers the training process. Mathematically, BN is
represented as:

¥ Li — b
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where 5(\1 is the normalized input, pupand oZrepresent the mean and variance of the batch, respectively, and € is
a small constant added for numerical stability. This normalization process ensures that each layer of the CNN
receives data that has a consistent distribution, making the training more efficient and allowing the network
to effectively learn and identify the nuanced and detailed features specific to Han Dynasty portraits. Through
this combination of multiple convolutional layers and the implementation of Batch Normalization, the CNN
within the CCBCHD framework is optimally configured to analyze and interpret the rich visual language of
these historical artworks.

3.2.3. Transfer Learning in CCBCHD. CCBCHD framework, TL plays a crucial role in augmenting
the capabilities of the CNN. Transfer Learning in CCBCHD involves leveraging a model that has been pre-
trained on a comprehensive and diverse dataset, such as ImageNet. This dataset provides a rich source of
visual knowledge, covering a wide range of general image features. The core idea behind employing Transfer
Learning is to adapt the extensive knowledge acquired from this broad dataset to the specific and nuanced
context of Han Dynasty art. The Transfer Learning process primarily focuses on the higher layers of the CNN.
These layers are responsible for extracting specialized features that are particularly relevant to cultural heritage
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artifacts. In the realm of Han Dynasty portraits, this means identifying and interpreting intricate patterns,
symbols, and artistic styles unique to that era. The higher layers are fine-tuned to become more attuned to
these specific characteristics, enhancing the model’s ability to classify and understand the distinctive elements
of the portraits. Mathematically, this adaptation can be represented as

Yi = bry ()

where the batch normalization parameters v and 8 are adjusted during the TL process to better suit the unique
features of the Han Dynasty artworks. By incorporating TL in this way, the CCBCHD framework significantly
improves the CNN’s efficiency and accuracy in analyzing and interpreting cultural heritage, ensuring that the
rich legacy of the Han Dynasty is preserved and understood with the depth and nuance it deserves.

3.2.4. Cloud Computing Support. In the CCBCHD framework, cloud computing plays an integral
role by providing the necessary infrastructure for large-scale data processing and storage. This component is
especially vital given the extensive datasets typically involved in the digitization of cultural heritage artifacts.
Cloud computing offers a level of scalability and flexibility that is crucial for handling such vast amounts of
data. With cloud infrastructure, the CCBCHD framework can easily adjust computational resources to meet
the demands of the task, whether it involves storing high-resolution images or processing complex datasets for
analysis. This scalability ensures that the framework remains efficient and effective, regardless of the dataset
size. Additionally, cloud computing provides a level of flexibility that allows for the seamless integration of
new tools and technologies as they emerge, ensuring that the CCBCHD framework remains at the forefront
of cultural heritage digitization. The cloud’s capacity to store and manage large datasets not only makes it
easier to access and analyze cultural artifacts but also ensures the preservation of their digital representations
for future research and exploration.

3.2.5. Classification and Optimization. The classification process in the CCBCHD framework is exe-
cuted using a softmax layer. This layer is crucial as it converts the outputs of the network into a probability
distribution. The mathematical representation of this function is:

eYi

$ (yz) = Zj evi

where e represents the exponential function. This conversion allows the network to interpret its output as
probabilities, making it easier to identify the most likely classification for each input image. In terms of
optimization, the CCBCHD framework employs a cross-entropy loss function. This function is represented as.

H(yy)=— Z y' log(y:)

where 3 is the true distribution and y is the predicted distribution by the model. The cross-entropy loss
function is a powerful tool in machine learning, as it measures the performance of the classification model
and guides its optimization. It quantifies the difference between the predicted probability distribution and
the actual distribution, with the aim of minimizing this difference during the training process. In conclusion,
the combined use of a dee