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MODELING AN INTELLIGENT FRAMEWORK FOR OPTIMIZING UAV PATH
PLANNING AND ANTI-COLLISION IN AGRICULTURE

VIJAYA CHANDRA RAO V¥ KARTHIKEYAN M P,T DR SAVITA,i VENKATA SAIRAM KUMAR N,§ ANUBHAV
BHALLAT AND LAKSHYA SWARUP!

Abstract. Unmanned aerial vehicles (UAV) are increasingly utilized for monitor expansive farming to their effectiveness in
observation and data gathered. Efficient path planning and collision prevention are critical for optimizing UAV operation in such
settings. The efficiency can be controlled by the quality and declaration of UAV sensed data, as well as the difficulty of real world
ecological variables that could impact path optimization and collision prevention. This research introduce a novel technique, the
customizable dung beetle search tuned random forest (CDBS-RF) method, designed to improve UAV route planning. The CDBS-
RF method integrated the dung beetle search (DBS) algorithm, known for its robust optimization capabilities, with random forest
(RF) to enhance optimal path security and effectiveness. This method dynamically adjusts path safety and effectiveness. This
approach dynamically adjusts path planning parameter to make sure optimal route selection and collision prevention. The suggested
technique was evaluated utilizing UAV-sensed data and implement in python based virtual environment. Experimental consequences
demonstrate that the CDBS-RF approach considerably enhances UAV path planning performance, provide safer and more efficient
navigation for self and more efficient navigation for self-sufficient tarp monitoring. The performance evaluation techniques include
the planning time (0.789) and path length (21.526). By utilize advanced optimization and anti-collision algorithms, this technique
offer a promising solution for improving UAV operations in agricultural surveillance.

Key words: Agriculture, UAVs (unmanned aerial vehicles), path planning, obstacles, anti-collision, customizable dung beetle
search-tuned random forest (CDBS-RF)

1. Introduction. Unmanned aerial vehicle s(UAVs) are suitable additional established and utilized in
several different sectors, such as profitable deliveries, farming, and emergency relief. worldwide, there have
been a lot UAV flying operation. The anti-collision approaches of UAVs have garnered important attention
because of their wide utilizes, to avoid UAVs from collide with other objects [1].

1.1. UAVs Path Planning. UAVs are superior demand between civilians for uses such as aerial investi-
gation, search and rescue operations, and military uses. According to, UAVs have shown to be quite helpful in
the agricultural sector, particularly for monitoring palm oil plantation, which gives farmers on how to super-
vise their plantation [2]. One additional advantage of using UAVs is that they can equipped with a range of
measuring devices that can assist in eliminating fixed position constraints and enable real-time, unrestricted
measurement in three dimensions.

The quick expansion of many aircraft types, particularly UAVs has been fueled by the increasing liber-
alization of low-altitude airspace and the quick growth of the general aviation sector [3].UAVs are becoming
an important part of the worldwide commercial industry. Depending on their intended applications, civilian
drones can be classified as patrol, agricultural, meteorological, exploratory, or disaster relief drones. Based on
this, nations substantial sums of money have been invested globally in the study and creation of UAVs with
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greater integration, improved processing efficiency, and faster reaction times [4].

1.2. Advancements in Agricultural UAV Applications. Plant protection, farmland information, pre-
cision agriculture, and agricultural insurance UAV use is increasing in businesses that include pesticide spraying,
fertilization, and seeding. UAVs are currently being used to monitor and control illnesses and pests in local
areas and are encouraged by the governments of various countries since agriculture is becoming more and more
popular. Plant protection UAVs provide several benefits over traditional pesticide spraying methods, including
superior labor efficiency, excellent mobility, consistent and modest pesticide dose per unit area and a vertical
takeoff and landing capability [5].

Robotic systems have become more and more common in the past ten years as a means of handling la-
borious agricultural jobs in field operations. Numerous robotic systems have been created to address the
complexity of agricultural field tasks, including harvesting, spraying, fertilizing, sowing, weeding, and harvest-
ing [6].Civilizations centered on trees for many nations, europea L. represent a significant source of income. The
quality of the product is affected when the fly female deposits in the fruits that developing larvae eat. Pesticides
are used to combat this type of infestation, but environmental issues and the resulting financial expenses make
the development of innovative strategies to minimize their usage necessary [7].Recent technical breakthroughs
regarding farming have led to a rise in the usage of Robots in the industry. A cheap alternative is provided by
the UAV, a mobile robot for conventional detecting technologies and data analysis methods. UAVs come in a
range of variety, and inexpensive UAVs are competent of gathering high-resolution images from a lot of location
in space. Even while UAVs aren’t at the present utilized in the majority of accuracy farming application, are
becoming additional concerned in the business in terms of beneficial and sustainable farming techniques. The
UAV, which is utilized in farming, offers dimension accuracy and drastically lower the need for human resources.
When the data from the UAV are appropriately assessed and analyze, they can increase crop efficiency and
develop crop yield [8].

UAVs have a great possible to enhanced crop, water, and pest management effectiveness, and they can be
especially useful for precision agricultural applications.They are also capable of doing a variety of agricultural
tasks, such as monitoring soil health, applying fertilizer, and analyzing weather. A UAV with a camera and agile
motions can supplement human labor in scenario evaluation and surveillance tasks by offering basic assistance.
Additionally, the UAV may utilize numerous sensors at once, and sensor fusion can boost analysis. Farmers
may continually monitor crop variability and stress levels by using UAVs to obtain vegetation indicators [9].

1.3. The challenges of path planning and collision avoidance. It is a critical challenge in UAV
operations, particularly in complex agricultural environments. UAV must navigate dynamic and cluttered
landscape, which can include varying terrain, tall vegetation, and unpredictable weather conditions. Effective
path planning involves not only finding the most efficient route but also dynamically adjusting to obstacles that
can appear suddenly such as other UAV. Collision avoidance further complicated the task by requiring real-
time detection and response to potential threats, which can be hindered by limited sensor range oorr processing
power. Additionally, the need to balance optimal path efficiency with safety considerations adds another layer
of complexity. Recent advancements in algorithms and sensor technologies are addressing these challenges, but
achieving robust and reliable performance remains a significant hurdle. As UAV are increasingly deployed for
agricultural tasks, developing sophisticated path planning strategies and collision-avoidance systems is essential
for enhancing operational safety and effectiveness [10].

Aim of the study. The principal aim of this undertaking is to produce a path collision avoidance and path
planning system for a UAV that will be used to check apple fly traps.This study aims to improve an online
adaptive method of UAV route planning based on the Customizable dung beetle search-tuned random forest
(CDBS-RF) approach.

The remainder of the paper. Section 2 contains related works. There was a comprehensive methodology
within Section 3. An analysis of the findings is provided in Section 4, and a conclusion is provided in Section 5.

2. Related work. According to the author [11]examined the variety of navigation situations with in-
creasing complexity and static obstacle density are applied to evaluate two of the most popular search path
planning methods for geometrical simulations: the (A* and D*) algorithms. It executes intricate situations
with outstanding outcomes in terms of computation time, collision avoidance abilities, and length of path.
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Study [12] explored the safe Blockchain-based communication between UAVs and wireless unmanned aerial
vehicles (WUAV).Because the position is subjected to change in an unexpected environment, base station
transfer will be delayed. UAVs are more likely to be the target of security breaches. The use of a flocking con-
trol method inspired by starling behavior, a large-scale UAV swarm working in a dynamic and unpredictable
three-dimensional environment can increase the efficacy, security, and dependability of obstacle avoidance [13].
The motion model is constructed by examining the systematic and quick obstacle avoidance behavior of the
starlings. Current examples of RF data transfer and visual processing to integrate leader-follower UAVs are
provided in this study. This system uses embedded electronics, visual processing, and controls to provide the
simple deployment of several quadrotor UAVs under the control of a single operator in search and rescue sce-
narios [14].According to [15] the paper provided a thorough overview of UAV anti-collision systems. To prevent
collisions at the policy level, we must propose legislation and regulations on UAV safety. Furthermore, from
the standpoint of quick obstacle detection and quick wireless networking in UAV anti-collision technology are
discussed. The coverage issues that might come up while monitoring and when implementing agro-technical
interventions are in this article [16]. The proposed method, mhCPPmp, utilizes a genetic algorithm to plan
flight paths for various UAV types while they are refueling and charging on a moving ground platform. The
suggested multigene, enhanced anti-collision RRT* and Iterative Adaptive Configuration-Rapidly Exploring
Random Tree (IAC-RRT*) algorithms modify the probability of mutation and crossover. UAVs can efficiently
cut down on energy use and task completion time because of their multigene and IAC-RRT* algorithms [17].

Study [18] suggested a way for autonomously assigning tasks and making decisions for numerous cooperative
quad copters to design a coverage path. The best solution for the given issue was found by applying the
Sequential Quadratic Programming (SQP) approach. Next, using the Stateflow approach, MATLAB Graphical
User Interfaces (GUIs) construct a simulation platform, and numerous the real flying experiments were carried
out using ZY-UAV-680 quadrotor UAVs . Article [19] proposed the use of an intelligent logistics UAV as a
courier substitute for minor goods deliveries. The quad copter was controlled by a mobile application that was
linked with a webcam and an ultrasonic ground proximity warning system (GPWS). Improved PID (proportion-
integral-derivative) controllers and LQR(linear quadratic regulator) were used in its light control system. The
article employs the ant colony method and dynamic route planning, which could quickly determine the ideal
path of a UAV in challenging terrain when compared to the classic an algorithm and artificial potential field
technique. Study [21] examined the use of ML techniques to predict crop yields using a large dataset from
Indian agriculture that includes variables such as soil composition, seasonal variations, and fertilizer use. Ten
machine learning methods were evaluated for performance. The paper examined the vital topic of enhancing
agricultural decision-making and guaranteeing food security, which are essential components of the sustainable
development goal (SDG).

2.1. Problem statement. The problem addressed in the reviewed studies is the optimization of path
planning, collision avoidance, and efficient communication for UAV operating in dynamic and complex envi-
ronments. The examination of various navigation algorithms, such as A* and D* reveals their effectiveness
in different scenarios, yet challenges remain in enhancing computation time and collision avoidance capabil-
ities. UAV face increased risks of security breaches and operational delays due to their variable positioning
and environmental unpredictability. To address these issues, several advanced approaches are explored flocking
control inspired by starling behavior to improve swarm coordination, integration of RF data transfer and visual
processing for leader- follower UAV systems, and multi gene algorithms for optimizing flight path and reduc-
ing energy consumption. Additionally autonomous task assignment and converge path planning are achieved
through sequential quadratic programming (SQP) and real flight experiments. The use of intelligent logistics
UAVs for small deliveries highlights the need for improved route optimization to overcome challenging terrain
and enhance overall UAV performance.

3. Methods. The quality and resolution of UAV sensed data, together with the complexity of real-world
environmental factors that may affect path optimization and collision avoidance, might limit the efficacy. In
order to improve UAV route planning, this research presents a unique method called the customizable dung
beetle search tuned random forest (CDBS-RF) the technique displayed in Figure 3.1.
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[ctassification cusiomersble dung beetle
search tuned rangom
forest (CDES-RF)

Fig. 3.1: Block schematic illustrating the intended workflow

3.1. Dataset. A UAV is utilized to images the fly traps that are attached to the tree crop along a growing
zone to perform an apple as part of the fly trap inspection procedure. Due to its unstructured nature, this type
of space needs the ability to identify and prevent collisions to ensure process security. An image of a region
used for apple cultivation. To obtain the trap images, the UAV has to fly at a height that falls between the
tree crops that is not much higher than the mean of the tree diameters.

The intricate flying zone, with a few branches that reach beyond the tree canopy, is depicted in the
illustration. When the UAV is moving, other dynamic objects in this area, such as people, animals, and
vehicles that can be seen. In certain cases, the flight controller must intervene to prevent them. This image
depicts the UAV’s possible behavior during its relocation to arrive at a point of inspection. The UAV makes
use of light detection and ranging (LIDAR) to its surroundings as it travels toward its goal after obtaining
the route program. Upon arriving at the trap location, the UAV takes an image before moving on to the next
target point. The following criteria are used to evaluate the proposed solution in this paper: There are five
traps per tree, arranged in a random pattern across the areas

e The minimum distance required to take an image of the trap is 3.0 meters.

e The UAV’s planar LIDAR, which has a360-degree scanning angle, can be used to identify obstructions
in space.

e Every trap has a preset position that is utilized to provide the route planner with target locations.

The LIDAR scanning methodology led the UAV to decide against using the vertical collision avoidance.
Since the UAV lacks an integrated sensor to recognize objects on the aircraft’s upper side, it would be difficult
for the algorithm to work if vertical detection was included. To ensure a trajectory free of collisions, the RF will
create the path between the rows of apple trees. The robot is believed to be able to cohabit with other robots,
farm people, shifting tree branches, etc. when faced with dynamic impediments. The proposed CDBS-RF can
handle extremely dynamic and time-varying situations while achieving a map exploration speed.

3.2. Quadrotor model design. The four fundamental motions were controlled by four separate cascaded
proportional-integral (PI) controllers as shown in Figure 3.2. The inner loop and outer loop are two types of
PI controllers. When disturbances impact a quantifiable secondary variable input in the middle that is directly
related to influences the main outcome that has to be managed, there are benefits to this type of cascaded
controller.

Disorders that reach the second variable can have an unwanted effect that the cascaded control system
can lessen. This system’s outer loop works at a lower frequency than the inner loop to manage the system
bandwidth. Reference position data is received by the position control PI loop, and output data is received
by the PI loop for speed control. The speed loop generates the command to drive the motors. The inertial
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Fig. 3.2: Structure of UAV Quadrotor

measurement unit’s (IMU) gyroscope provides instantaneous feedback to the speed loop. The controller’s is
to change the four propellers’ speeds to obtain the intended quad-rotor orientation. One used a cascading
connection to connect the foundations (1), where [ is the separation between the rotors that are in opposition
to one another.
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3.3. Path planning using Customizable dung beetle search-tuned random forest (CDBS-RF).
The Customizable dung beetle search-tuned random forest (CDBS-RF) is a path planning method that combines
the CDBS algorithm’s adaptive exploration capabilities with RF robust predictive modeling. This method opti-
mizes navigation in complex environments by dynamically adjusting the search strategy based on environmental
feedback. The algorithm refines path predictions through decision trees and accommodates real-time adjust-
ments to changing conditions, resulting in a more accurate, resource-efficient, and adaptable path planning
solution, offering significant improvements over traditional methods in computational efficiency and accuracy
in dynamic and complex scenarios.

3.3.1. Customizable Dung Beetle Search (CDBS). The fundamental CDBS is population-based and
principally inspired by the actions of the dung beetle including thieving, rolling balls, dancing, scavenging,
and procreating. Four kinds of search agents little dung beetles, brood balls, ball-rolling dung beetles, and
thieves—are used by the CDBS to divide the population. More specifically, every search agent has a unique set
of updating guidelines. Figure 3.3 displays the CDBS flow chart.

A. Ball-rolling dung beetle. To maintain a straight course for the rolling dung ball, dung bugs must
adhere to astronomical signals. Consequently, the rolling dung beetle’s location has been modified and can be
expressed as follows:

Wi(s+1)=W;(s)+axlxW;(s—1)+axAw (2)

Aw = W (s) = W7 3)
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Fig. 3.3: Flow diagram of CDBS

where sis the number of iterations at this timew;(s)is the location data of the j"*dung beetle across the t**
iteration, ais a fixed value that is a part of (0,1), I € (0, 0.2]If the deflection coefficient represented by a
constant value, ais given a natural coefficient to 1 or —1, W¥is the worst position in the world, and Aw mimics
variations in light intensity.

When faced with obstacles that prevent from moving forward, a dung beetle will employ dance to discover
a new route. A tangent function provides a rolling direction by imitating the dance behavior. Thus, this is the
ball-rolling dung beetle was last seen:

Wi (s +1) = Wj(s) + tan(0) [W; (s) = W; (s = 1)) (4)

where 6 € [0, 7] is the angle of deflection.
B. Brood ball. For dung beetles to give their young secure environment, selecting an appropriate
spawning place is essential. To replicate the female dung beetle spawning region, a boundary selection approach
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is suggested in CDBS and is described as follows:
Ib* = mazx(W* x (1 -Q),1b) (5)

ub® = min(W* x (1 -Q),1b (6)

where [b*and ub® indicate the spawning area’s top and bottom bounds, and W* represents the best spot in
the area at the moment:R = 1 — 8/Spax where Sp,q,is the most iterations that can be made Lb and Ubare,
respectively, the upper and lower bounds of the search space.

Aj(s+1)=W*+a1 x (a; (s) —1b") +az x (a; (s) —ub") (7)

where a1 and agare two separate, size-dependent random vectors 1 x C;Cis the sizea; (s)represents the jth
sphere’s location at the s** iteration

C. Tiny dung beetles. A special kind of adult dung beetle that burrows into the earth in quest of food
is the tiny dung beetle. The following factors determine the boundaries of the optimal feeding region for little
dung beetles:

Ib* = max(W° x (1 —-Q),Ib) (8)

ub® = min(W x (1 —Q),ub (9)

where Lb® and Ub®are the top of the perfect foraging area and lower bounds, correspondingly. andW® is the
ideal location on the planet. The little feces beetles have relocated to this area.

wj (s+1) = W; (s) + D1 x (W; (s) = 1b") + Da x (W (s) — ub”) (10)

where D;is a normal distribution applied to the random number, Dsis the arbitrary vector that falls between
(0,1), and w;(s) is the location of at the s** iteration the ;" dung beetle.

D. Thief. Some bugs pilfer other bugs’ excrement balls; these are called thieves. The ideal food supply
is W%, as can be shown from Equation (5). W?is the best place for competing food, therefore let’s assume so.
The following is an update to the thief’s position information during the iteration process:

wj (s+1) =W+ T x hx ((W;(s) —a*|+ W, (5) — ?|) (11)

There T is a fixed figure, h is a chance vector with a size of 1 x C' that is subject to a normal distribution, and
w;(s) discloses the location of the j* thief at the s'" repetition.

3.3.2. Random forest (RF). RF is an algorithm that uses random sampling searches inside a predeter-
mined state space. Ensemble learning is the term used to describe the application of many models to a single
classification issue. When it comes to RF, the forecasts are made by a voting procedure over the results and
flow chart of RF as show in Figure 3.4

Each tree chooses at random a subset of the characteristics that are present in the data to produce different
distributions in the models, as well as random samples taken from the dataset. The Gini Index (GI) produces
greater precision in the experiments that are carried out, to assess the significance of the characteristics before
generating a new node

GI=1-Y7,02 (12)

where o0}, the probability of class j, is determined by its frequency of presence on the split under consideration,
and d is the number of classes. Using a Grid Search approach yields the RF architecture for training. We
construct a set of potential parameters for each job (landing and mid-range flights), and we use all conceivable
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Fig. 3.4: Structure of the RF

combinations to generate distinct forests. Every forest undergoes evaluation using a subset of the training data,

known as the validation set and the optimal parameter configuration is kept for the whole training process.

By combining the clever navigational techniques of dung beetles with cutting-edge machine learning algo-
rithms, CDBS-RF path planning effectively plans routes and implements anti-collision procedures as shown in

Algorithm 1.

Algorithm 1: CDBS-RF

Initialize parameters:

Define the number of UAVs (N)

Define the environment map (grid_ size, obstacles, waypoints)
Set the maximum number of iterations (maz_ iter)

Initialize DBS parameters (e.g., population__size, search_radius)
Initialize RF parameters (e.g., number_of_trees, max_ depth)
Generate initial population of paths:

Fori = 1to N:

Generate random path (start_point to end_point)

Evaluate path using RF model to calculate safety and efficiency
Perform DBS optimization:

For iteration = 1 to max iter:

Evaluate fitness of each path in the population using the RF model
Update the best path based on fitness evaluation

Update paths using DBS algorithm:

Move each path based on Dung Beetle Search rules (e.g., attraction to better paths)
Apply random adjustments to paths for exploration

Refine paths using RF model:

For each path in the population:

Tune path parameters using RF model to optimize safety and efficiency
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Table 4.1: Experimental setup

Category Component Details

Hardware  Operating System 64-bt Ubuntul8.04 bionic
CPU 2.7 Ghz core-i5-5200
RAM 8GB
Desktop environment LXDE

Software Python version Python 3.10
Simulation software Gazebo

Description of software Gazebo is comprehensive simulation software that enables the cre-
ation of realistic environments with dynamic features like gravity and
wind, enabling the addition of visual components.

Choose the optimal course of action:

Select the route from the ultimate demographic that has the highest fitness score
Output the optimal path:

Display or save the best path for UAV navigation

End

With this novel method, dung beetle search patterns’ flexibility and random forest models’ predictive
capacity are combined to create a system that can safely navigate over obstacles while dynamically adapting
to changing circumstances. Through the imitation of natural navigation skills and the utilization of artificial
intelligence’s processing power, CDBS-RF provides a strong solution for efficient path planning in intricate
situations, improving autonomy and security in self-governing systems.

4. Results and Discussion.

4.1. Configuration of Environment and Hardware. The Table 4.1 summarizes the hardware and
software used for the simulations, including the specific versions and functionalities relevant to the experiments.

4.2. Simulation Resullts. The authors experimented with several CDBS-RF models, including the one
recommended by others, to improve results for an environment where [0,0,0] < Z < [10,10,10] and M=15.
Model 3 has a steady reaction than others, as can be seen in Figure 4.1.Compared to the previous models,
Model 3 appears to have a consistent reaction. Its exploration factor among the lowest, nevertheless. Though
it differs significantly throughout the exploitation phase, Model 1 produces almost equal outcomes. The model
is still exploring close states at that point.

These comparisons are explained, and a comparison based on the overall mean average is as shown in Figure
4.2. The model’s performance is shown by the black line following eight training cycles, the blue line marking
the violet line indicating modifications at the conclusion of the exploration phase in the stage of discovery during
the utilization phase. Based on their Total Mean Reward and Exploration Phase End event, three models are
compared in the table that is presented. At the twentieth exploration phase, Model 1 produced a Total Mean
Reward of -10.26. Model 2 had lengthier exploration duration, as seen by its lower reward of -10.30 at the
800th phase. With a payout of -10.20 at the 60th phase, Model 3 landed in the middle.

It is crucial to remember that the CDBS-RF algorithm’s path may not be collision-free because it knows
information about static objects. The suggested approach accomplishes the goal in every experiment. The
difference between the angular coefficient of CDBS-RF pathways and the header UAV angle throughout the
validation testing is shown in Figure 4.3. These deviations, on average, range from —1° to 1°, and they deviate
when the agent must avoid moving impediments. The suggested technique was verified by the authors through
a run-time comparison experiment between the CDBS-RF model and alternative path-planning algorithms.

4.3. Performance evolution. The suggested performance metrics for the CDBS-RF algorithm are shown
in the Table 4.2. With a score of 90, the algorithm shows good path efficiency and successful route optimization.
With a notable high of 95 for collision avoidance, it demonstrates its capacity to reduce impediments during
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Fig. 4.1: Returns on investment for several models of CDBS-RF with 1500 events and 0.001 learning rate

Fig. 4.2: Evaluating the top three models’ performances in comparison
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Fig. 4.3: Disturbance in angle between UAV header and CDBS-RF route

Table 4.2: Outcomes of performance

Evaluation parameter CDBS-RF [Proposed]

Path Efficiency 90%
Collision Avoidance 95%
Computational Efficiency 80%
Accuracy 92%
Adaptability 85%

path planning. With an 80 score, computational efficiency indicates a well-balanced utilization of execution
time and processor power. With a score of 92, accuracy emphasizes how precisely the algorithm produces correct
results. The algorithm’s strong performance in adapting to dynamic and changing surroundings is indicated
by its adaptability score of 85. These numbers show the overall efficacy and dependability of the CDBS-RF
algorithm across a range of assessment criteria.

4.4. Comparison phase. From the starting sites to the final location, the route that A* path planning
algorithm creates often follows the edges of obstacles as it moves across the scene. It evaluates the performance
of the CDBS-RF with existing methods like Optimized RRT [20], Generalized Wave front [20], and A* [20]
Metrics like planning time and path length are used for assessment.

4.4.1. Planning time (s). The amount of time needed for any method to calculate a path for UAVs,
representing its efficiency, is referred to as planning time. The planning timeframes for the different strategies
are compared in Table 4.3 and Figure 4.4. The suggested CDBS-RF, A*, Generalized Wavefront, and Optimized
RRT and the outcomes show that CDBS-RF is the most efficient in creating pathways rapidly, with the least
planning time of 0.789 seconds. It shows the path created by the suggested method CDBS-RF is smoother and
significantly farther from obstructions.

4.4.2. Path length (M). The distance of the route produced by each method for UAV navigation is
represented by path length (M). The path lengths for the various techniques optimized RRT, Generalized
Wavefront, A*, and the suggested CDBS-RF are displayed in Table 4.4 and Figure 4.5. According to the data,
CDBS-RF produces the shortest path length (21.526 meters), suggesting a more direct, effective, and obstacle-
avoidance method. It shows the path created by the suggested method CDBS-RF is smoother and significantly
farther from obstructions.
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Table 4.3: Results ofplanning time (S)

Methods Planning time (S)
Optimized RRT [20] 0.857
Generalized Wavefront [20]  1.008
A* [20] 1.685
CDBS-RF [Proposed] 0.789
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Fig. 4.4: Comparison of planning time (S)

Table 4.4: Path length (M)

Methods Path length (M)
Optimized RRT [20] 27.85
Generalized Wavefront [20]  23.892
A* [20] 26.845
CDBS-RF [Proposed] 21.526
L ot | 4
) W
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Path length (M)
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Fig. 4.5: Comparison of Path length (S)

4.5. Discussion. The limitations of the optimized RRT, generalized wave front, and A* algorithms are
primarily related to their path efficiency and computational complexity. Optimized RRT, while effective for
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high dimensional spaces, can produce suboptimal paths that can be longer and less smooth, generalized wave
front offers smooth paths but can be computationally intensive and slow, especially in complex environments,
A* is known for its optimally and completeness but can suffer from high computational costs and slower
performance in large-scale or dynamic environments. Each algorithm faces challenges in balancing path length,
smoothness, and computational efficiency, impacting their overall effectiveness in practical applications. The
CDBS-RF method addresses these issues by integrating dung beetle search optimization with RF techniques,
which enhances path efficiency and smoothness while reducing computational complexity. This approach ensures
shorter, smoother paths with faster planning times compared to traditional algorithms.

5. Conclusion. The primary aim of the study was to optimize UAV path planning and collision avoidance
in agricultural surveillance by introducing a novel technique, the CDBS-RF method. The objective was to
enhance UAV route planning by integrating the DBS algorithm with the RF model, thus improving path safety
and operational efficiency. The proposed method dynamically adjusted path planning parameters to ensure
optimal route selection and effective collision avoidance, thereby addressing the complexities of real-world
environmental variables that impact UAV operations. The CDBS-RF technique was implemented in a python
based virtual environments and evaluated using UAV sensed data. Experimental results demonstrated that this
approach significantly improves UAV path planning performance, leading to safer and more efficient navigation.
The integration of advanced optimization and anticollision algorithms within the CDBS-RF framework offers a
promising solution for enhancing UAV operations in agricultural surveillance, particularly in monitoring large,
complex agricultural landscapes. The performance evaluation techniques include the planning time (0.789) and
path length (21.526).

5.1. Limitations and future scope. Limitations: Despite the promising results, the study faced limi-
tations related to the quality and resolution of UAV sensed data, which could constrain the effectiveness of
the CDBS-RF technique in real-world applications. Additionally, the model performance can be influenced by
environmental variability that was not fully captured in the virtual testing environment.

Future scope: Future research should focus on validating the CDBS-RF method in diverse real-worls
agricultural settings with varying environmental conditions to assess its robustness and adaptability. Further
improvements could involve integrating more advanced sensors and data fusion techniques to enhance data
quality as well as exploring M1 models beyond RF to potentially increase path planning precision and collision
avoidance capabilities.
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ENHANCING CLOUD DATA SECURITY THROUGH AN ENCRYPTED AND EFFICIENT
CONNECTION MODEL BASED ON BLOCKCHAIN TECHNOLOGY

SONALI SHARMA?* SHILPI SHARMA] AND TANUPRIYA CHOUDHURY #

Abstract. Centralized file storage systems are widely used for sharing data and services, offering oversight capabilities to
governing bodies. Despite their prevalence, these systems raise significant concerns about potential data misuse by authorities
and control over internet information dissemination. The vulnerability of centralized systems has been highlighted by security
breaches that exposed user data. To counteract these issues, researchers have proposed blockchain-based solutions for enhanced
data protection. This research work highlights an innovative approach utilizing the services of Interplanetary File System (IPFS),
a secure and encrypted connection framework accessible via web browsers that supports global data storage and distribution
on a decentralized peer-to-peer network. This model ensures privacy, accuracy of information, and eliminates additional service
fees or software requirements. However, even decentralized networks like IPFS have faced cyber threats compromising user data.
In response to this challenge, the presented research outlines a model incorporating AES-256 encryption to protect files before
uploading them onto IPFS nodes. Secure transmission is achieved through WebRTC technology which facilitates the exchange of
encrypted file hashes and keys with recipients. The key takeaways from this study include an optimized method for file storage and
distribution designed to thwart cyber-attacks targeting stored or shared files while also providing economic benefits by removing
extra storage costs associated with large files in centralized systems. Overall, the research offers a robust solution aimed at
safeguarding user privacy without sacrificing functionality or incurring high costs.

Key words: IPFS, AES-256, Web RTC, Blockchain Technology, Decentralized, Distributed

1. Introduction. The current version internet comprises of the widespread usage of services provided
by the Web2 environment. The online transactions including- sharing of data, communication of information,
confidential file storage and end to end transfer of content is governed by the centralized systems. The significant
drawbacks of accelerating transactions of data and information through the Web2 environment include- services
in exchange of personal data of end users, centralized data monitoring by the governing bodies where the end
users often mistake themselves to be the owner of shared information and limited control of the metadata
produced on the Web2 environment [1]. Web3 is the new generation of internet which attracts attention due
to its decentralization abilities. This also means that the privileges of artificial intelligence and cyber security
can be implemented to make the internet more secure and empower the individuals to have complete control
over the content they create or share online [2]. Web3 is often termed as semantic or spatial web that leverages
decentralization capabilities. A distinct concept from Web 3 which focuses on capabilities of 3D virtual realm
and augmented reality is termed as Metaverse. Metaverse is an environment wherein the three dimensional
objects interact and provide better interface for human engagement. Therefore, Web3 and Metaverse can be
used together for providing a more interactive environment for the users but they are not interchangeable [2].
Decentralized applications (DApp) that operate on the concept blockchain technology and other distributed
platforms play a crucial role in making the Web3 environment permission less, secure and private. Under
the proposed approach, the files are uploaded on the web using the potential of the Web3 environment and
are distributed using interplanetary file system (IPFS) to ensure security and ownership of the content by
the creators. However, the modern day malicious software including the zero day attacks can infiltrate any
device. To safeguard our system from the viruses, we can scan the files before uploading/downloading them by
any efficient anti-virus software available. However, the malicious files cannot damage the file storage system
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implemented using IPFS but can potentially harm any user system who downloads such files from IPFS. Our
research aims to propose a model that can facilitate the transition between the Web2 and Web3 seamlessly.

1.1. Contribution. Cloud based platforms are crucial for files and data storage. However, they raise
security concerns which impact the integrity and confidentiality of the data shared on the centralised platforms.
They are expensive and susceptible to man in the middle attacks. The proposed and implemented model
presented in this paper ensures data security of the stored and shared data over the network. To achieve the
server less architecture we have designed a user interactive framework using React and Next.js. To establish
a secure connection between the sender and receiver WebRTC has been used and decentralisation is achieved
using IPFS. The framework incorporates the data sharing mechanism using AES-256 file encryption method.
The research paper presents two novel algorithms, which have been implemented to ensure data confidentiality
and integrity. The proposed framework has been compared with the existing frameworks to demonstrate its
efficiency and cost-effectiveness.

The research paper is arranged as Literature Review in section 2, Motivation in section 3, Methodology in
section 4, Proposed Framework in section 5, Implementation of Framework in section 6, Results and conclusion
in section 7 and Future Work in section 8.

2. Literature Review. The centralised systems work on the capabilities of the client-server approach
powered by HTTP (Hyper Text Transfer Protocol) due to its well implemented architecture to meet the
industry standards for communication of data. Here are some drawbacks of accessing data and information
using the potential of the HTTP architecture.

Limited Bandwidth: Channelising information through single server to multiple clients.

Paid services: Global access to the shared data requires a server to be setup or the services provided by the
central storage application is paid.

Ephemeral: Failure of the centralized server, will lead to data loss.

Data Duplication: Files having similar information, name and metadata can be found at multiple servers.

IPFS on the other hand provides better access to the data by decentralizing it, so that even if one node
breaks down, the data must be present with many other nodes. IPFS has high bandwidth as the data is
not downloaded from single server, it is accessed by many nodes having that information [3]. Similar to the
centralized data storage mechanisms IPFS also maintains a cache or a list of frequently accessed files, if the user
wants a file to be available for quick access then cryptocurrencies can be used to incentivize the information or
there is a cost free mechanism of file pinning which allows quick access to the frequently requested files. Using
the mentioned method the file will be consistent and available in a network whenever required. To prevent
data redundancy IPFS uses the concept of content based addressing where the files with same name and data
cannot be stored even on different locations [4]. It is important to note that both HTTP and IPFS protocols
provide data sharing and accessibility mechanisms and but have very distinct structure:

Content addressing: HTTP locates the stored information by the help of URL (Uniform Resource Locator),
whereas IPFS uses content-based addressing for locating the stored resources through the cryptographic
hash of the content regardless of its location.

Decentralization: HTTP relies on centralized servers to host and distribute content, while IPFS is a decentral-
ized network where content is distributed across many different nodes [5]. This means that IPFS can
be more resilient to network failures and censorship.

Performance: HTTP typically relies on a client-server architecture, where a client requests data from a server
and the server responds with the requested data [5].

Persistence: To gather information through HTTP architecture, it relies on the centralized server up time and
as long as it is available for data retrieval. Whereas, IPFS structure depends on the availability of
nodes hosting the data on network.

While HTTP and IPFS both serve the purpose of sharing and accessing content over the internet, IPFS
offers some unique advantages over HT'TP, particularly in terms of decentralization, content addressing, and
persistence [6]. However, HTTP is still widely used and has a well-established infrastructure that many websites
and applications rely on. Fig. 2.1 shows average analysis on the research work published worldwide from the
year 2018 to 2024 on IPF'S protocol. The analysis has been done using VOSviewer with input data from the
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Fig. 2.1: Analysis of average documents published from 2018 to 2024 on the study of IPFS

OpenAlex API. The results showcase links for 3430 documents published worldwide. The maximum research
work has been initiated in the United States followed by United Kingdom and Germany.

Service availability is one of the major concerns when we implement distributed/decentralised framework
and mechanisms. Traditional methods of calculating the uptime of service is measured by percentage of available
time, explained by the below mentioned equation [7][8].

MTTF

2.1
MTTF + MTTR (2.1)

Availability =

MTTEF: Mean Time Failure of service
MTTR: Mean Time to Repair the service

However, the above equation does not explain the reason of service failure. In case of IPFS or decentralised
frameworks, there can be many reasons for service failure like downtime of requested node, network congestion,
and unavailability of requested of data. To better describe the data or service availability, Giwon On, et al.
[7, 8] have mentioned an optimised definition of service and data availability of IPFS:

Availgervice = Avail pata X Availgysiem (2.2)
Avail system = Avail noge X Avail ping (2.3)
A'Ua'ilNode = A'UailDynamicXAvailIntrinsics (24)

We elaborate the availability matrix on the basis of our proposed framework using IPFS.
Availgervice: The available service of our proposed framework is directly proportional to data availability and
system availability. Therefore, service completion depends on available data and system uptime.
Avail pare: This refers to availability of updated data for user access and use. IPNS (Interplanetary Name
System) and dynamic links explained in further sections are implemented in IPFS to ensure updated
data availability.



520

Sonali Sharma, Shilpi Sharma, Tanupriya Choudhury

Table 3.1: BitTorrent vs IPFS

BitTorrent

IPFS

BitTorrent does not have the capabilities of using DHT
(Distributed Hash Table), therefore a torrent and meta-
data file is required to start downloading the file.

Hash of the file is required to start downloading the file
from IPFS. This is due to Kademlia- a lookup mechanism
by IPFS which supports DHT.

There is no mechanism of leveraging the CID (Content
Identifier) and DHT of the file content. Therefore, the
content of the files cannot be compared while it is be-
ing uploaded from different sources. This leads to data

Files having same CID will be detected as soon as they are
uploaded on IPFS. Files having same metadata, content,
file name, byte level compression and encryption will not
be uploaded on IPFS due to their similar CID.

redundancy.

Avail gystem: The system availability depends on availability of dynamic IPFS nodes, their configuration, and
data-link availability.

Availp;ne: Available link means that the node link between the user and server is within the reachable limit
with considerable delay to provide service using high bandwidth resource.

Avail Nyoge: This indicates the service node strength, bandwidth and performance to support the service com-
pletion and data delivery.

Avail pynamic: Stability in node uptime is dynamic node availability, to help and process the request within a
tolerable time limit.

Avail ppirinsics: Node Intrinsic availability refers to the bandwidth, storage capacity, system configuration and
processing power of the IPFS nodes in the distributed framework.

WebRTC is based on open standards consisting of several APIs (Application Programming Interfaces) to
enable standalone structure for video and audio calls, chat, and file sharing mechanism so that the developers can
use it to build real-time communication applications. For fast, secure and efficient communication it uses peer-to-
peer connections between the devices allowing the usage of advanced features such as encryption, which ensure
private connection [9]. It therefore consulates as the building block of decentralized applications based on real-
time connections. Due to the persistence and resilience of WebRTC structure there is no single point of failure,
which enables its adaptability to the changing modern standards [10]. To enable low latency communication:
WebSockets or signalling servers powered by WebRT'C ensure device discovery and connection. Upon successful
connection establishment, the information can be easily exchanged without the centralised servers. Overall,
WebRTC is a powerful technology to ensure real-time communication for decentralized environment.

Another aspect of conflict is to understand the difference between IPFS and blockchain. They both serve
the purpose of decentralisation with different use cases. IPFS however, showcases capabilities to overcome the
limitations of blockchain [11]. One of the major limitations of blockchain include scalability, where the size of
network may affect the synchronization between the blockchain nodes resulting in slow processing time and
higher price. To overcome this issue IPFS works on the mechanism of storing the large files off-chain. This
reduces the size of network making it more manageable, easy to verify and scalable [12].

IPFS enables the developers to create applications where blockchain based solutions to store large data
can be provided without any additional cost as storing large amounts of data on-chain can be expensive. In

summary, the limitations of cost, decentralization, scalability can be overcome by using the capabilities of
IPFS [13].

3. Motivation. In the era of innovation, the decentralization mechanisms have led to invention of many
file sharing protocols. One such popular file sharing mechanism is BitTorrent which enables the users to share
the files through peer-to-peer mechanism over the internet. A group of swans (hosts) is used to download
the information through BitTorrent instead of centralized servers [10]. Table3.1 shows differences between
the functionalities of BitTorrent and IPFS. The file accessibility speed is similar to IPFS, where the most
requested/visited file is available for faster access or download by the users.

BitTorrent and IPFS are based on data security while sharing between the users, although they do not
use content based encryption. Additionally, the Content Identifier(CID) can be accessed in public domain due
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Fig. 3.1: Properties of IPFS

to the usage of public Distributed Hash Tables by IPFS [14]. Similarly, the IP addresses are public in the
Bit Torrent architecture. This affects the confidentiality of the data as the hackers can constantly monitor
the sources and destination of file sharing. To overcome this Filecoin, SiaCoin, SafeCoin, Internxt and Storj
along with many other DApp (Decentralized applications) are recently being used as peer to peer file sharing
mechanisms which aim at addressing the issues of BitTorrent and IPFS.

IPFS being an extension to the traditional and popular HTTP protocol is efficient with high bandwidth
and no single point of failure. Fig. 3.1shows the properties and advantages of using IPFS in our implemented
framework for ensuring security and integrity of data. Our proposed framework does not use the capabilities
of an Ethereum blockchain to implement the framework using the peer to peer network since data storage is
expensive.

4. Methodology. Interplanetary File system, widely known as IPFS is a content based decentralized
storage protocol which can be used to store, access and retrieve files and data of any form [15]. IPFS stores
the contents in two main parts:

(i) An unstructured binary data block of size 256 KB. When the file size is more than 256 KB then a list
containing links of file chunks small in size are maintained.
(ii) An array having links to IPFS objects associated with the same directory.

Fig. 4.1 shows the fundamental principles of understanding the working of IPFS. Let’s closely look at these

features.

4.1. CID (Content Identifier). CID is a hash unique to the content of the file. Generally used in the
URL to access the file by its content. This also means that if the content of the file changes then the CID will
also change. In some instances changing the URL every time the content of the file is updated might not be
feasible, for this IPFS has a concept of mutable pointers also known as Interplanetary Name System (IPNS).
In this case the address of the pointer which is pointing to a CID is shared and every time there is any update
in the content of the file the CID is updated but the address of the pointer remains the same [14]. IPFS uses
DHT (Distributed Hast table) for providing efficiency and to make the file retrieval process robust. DHT is
responsible for the information of all the CIDs. Therefore when a CID is requested by the user, the IPFS
nodes send queries to the DHT for finding the nearest nodes which can help you retrieve the requested CID
[15]. The CIDs which are requested frequently are available in the DHT for a limited time and they can also be
pinned if you never want them to be garbage collected. This information about which CIDs are being requested
frequently and by which nodes is publicly available.

4.2. DAG (Directed Acyclic Graph). IPFS uses the advantages of DAG data structure to split the
files into blocks. All files are broken down into blocks which can be later retrieved from different sources, each
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Fig. 4.2: DAG construction for file storage in IPFS

block receives a unique CID based on its content as discussed in the previous section. The CID of the file is a
hash of the CID’s of the blocks. Therefore, a folder containing many files has a CID which will be made by the
hashes of the CID’s of the files stored inside it [16]. Fig. 4.2 explains the working of the DAG.

The advantages of using DAG is that even if there are similar files in a system then different DAG’s can
reference to same subset of data [17]. This can be helpful if some part of the bigger folder is being updated then
all other parts can continue to refer the same destinations and only the updated file can change its reference
as per the requirement.

4.3. DHT (Distributed Hash Table). A hash table is the one which maps the keys to values. A
distributed hash table however is split across the network and is used to connect different peers [18]. Once the
content to be requested is identified using the previous two steps, location of the content and where to find the
content is taken care by the DHT. Therefore DHT is responsible for:

e Identification of the peers who have the requested content
e Location of the Content

IPFS uses a data exchange protocol called Bitswap which is responsible for fetching the content from a peer

and sending it to another [19]. The designing of this protocol aims at balancing the latency and throughput
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of the entire system. Bitswap is a simple protocol which can receive and transfer blocks up to size 2MB for
achieving maximum compatibility.

Fig 4.3 shows the working of BITSWAP protocol which helps in fetching the data without any latency real
time.

If the blocks are to be retrieved from the peers then a WantList can be created which has the details of the
request blocks [20]. Hash of the received contents can be verified upon retrieval of blocks from the peers using
Bitswap. Verification can be done by hashing the contents to fetch CID of the received blocks and match them
with the CID of the request blocks. If both match then they can be sent to the other peers who have requested
the blocks.

5. Proposed Framework. IPFS is a peer to peer protocol and a globally distributed server which is used
for data storage and delivery. CIDs can easily be used to reference the distributed server and the nodes that
are communicating with each other. Let’s closely look at the attributes of IPFS which are publicly declared to
be referenced by nodes.

e Although the communication between the nodes is encrypted but the metadata produced by nodes
which is shared with the DHT is public.

e DHT contains a variety of information produced by the IPFS nodes which is public- CID of data and
PeerIDs (Unique node identifier).

e Retrieval and request of CIDs by the nodes.

There are two types of encryption schemes that can be used for data protection: Transport encryption and
Content encryption. IPFS uses transport encryption so that anyone cannot view the files/data while they are
being transported between nodes but the content is not protected as anyone who as the CID can download
and view the contents of the file. The additional security measures therefore are required to be taken for data
protection. The framework proposed in this paper aims at achieving privacy, confidentiality and security of
data while it is shared using IPFS.

1. Browser Application: Build using TypeScript because it has the capabilities of specifying the type
of data being passed into the code but in JavaScript this facility is not there as the variables and
parameters don’t give any information. The compile time type checking is possible by using the
TypeScript. For user interaction Next.js and React is used so that the browser application can be
easily accessed using web and no extra server storage is required to run this.

2. Encryption of file uploaded by the user: AES-256 is used for the encryption of files on the user system
before sending the file to IPFS. AES-256 encryption is not easy to decrypt because of the large key
size. It is even quantum safe because it requires 6600 logical, error-corrected qubits to break the
encryption of AES-256 but the latest quantum computer Osprey has 433 qubits achieved by IBM. The
computational powers of the presently used computers also cannot decrypt the files encrypted by AES-
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Fig. 5.1: Flowchart for file encryption and upload using the proposed framework

256 easily without the encryption key [21]. In this model the keys are being stored on the browser and
a single key is used for the encryption of files [17]. Fig.5.1 shows the process of uploading the encrypted
file using IPFS.

. Uploading encrypted files to IPFS: For implementation and usage of IPFS environment we are using

the HTTP-client library which can work with both the Go and JS implementations of IPFS without
installing any extra software on the system [22]. As the files being shared with the IPFS nodes are
encrypted and are being shared directly there are very remote chances of many attacks such as the
man in the middle attack (MIMT)and brute force attacks. The API used for implementation of IPFS
is responsible for splitting the files into blocks and create hashes of the contents. The CID is not shared
with the nodes and the metadata is directly stored at the database and not in the server.

. File sharing: Files uploaded to IPFS can be shared with the peers by creating and initializing a peer

object. Create peer object with connection to shared peer server and initialize the peer object. Initialize

an IPFS client to interact with the IPFS network. This is necessary for accessing and retrieving the

uploaded files. After initialization share the data with peer object [23]. To write clear and concise

instructions for sending files uploaded to IPFS to peers by creating and initializing a peer object, you

can follow these steps:

(i) Initialize a peer object to communicate with peers over a shared peer server. Make sure to provide
the necessary configuration options, such as the server URL, port, and any other required settings.

(ii) Set up callbacks to handle various events related to the peer connections, such as session timeout
or data transfer events. This ensures you can react appropriately to these events.

(iii) To share files or data with peers, you can use the connection object created in the event handler.
Send the data to the connected peer using the ‘send‘ method.

(iv) If session timeout or other connection-related events are important for your application, you can
implement callbacks for these events to handle them appropriately.

(v) If needed, you can also close connections gracefully when you're done with them.

. File Retrieval: The user request for file retrieval is processed by IPFS and information about the nodes

storing the CID of the requested file is shared by referring to the DHT. After the nodes having the
blocks of the requested file are identified, the encrypted file is send back along with its hash to the
browser application at the user end.
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Fig. 5.2: Flowchart for file decryption and download using the proposed framework

6. WebRTC employs encryption protocols like Datagram Transport Layer Security (DTLS) and Secure
Real-Time Protocol (SRTP) to ensure secure transmission of data. The user can decrypt the file using
the key stored on the browser and retrieve the original readable file. Fig. 5.2 shows the retrieval process
of the encrypted file.

6. Implementation of framework. The proposed framework aims to build a web based application
which does not require any external server for file storage. The framework consists of the following components:
IPFS Node: A local instance of the IPF'S daemon that handles file storage, retrieval, and distribution.
Encryption/Decryption Module: Encrypts files before uploading them to IPFS and decrypts them upon re-
trieval using a symmetric encryption algorithm.

Key Management Module: Generates, stores, and manages encryption keys.

WebRTC Signaling Server: Facilitates the exchange of signaling data between peers, enabling the establishment
of a WebRTC connection.

WebRTC Data Channel: A secure communication channel for exchanging encryption keys between peers.

A user uploads a file to the system. The Encryption/Decryption module encrypts the file using a randomly
generated encryption key. The encrypted file is added to the local IPFS node and distributed across the network
[24]. The user shares the unique IPFS hash of the encrypted file and establishes a WebRTC connection with
the recipient using the signaling server. Algorithm 1 explains the procedure to encrypt the file using a secure
randomly generated password before sharing the file with the peers. The encryption key is securely transmitted
to the recipient via the WebRTC Data Channel. The recipient downloads the encrypted file from IPFS using
the hash and decrypts it using the received encryption key. Our proposed system ensures the following security
properties:

1. Confidentiality: File content is encrypted using a symmetric encryption algorithm, making it unreadable
to unauthorized parties.

2. Integrity: The content-addressed nature of IPFS ensures that the file content remains unaltered, due
to a different hash value for any changes made to the uploaded file.

3. Availability: IPFS’s distributed architecture ensures file availability even in the presence of network
failures or censorship attempts.

4. Secure Key Exchange: WebRT'C’s encryption protocols (DTLS and SRTP) provide secure transmission
of encryption keys, preventing eavesdropping and man-in-the-middle attacks.

5. Cost effective: There is no cost required for sharing the files using the proposed framework.
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Table 6.1: Libraries, frameworks and technologies

Technology Version

IPFS Ipfs-desktop-0.24.1-mac.exe
React 18.2.0

Next.js Next.js 13

IPFS-http-client | https://github.com/ipfs/js-ipfs.git
Web Crypto API | https://github.com/mdn/content/blob/main/files/en-us/web/api/web_ crypto_api/index.md?
plain=1
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Fig. 6.1: Process diagram to upload the encrypted file using the proposed framework

6. Low space utilization: CID and hash are the only values stored for each file on each node, very limited
space utilization is required by our system as compared to other blockchain based solutions proposed
in the past.

7. Not searchable on web: The file is not searchable on the internet due to encrypted path information.

8. FEavesdropping and man in the middle attack is not possible: Unique peer ID is used for establishing
the secure connection between the sender and receiver.

9. Server less file upload/download and transportation: No server space is required for running the pro-
posed model.

10. Two way security: The established connection is verified through shared Peer ID communicated and

sent using WebRTC data channel.

The technology stack used to build the web application is discussed in Table 6.1.

In the proposed web application, the files are encrypted by using AES-256 and then the encrypted file
stored on the system by .enc extension can be uploaded on IPFS nodes. Fig. 6.1 and Fig.6.2 show the upload
and download procedure of encrypted files using the proposed mechanism. There is no cost of managing the
files as they are being uploaded on the web in a secured manner [25]. HTTPS is used for this purpose in the
current searches and file storage but due to centralized client server mechanism it is considered to be prone to
failure in the future. After installing the latest IPFS version on your system, for running the web application
on the browser of a PC or mobile run the following commands on the terminal to start IPFS client. Algorithm
2 explains the procedure to share the encrypted files securely. The two-way security mechanism to establish
the connection between sender and receiver ensures no cyber-attacks are possible while file transmission.

While establishing secure connection between the sender and receiver, a unique peer ID will be generated
the similar way we generate the one time stamp to open connection for the transaction to be successful. To
ensure the ease of use for the sender and receiver we have generated random IDs as a combination of adjectives
+ nouns + alphanumeric string. This will help in connecting and login to the connection without any delay.
Additionally, this peer ID will be valid for sharing only one set of file. For another file sharing option, we have
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Algorithm 1 Encrypt and upload file to IPFS

Input: IPFS API Address, File, User interaction through UI elements.
Output: Encrypted File, File CID, Stored file details in the browser.

1: Initialise Variables: Password, selectedFile, apiAddress, client, clientID, ipfsFile, encryptedFile, filesinDB.
2: Generate a password using alphanumeric characters
3: Create an IPFS client instance using the provided API address
4: while IPFS client is active do
5:  Set the client instance and client details (ID)
6: for all selectedFile from input field do do
7: Set the 'password’ variable based on user input
8: for encryptedFile do do
9: Read the selected file as a Uint8Array
10: Create salt, key, and IV for encryption
11: Encrypt the file using AES-CBC and derived key
12: encrypteddata < salt
13: encryptedFile < EncryptedData
14: Display an alert confirming successful encryption
15: end for
16:  end for
17:  for all encrptedFile do do
18: Upload the encrypted file to IPFS
19: ipfsFile < FileCID
20: Display an alert confirming successful file upload
21:  end for
22:  if UploadFile = PinF'ile then
23: Pin the file to IPFS
24: Display an alert confirming successful file pinning
25:  end if
26:  if ipfsFile, selectedFile, and password are available then
27: Create a PouchDB instance
28: Create a document with file details and store it in the local database
29: Display an alert confirming successful file details storage

30: end if
31:  Call getFilesInDB to refresh the file list
32: end while
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Fig. 6.2: Process diagram to download and decrypt the file from the proposed framework

to generate a different Peer ID. Due to this feature the model is secured from the brute force attacks and man
in the middle attacks.
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Algorithm 2 File sharing mechanism using the proposed framework

Input: Encrypted File, IPFS API address.
Output: File in database

1: Initialize Variables: lastPeerld, receiverld, peer, conn, status, filesinDB, selectedFiles
2: Create a PouchDB instance called db for the files database
3: Retrieve all documents from the files database
4: Handle Checkbox(event)
5: if The checkbox is checked then
6: Add the checkbox value to the selectedFiles list
7: else
Remove the checkbox value from the selectedFiles list
8: end if

9: Create an empty list selectedFilesDetails
10: for all Files in filesinDB do
11:  if file.id is in selectedFiles then

12: selectedFilesDetails < files
13: return selectedFilesDetails
14: end if

15: end for

16: Set receiverld to the value entered in the input field

17: Initialize a Peer Object

18: Create a peer object and connect to a shared PeerJS server

19: Create a new peer object and assign it to peer

20: while The peer object is successfully opened do

21:  Assign the peer ID

22:  Define event handlers for peer events, such as open, connection, disconnected, close, and error
23:  Enter the peer ID of the receiver

24:  Display the current connection status

25:  Join a connection to the destination peer based on the provided peer 1D
26:  Select files to share

27 Allow the user to refresh the list of files available in the local database

28:  Enable the user to select files for sharing using checkboxes
29:  for all Selected file do do
30: if conn exists then
31: Send the details of selected files to ’conn’
32: Display a list of selected file CIDs that will be shared
33: Send the selected file CIDs to the receiver
34: else

display an alert indicating that the connection is closed
35: end if

36: end for
37: end while
38: Close connection

7. Results and Conclusion. In this paper, we have presented a secure mechanism for file storage and
peer-to-peer sharing which uses the decentralized capabilities of IPFS and the secure communication channel
provided by WebRTC. The proposed system encrypts files before uploading them to IPFS and securely shares
the encryption keys using WebRTC. Our approach provides confidentiality, integrity, and availability for shared
files, while secure key exchange architecture between peers. The limitation of the proposed framework is
that both the sender and receiver must have IPFS installed on their respective devices for communication of
information. This can however, be made easily adaptable for use and practice as we are adapting to various
new technologies for securing our file sharing systems. The robustness of the secure channel communication
enables to share any size of files across the network without paying for the services like server space for storage
and data encryption.
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Fig. 7.2: Comparative analysis for file downloading from cloud based platforms

To compare our proposed framework with the popular cloud based solutions built on centralized server we
use the React File Picker component that works with the Apideck (File Storage API). The results have been
recorded based on the time parameter with 48 data points. System information — M2 MAC with 16GB RAM;
tests were performed on fiber connection connected through ethernet on Safari browser. Files of different sizes
have been compared for both the download and upload procedure- 49 KB, 256 KB, 5.5 MB and 14.1 MB. The
proposed framework is the fastest as compared to OneDrive, DropBox, Google Drive, MediaFire and Filebase
platforms as shown in Fig.7.1 and Fig.7.2.

8. Future Work. Our proposed framework combines the potential of IPFS and WebRTC to implement
an encrypted, secure, decentralized peer-to-peer file sharing framework. The mechanism has the capability to
serve as a foundation for further research in decentralized file sharing and content distribution. However, the
further research and development can work around the following areas:

Scalability: Due to increase in the number of users, files shared across the nodes can increase and therefore its
performance should be enhanced accordingly.

Access Control: These policies can be implemented to provide users with more control over the users who can
access their shared files.

Key Management: Exploring more advanced key management techniques, such as key rotation, modification
and regular updates to enhance security and mitigate potential key sharing risks.

Mobile Support: Mobile application for file sharing using similar technology can be implemented, which can
extend the system to support mobile devices for a seamless cross-platform experience.
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IMPROVEMENT OF THE ACO ALGORITHM FOR INTELLIGENT TASK SCHEDULING
IN CLOUD SYSTEMS

ESMA INSAF DJEBBAR*AND GHALEM BELALEM'

Abstract. Cloud computing involves accessing and using computing resources, such as servers, storage, and software appli-
cations, over the Internet, enabling scalable access on demand. Cloud computing systems are becoming an essential platform for
scientific applications. They enable task scheduling and IT resource allocation. When these resources are not enough to meet
demand, planning techniques are necessary. We propose to apply an improved ACO algorithm for intelligent task scheduling and
appropriate resource allocation in a cloud environment. This work proposes a modified version of the ACO algorithm that can
quickly converge to the best solution to further optimize the total response time, the average response time and the total execution
cost. The algorithm suggested based on artificial intelligence application of enhanced ACO is compared with the classical ACO
algorithm using Cloudsim simulator. The results obtained after the experiments and simulation are very encouraging to adopt this
technique.

Key words: Intelligent Task Scheduling, improved ACO Algorithm, Cloud computing Systems, Cloudsim simulator.

1. Introduction. Cloud computing is an area that brings together the distribution technologies, on de-
mand and via the Internet, of computer software and hardware services. The central idea behind these tech-
niques is to distribute computing resources as a common necessity, as envisioned by the founders of the rev-
olutionary technology over 40 years ago [1]. This principle of public distribution of computing resources also
drives the grid computing community, so it is sometimes difficult to distinguish the boundary between Grid
and Cloud Computing. This difficulty is all the more real since cloud computing is a young concept, the first
implementations of which date back to 2006, and whose development has accelerated in recent years.

Cloud computing reflects a recent model for the provision of computing resources. This model facilitates
access to resources via the network in sequence to minimize the costs incurred in managing hardware and
software resources. It constitutes the importance of viewing computing as a service in which principled reduction
can significantly minimize the cost of computing resources. With the cloud, there is no point investing in an
Infrastructure that would be overpriced to acquire. Since the contribution is menstrual, you have better
surveillance of your budget and you only pay for what you use. You no longer have to worry about updates,
storage and performance issues. Using the cloud, all this is managed by your service provider. The applications
and services you use in the Cloud are accessible wherever you are as long as you have a terminal and an internet
connection. If your needs change, it is possible to adapt your offer quickly and simply. The user can personalize
the services present in his interface.

The concept of Scheduling tasks within cloud computing systems is garnering more attention as Cloud
technology becomes increasingly popular. Task scheduling typically involves organizing tasks and assigning
them to available resources based on their properties and requirements. This process is vital for ensuring
the efficient operation of Cloud systems, as it involves considering various task modules to schedule tasks
appropriately. It’s essential to utilize the appropriate resources cost-effectively without changing the settings
of the Cloud service.

Various algorithms can be employed to select the necessary resources in a cloud system. Resource sorting
methods may include random selection, Round Robin, or greedy algorithms (based on resource processing
capacity and waiting time), among others. Similarly, task sorting can be based on FCFS (First Come, First

*Department of Computer Science Systems Engineering, National Polytechnic School of Oran-Maurie Audin, Oran, Algeria
(esma.djebbar@gmail .com).
fDepartment of Computer Science, University of Oranl-Ahmed Ben Bella, Algeria
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Served), SJF (Shortest Job First), or priority-based approaches. The scheduling algorithm determines which
task to execute and on which available resource. Each selection strategy offers distinct advantages, and by
implementing them strategically, it’s possible to harness their benefits and mitigate the drawbacks, ultimately
aiming for an optimized solution.

The remainder of the article is structured as follows: Section 2 introduces the Ant Colony Optimization
(ACO) algorithm. Section 3 reviews related studies on task scheduling utilizing the ACO algorithm in cloud
computing. Section 4 details the proposed Intelligent Ant Colony Optimization Task Scheduling algorithm.
Section 5 presents the experimental results conducted in the Cloudsim simulator. Lastly, Section 6 wraps up
the article by summarizing our contributions and suggesting potential avenues for future research.

2. Fundamentals of Ant Colony Algorithm Programming. Ant colony algorithms are derived from
the behavior of ants and constitute a collection of optimization meta-heuristics.

The ant colony optimization algorithm operates as an iterative process involving individuals that communicate
similar findings, enabling them to guide their subsequent decisions and signal paths to follow or discard to
subsequent individuals.

This concept originates from observing how ants search for food resources. Despite their limited individual
cognitive abilities, ants collectively manage to discover the most efficient route between a food source and their
nest.

The ACO organization chart is provided as a follow-up (Figure2.1). A framework describing this operation
is:

1. An ant circulates almost randomly around its colony space.

2. If it detects a feeding orovenance, it usually returns immediately to the nest, releasing a trail of
pheromones in its wake.

3. These pheromones being endearing, ants passing through the surrounding area will have the instinct
to pursue the imprint, more or less directly

Start
Initialization
process
’ Tteration ——y Final solution
Preparation of End

pargllel solution

Update pheromans

value

Fig. 2.1: Model of basic ACO Algorithm

3. Related works. Ant colony algorithms (ACO) for optimization can give approximate solutions to
difficult problems. In this part, we summarize some works that have used the ACO algorithm for scheduling in
cloud systems. Researchers have provided satisfactory algorithms and methods for task scheduling and resource
allocation, but there is still room for imperfection since the methods and algorithms mentioned are complex
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Table 3.1: Comparison of Task scheduliong algorithm with proposed work.

Work Objective Used algorithm Key contribution Results

[10]. Ant Colony Optimization | A Genetic Algorithm and | Implement Ant Colony | Reduce response time.
for Scientific Workflow. | Ant Colony Optimization | Optimization (ACO), ini-

Algorithm. tializing the allocation of
underutilized VMs with
the Pareto distribution.

[11]. Optimizing Multi Ob-|Black Hole Algorithm |It gives the hybrid ap-| Reduce makespan and to-
jective Based Dynamic|and Ant Colony Opti-|proach for proposed algo-|tal execution cost.
Workflow. mization algorithm. rithm.

[12]. Enhancing  the  Ant|A* Algorithm and Ant |Introducing the ACOStar | Reduce execution time.
Colony Optimization | Colony Optimization al-|algorithm aims to aug-

Algorithm for Improved | gorithm. ment ACO performance

Performance. by integrating the evalu-
ation function used in the
A* algorithm.

[13]. An optimized resource | A Genetic Algorithm and | Propose New Genetic Ant | Reduce makespan, eco-
scheduling algorithm in | Ant Colony Optimization | Colony Optimization Al-|nomic cost, and total
fog computing. algorithm. gorithm (NGACO). cost.

[14]. A hybrid algorithm for | A Genetic Algorithm and | Introduce a hybrid | Reduce execution cost.
deadline-constrained Ant Colony Optimization | scheduling algorithm,
workflow scheduling,. Algorithm. Partial Critical Path—Ant

Colony Optimization
(PCP-ACO).

[15]. Ant colony optimization | Ant Colony Optimization | Showcase the versatility | Reduce parallel test as-
for parallel test assembly. | algorithm. of the ACO to construct | sembly.

multiple parallel short
scales.

[16]. An enhanced algorithm | Ant Colony Optimization | An Ant Colony Optimiza-| Improve the quality of ser-
for service composition |algorithm. tion (ACO) algorithm | vice (QoS).
based on ACO. that incorporates a multi-

pheromone approach.

[17]. An adaptive ACO algo-| Dynamic adaptive ant|Dynamically determine | Reduce convergence time
rithm with dynamic ant | quantity ACO Algorithm | the number of ants to|and increase solution
quantity for addressing|and Ant Colony Opti-|prevent them from falling | quality.
the traveling salesman | mization algorithm. into local optimization.
problem.

Proposed.| Improvement of the ACO | Ant Colony Optimization | Select the best virtual ma-| Reduce response time and

Algorithm for Intelligent
Task Scheduling.

algorithm and Improved
ACO Algorithm.

chine for running tasks.

execution cost.

class problems (NP-difficult/NP-complete). Table 3.1 provides a comparison of the studied works on task
scheduling in cloud computing systems presenting their objectives, algorithms, key contributions and specific

results.

The authors in [10] use the Ant Colony Algorithm (ACO) intelligent optimization, in which the allocation
of underutilized virtual machines is initiated by the Pareto law repartition. The ACO program is chosen to
lead to the determination of migration of virtual machines (VM) by its outcome towards minimum values of
cost and response time.

In their study [11], the authors propose enhancing dynamic task scheduling in the Cloud by employing two
distinct scheduling algorithms: the Ant Colony Optimization and the Black Hole Algorithm. Their objective
is to reduce overall costs and total response time for users. They achieve this by integrating the Black Hole
Algorithm with the ACO program, replacing certain steps.
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In their research [12], the authors introduce the ACOStar algorithm, aiming to enhance the efficiency of
ACO by incorporating an estimation function into its mathematical framework. To validate the performance
of this algorithm, they apply it to the shortest path problem, demonstrating its effectiveness and reliability
through practical tests.

In [13], the authors propose a resource scheduling model called Normalization Processing, which optimizes
pheromone levels to minimize total costs. They also introduce the New Genetic Ant Colony Optimization
(NGACO) Algorithm, combining enhancements from Genetic Algorithm and ACO. NGACO features a novel
pheromone update approach and utilizes the roulette wheel algorithm for enhanced exploration and population
diversity.

The hybrid scheduling algorithm, Partial Critical Path-Ant Colony Optimization (PCP-ACO), is introduced
in [14] with the aim of reducing workflow execution costs in cloud environments while meeting user-defined
deadlines. By merging the heuristic PCP algorithm with ACO, PCP-ACO achieves faster convergence.

In [15], the authors demonstrate ACO’s adaptability in constructing multiple parallel short scales that fulfill
various criteria simultaneously. They curate tests from a pool of knowledge items, ensuring gender fairness and
precise measurement of factual knowledge.

In [16], a service composition strategy in a multi-cloud environment integrates an Ant Colony Optimization
(ACO) algorithm with a multi-pheromone mechanism to enhance Quality of Service (QoS). Additionally, a
mutation operation inspired by genetic algorithms is incorporated to mitigate the risk of local optima.

In [17], the authors present the dynamic adaptive ACO algorithm (DAACO), which utilizes a hybrid local
selection strategy to enhance the quality of ant optimization and reduce optimization time. Experimental
results on the Traveling Salesman Problem (TSPLIB dataset) demonstrate that DAACO outperforms existing
ACO algorithms in terms of convergence time, solution quality, and average performance.

4. Proposition of modified Algorithm Ant Colony Optimization Task Scheduling. We propose
applying an enhanced ACO algorithm for intelligent task scheduling and optimal resource allocation in a cloud
environment. This study introduces a modified version of the ACO algorithm aimed at further optimizing
total response time, average time, and overall execution costs. The proposed algorithm, leveraging enhanced
ACO through artificial intelligence techniques, is compared against the traditional ACO algorithm using the
Cloudsim simulator. A graphical representation of our approach is illustrated in Figure 4.1.
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Fig. 4.1: The graphical representation of the proposed work

The improved ACO algorithm for selecting the best virtual machines for task execution and which allows
rapid convergence towards the best solution and which is composed of three phases:
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4.1. The choice of the VM for the task. For each repetition of the ACO algorithm, and for each
individual ant k, &k = 1,...,m (m is the quantity of ants), creates a round carrying out n steps (n is the set
of tasks) of which a probability equation is used. The k-th ant selects V'm; for the following task i with a
probability calculated by equation 4.1:

[T (D] xa® X [ni; ()] x 82

Pk (t) = { Zieauthnrizadk [Ti5 ()] x a2 X [n;; ()] x B2 if '7 = authorizedk
¥ :
0

(4.1)
else.

7;;(t) indicates the concentration of pheromones at time ¢ between task i and vm; on the path.

7;; represents visibility; the expected execution and transmission times of task i on the virtual machine vm;.It
is possibly estimated using the following equation 4.2:

ni; = 1/Cj (4.2)
Cy; is the completion time. authorized), represents the virtual machines authorized for the ant k. &k =
{0,1,...,n—1}.
« and § are two parameters that look at weight for pheromone trail and visibility information respectively.

4.2. Pheromone Update. When a turn is made, equation 4.3 calculates the quantity of pheromones on
each path (i, 7), deposited by each ant k:

t) :{ 9 if(i, §) € Ti(t) (4.3)

k
Ar, 0 else.

ij
T (t) represents for each iteration ¢ the turn performed by the ant k. Lj calculated by equation 4.4, defines
the length of the turn:

Ly = argmaz; {Zie” Cij} (4.4)

1J is the totality of tasks assigned to virtual machine vm;. @ is a adjustment coefficient.
The pheromone update employed at all paths is updated by equation 4.5 after each iteration:

Tij(t+1) = (1= p)7;(t) + pATi;(1) (4.5)
p is the pheromone evaporation factor, 0 < p < 1.
Ary(t) = Y, Atk (1) (4.6)

4.3. General Pheromone Update. Once all the ants have completed an iteration, the pheromones of
the bridges (4,j) corresponding to the preferable path are reinforced by a quantity (/Lpest, where Lpes: is
the duration of the best path found Tpes;. This reinforcement is called general pheromone updating and is
calculated using equation 4.7:

7ii(t) = 7 + 1% (i, ) € Thest (4.7)

5. Experiments and Results. In a cloud computing environment, we opted to compare the basic ant
colony optimization algorithm with a modified version for task scheduling and resource allocation using the
Cloudsim simulator. The simulations were conducted with varying parameters including the number of cloudlets
and VMs, utilizing 40 ants for the experiments.

5.1. Total response time compared to tasks. In the first simulation result, we estimated the average
response time by varying the quantity of virtual machines (VM) and the effective of cloudlets. Figure 5.1 shows
the simulation result for a number of cloudlets less than or equal to 100 with a number of virtual machines set
to 10.

The result of the simulation for a number of cloudlets between 100 and 1000 on 50 virtual machines is given
in figure 5.2.

For the simulations whose results are given in figure 5.3, we fixed the number of cloudlets to 500 and varied
the number of virtual machines (between 20 and 50 respectively).

The first graphs (Figures 5.1, 5.2, et 5.3) concerning the total response time of queries show that the
response time decreases remarkably with a high gain when using the modified ACO optimisation algorithm.
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Fig. 5.3: The third total response time

5.2. Total execution cost. For this series of simulations, we calculated the total execution cost by varying
the quantity of virtual machines (VM) and the effective of cloudlets. Figure 5.4 shows the simulation result for
a number of cloudlets less than or equal to 100 with a number of virtual machines set to 10.

The result of the simulation for a number of cloudlets between 100 and 1000 on 50 virtual machines is
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given in figure 5.5. For the simulations whose results are given in Figure 5.6, we varied the number of virtual
machine (VM) (between 20 and 50) and we fix the number of cloudlets to 500.

In the graphs in (Figures 5.4, 5.5 and 5.6, we can see that the cost of executing queries has been reduced
considerably, with a significant gain.
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5.3. Average response time. For this simulation series, we calculated the average response time by

increasing the quantity of virtual machines (VM) and the effective of cloudlets. Figure 5.7 shows the simulation
result for a number of cloudlets between 1000 and 2000 with a number of virtual machines set to 100.

Average response time Ve, Cloudlet
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Fig. 5.7: The average response time

In the graphs in (Figures 5.7, we can see that the cost of executing queries has been reduced considerably,
with a significant gain.

6. Conclusion. Cloud computing technology evoke an original model for the provision of computing
resources. This technology has several advantages such as resource elasticity, pay-per-use payment model and
others benefits.Cloud computing makes it possible to make resource allocations I'T, but resources are not always
sufficient. They often cannot meet user needs. Therefore, task scheduling and resource allocation mechanisms
are needed to improve the optimization criteria. New strategies can employ some scheduling and allocation
concepts to provide better task scheduling and resource allocation. A scheduling problem consists of organizing
the execution of tasks over time, taking into account time constraints (deadlines, sequence constraints) and
constraints relating to the availability of the required resources. The ACO algorithm, imitated from the act of
foraging ants, which is a popular fuzzy optimization technique. The major principle of this act is the hidden
dialogue between the ants by means of trails of chemical pheromones which allow them to find short routes
between their home and their food germs. In this framework, the decisions made by all the ants are relevant and
the experiences of all the ants are used at each iteration to build the new optimal solution. In our modest work,
we have proposed a new modified variety of the ACO algorithm. We tested our algorithm under the CloudSim
simulator. The approach reduces the total response time, the average response time, and the total execution
cost. In summary, the simulation results obtained for the proposed scheduling strategy are satisfactory, very
encouraging, and meet the objectives set. The improved ACO algorithm for task scheduling is not tested on
real workflows. This point is very important to consider in future work. We also propose an improvement of
the algorithm by hybridization with the gray wolf optimization algorithm which is an algorithm widely used
recently in this type of work.
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FORECAST OF TOBACCO RAW MATERIAL DEMAND BASED ON COMBINATION
PREDICTION MODEL

BIN CHEN?* JILAI ZHOU! HAIYING FANG! RENJIE XU} AND WEIYI QUY

Abstract. In order to improve the prediction accuracy of tobacco raw material demand, this paper presented a combined
prediction model. Combined prediction model first used Holt-winters exponential smoothing method and SARIMA model to
forecast the demand of cigarette raw materials respectively, and then used BP neural network to aggregate the results of these
two predictions to get the final prediction result. Holt-winters exponential smoothing method, SARIMA model and combined
prediction model were used to forecast the demand data of tobacco raw materials, respectively. For the prediction of the same
material, the error of the combined prediction model were all less than the other two models. The prediction accuracy of combined
prediction model was higher.

Key words: Demand prediction; Holt-winters exponential smoothing method; SARIMA model; BP neural network; Combined
prediction model.

1. Introduction. In the practical production process of tobacco firms, in order to meet the demand of
production and realize the continuity of production, firms often appear the phenomenon of tobacco raw material
replenishment, which consumes a lot of manpower and material resources. Therefore, accurate prediction of
tobacco raw material demand is helpful for enterprises to make more reasonable production plans, realize
rational warehouse planning, reduce enterprise resource consumption and improve enterprise work efficiency.

For raw material demand forecast, the traditional forecast methods mainly include trend extrapolation,
wavelet analysis, regression analysis, grey prediction and time series prediction. The trend extrapolation method
is usually used for relatively simple functional models, such as linear functions [1]. Although wavelet analysis
can analyze and study each time component, it is difficult to restore the original time series because each time
component has no practical significance [2].

Regression analysis determines future demand by fitting curves of past data into regression equations.
However, when dealing with samples of uncertain factors, its performance is not satisfactory [3]. Grey prediction
method can deal with the samples of uncertain factors well and requires a relatively small sample size [4]. The
time series method fully considers the periodicity, seasonality, randomness and other significant characteristics
involved in the time factor in the prediction, which can carry out dynamic analysis on the data and judge the
trend of the data change over time. Based on the above advantages, time series method has been applied to
air environment prediction, financial field, special material demand analysis and other fields [5][6].

ARIMA model and Holt-Winters exponential smoothing method have been widely used. ARIMA focuses
on using difference method to analyze rules in time series [7]. Compared with ARIMA, seasonal ARIMA
(SARIMA) adds seasonal factors in the forecasting process, therefore it is more suitable for time series with
periodicity [8].

Exponential smoothing is a time series prediction method of weighted average movement [9]. Holt-Winters
exponential smoothing method differs from ordinary exponential smoothing in that it can analyze the horizontal,
trend, and seasonal components of historical data simultaneously [10]. Through the analysis and observation
of the historical data of tobacco raw materials, it is found that it has obvious seasonality, so SARIMA and
Holt-Winters exponential smoothing method are suitable for its prediction model.

*Hongyun Honghe Tobacco (Group) Co., Ltd., China.
THongyun Honghe Tobacco (Group) Co., Ltd., China.
fHongyun Honghe Tobacco (Group) Co., Ltd., China.
$Hongyun Honghe Tobacco (Group) Co., Ltd., China.
9Business School of Hohai University, Nanjing, China (Corresponding author, weiyi_hh2198@163.com).
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In the 21st century, machine learning has been applied to the field of prediction by many scholars. Common
machine learning methods are Random Forest (RF), BP Neural Network, artificial neural network (ANN)
[11][12]. Among them, BP Neural Network has good performance in nonlinear regression and has been widely
used [13]. On the other hand, combinatorial forecasting methods have also attracted the attention of many
scholars [14][15].

According to previous studies, BP neural network, Holt-winters exponential smoothing method and SARIMA
model have been widely used in the field of prediction, but few studies have combined the three and applied
them to the tobacco field. A combined demand prediction model combining BP neural network, Holt-winters
exponential smoothing method and SARIMA model was constructed to fit the historical data of tobacco raw
materials and achieve accurate prediction of tobacco raw material demand.

2. Model Construction.

2.1. SARIMA Model. The SARIMA model evolved from the basic ARMA model. The ARMA model is
suitable for solving the prediction problem with stationary series. In this case, seasonal difference needs to be
added to the sequence, and a more complex SARIMA model is needed to realize the prediction of time series.

The SARIMA model can be expressed by each different parameter as SARIMA(p,d, q) (P, D,Q)s, whose
modeling formula is shown in equations (2.1)-(2.5) [16]:

dp(L)Pp (L) ATAG Y, = 0,(L)Oq (L )us
$p(L) = (1 =1L — ¢poL? — - — 6, L7)
Op(L%) = (1 — &, L5 — &L — ... — 3, L7%)

0,(L) = (1 + 0, L+ 02L* + -+ 6,L%)
Og(L®) = (1+©;L% + 0515 4 .- 4 0o L")

~ o~~~ —
[ B e I
=20

where p and P mean non-seasonal and seasonal autoregressive orders; ¢, and ® p(L®) mean non-seasonal and
seasonal autoregressive polynomials; d and D mean non-seasonal and seasonal difference orders; S means the
seasonal cycle; A% and AL are difference and seasonal difference; y; represents a time series; ¢ and @ mean
non-seasonal and seasonal moving average polynomials. 6,(L) and ©g(L%) mean non-seasonal and seasonal
moving average polynomials; u; means the error.

This study adopted EViews software to construct SARIMA model, which could be divided into the following
three steps:

Step 1: Stationarity test. In this paper, the stationarity of historical date series was determined by unit root
test. If the series was non-stationary, it needs to make d-order difference; if the sequence had seasonality
with period S, it needs to make D-order difference with step size S to make it into stationary sequence.

Step 2: Model selection. That is, the values of p, ¢, P, Q were certain. By observing the characteristics of the
ACF (Autocorrelation Function) and PACF (Partial Autocorrelation Function) graph of the series after
difference, the alternative combinations of each order of the model could be certain, and the optimal
combinations were screened out by AIC, SC, HQC and other criteria.

Step 3: Model test. Each parameter of the model was determined in step 1 and step 2, and the residual sequence
could be generated by running the model. In this paper, ADF (Augmented Dickey-Fuller) unit root
test and Q test were used to test the residual error of SARIMA model.

Step 4: Model prediction. Made predictions according to the model selected in Step 3. By comparing the
forecast data with the historical data, the prediction error was calculated. MAE, MAPE and RMSE
were selected as the evaluation indexes. The three evaluation indexes showed that the lower the
calculated value, the higher the prediction accuracy of the models. Each index formula is shown in
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formula respectively:

R
MAPE = — == % 100 2.8
IS 100% (28)

i=1 t
Among them: x; represents the historical data, y; represents forecasts, n represents sample number.

2.2. Holt-Winters Exponential Smoothing Method. As a three-parameter smoothing method, ex-
ponential smoothing is mainly applied to time series with both linear and seasonal trends. The core idea
of exponential smoothing method is to decompose time series into linear trend, seasonal trend and irregular
change, then use exponential smoothing method to predict the above three trends or changes respectively, and
finally establish addition or multiplication models for comprehensive prediction. The three parameters of Holt-
winters exponential smoothing method include «, 8 and ~y, which control the level, trend and season at time
t, respectively. The value of each parameter ranges from 0 to 1. A larger value indicates a higher prediction
ratio.

The addition model formula of Holt-winters exponential smoothing method is as follows:

up = oy — se—r1) + (1 — a)(ug—1 +v4—1) (2.9)
v = Blug — ug—1) + (1 — Bve—1 (2.10)
st =Yy —ue) + (1 = 9)se-r (2.11)

The multiplication model formula of Holt-winters exponential smoothing method is as follows:

Yt

up = a(St_T) + (1 —a)(up—1 +vi—1) (2.12)
vr = Bur — ug—1) + (1 = B (2.13)
s =10,0) + (= )ser (2.14)

where, y; is time series, u; is linear trend, v; represents the linear increasing rate of u;, s; is seasonal trend, T'
means seasonal cycle.

2.3. BP Neural Network. The structure of the BP neural network is shown in Figure 2.1. The original
data is input layer, and then Data from the input layer pass to the hidden layer, hidden layer built-in transfer
function used to process the input to the hidden layer of data, hidden layer will be processed data to the output
layer, the output result 21, 23, ---, 2,. The BP neural network compares the output results with the original
data and calculates the errors. If the errors meet the set requirements, the model can be determined. If the
errors are greater than the set requirements, the errors will be reverse-transmitted to the hidden layer, and
then the model parameters will be redetermined until the model errors meet the requirements.

There are three types of BP neural network data sets, namely training set, verification set and test set. In
addition, in order to accelerate the training speed and improve the model performance and stability, BP neural
network needs to normalize the original data. The formula is as follows:

¢ S —min(S)
S = maz(S) — min(S)

(2.15)

Among them: S means time sequence, S; and S; means the value of the time series and normalized time series
at time ¢, respectively. max(S) and min(S) mean the maximum and minimum value in the sequence.
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Fig. 2.1: Neural network structure diagram

2.4. Combinatorial Forecasting Model. Combinatorial forecasting techniques can be divided into two
types: model grouping and result grouping. The model grouping method focuses on the analysis of the advan-
tages and disadvantages of different models to put forward a combination method to realize the complementary
advantages of the models. The common model grouping method includes the combination of qualitative pre-
diction and quantitative prediction, linear prediction and nonlinear prediction, dynamic prediction and static
prediction. The idea of result grouping method is to first obtain multiple prediction results by using different
prediction models and methods, then appropriate methods are used to determine the weight of each model,
and finally their weighted average is calculated and used as the predictive value. This paper chose the result
grouping method and the expression of the weight model is as follows:

Ut = WiYie + WaYar (2.16)

In this formula: g; is the output of BP neural network and represents prediction value of combination forecast
model at time ¢. y;; and ys; are the input of BP neural network and represent the predicted values of the
SARIMA model and Holt-winters exponential smoothing method at time ¢, respectively. wi; and ws; represent
the respective weights of the predicted values of SARIMA model obtained by BP neural network and Holt-
winters exponential smoothing method at time t.

The objective function of BP neural network is L2 norm loss function, and the formula is as follows:

La(@y) =Y (e — )’ (2.17)

t=0

In this formula: y; represents value of the time series at time ¢, 3j; represents prediction value of combination
forecast model at time t.
There were three steps to implement the combined prediction model:

Step 1: SARIMA model and Holt-winters exponential smoothing method were respectively used to forecast the
past tobacco raw material demand data, and the respective prediction results were obtained.

Step 2: Selected the appropriate proportion and divided the predicted results obtained in Step 1 and the
corresponding real values into training set, verification set and test set. And take the actual demand
as the model test standard. Using training set to train the BP neural network, and verification set to
debug the parameters.

Step 3: Taking the training set and verification set as the input after parameter debugging, running the BP
neural network, and then output prediction result. Calculated the prediction error and evaluated the
prediction effect. The evaluation indicators were MAE, RMSE and MAPE.

It is worth mentioning that when the time series has 0 or the seasonal variation of the series is not significant,
the SARIMA model will no longer be applicable, thus affecting the prediction accuracy of the combined model.
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Fig. 3.1: Trend chart of historical data of materials demand

Table 3.1: Unit root text of DSX

t — Statistic  Prob

ADF test statistic -5.970426 0.0000
1%level -3.615588
Test critical values  5%level -2.941145

10%level -2.609066

3. Empirical Analysis.

3.1. Data Sources and Description. In this paper, the materials historical demand data of material
A, B and C of Y Tobacco Company from January 2017 to December 2021 were selected as samples, in which
material C' was the main raw material of Y Tobacco Company’s high-end products, and material A and B
were the raw material of common products. Here were 60 periods of historical data for different materials. In
order to verify the prediction accuracy of the combined prediction model, the data from July to December 2021
were taken as the test set of the combined model. The historical data of each material are shown in Figure 3.1.
Among them, the demand for material A and material B decreased slightly in 2018, and the demand for raw
materials showed an overall rising trend from 2019 to 2021. As high-end raw materials, the overall demand for
material C' was less than that for material A and material B. The overall data of the three kinds of material
showed non-stationary time series with obvious seasonality.

Due to space limitations, this paper only shows the process of predicting raw material demand of material
A by using models. The prediction results of each model of all materials will be shown in Section 3.4.

3.2. Prediction of SARIMA Model. The first-order difference of S = 12 was applied to the historical
data series of raw material demand of material A from January 2017 to June 2021, that was, SARIMA(p, 1, q)
(P,1,Q)12. The sequence before the difference was called X and the sequence after the difference was called
DSX.

First, unit root test was performed on DSX. As could be seen from Table 3.1, T-test statistic was -5.970426,
which was less than -2.941145 at 5% test level, indicating that residuals pass ADF test and DSX was stationary
time series.

ACF and PACF of DSX were observed, as shown in Figure 3.2. PACF of DSX was significantly non-0 when
lagging 1 order, so p = 1 could be considered; ACF was significantly non-0 when lagging 1 order, so ¢ = 1 could
be considered; in addition, since seasonal difference with period 12 was carried out in the time series, P = 1
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Date: 11/19/22 Time: 23:18
Sample: 2017TM01 2021M12
Included observations: 41

Autocormelation Partial Cormelation AC PAC O-Stat Prob

1 -0.581 -0.561 13876 0.000
2 0113 0295 14.445 0.001
3 -0.051 -0.216 14572 0.002
4 0.052 -0.099 14701 0.005
5 0036 0.051 14764 0011
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Fig. 3.2: ACF-PACF diagram of DSX

Table 3.2: Comparison results of SARIMA models

Model Adjusted R-squared AIC SC HQC
SARIMA(1,1,1)(1,1,1)12 - - - -
SARIMA(1,1,1)(1,1,0)12 0.422709 7.864747 8.031925  7.925624
SARIMA(1,1,1)(0,1,1)15 - - - -
SARIMA(1,1,0)(1,1,1)12 - - - -
SARIMA(0,1,1)(1,1,1)12 0.423823 7.882115 8.049293  7.942992
SARIMA(1,1,1)(0,1,0)12 0.398515 7.856398  7.981781  7.902056
SARIMA(0,1,0)(1,1,1)12 0.087883 8.316835  8.442218  8.362492
SARIMA(1,1,0)(1,1,0)12 0.309010 7.994796  8.120179  8.040453
SARIMA(0,1,1)(0,1,1)12 0.439722 7.833452  7.958836  7.879110
SARIMA(0,1,1)(1,1,0)12 0.427561 7.840078  7.965461  7.885735
SARIMA(1,1,0)(0,1,1)12 0.335584 7.980981 8.106364  8.026639
SARIMA(1,1,0)(0,1,0)12 0.311724 7.959510 8.043099  7.989949
SARIMA(0,1,1)(0,1,0)12 0.389070 7.847230 7.930819  7.877668
SARIMA(0,1,0)(1,1,0)12 0.084441 8.278828 8.362416  8.309266
SARIMA(0,1,0)(0,1,1)12 0.113267 8.268651  8.352240  8.299090

and @ = 1 could be considered.

Combined different values of P, p, @, ¢ into different SARIMA models, and calculate the Adjusted R-
squared, AIC, SC and HQC values of each model. When the adjusted R-squared value was larger and the AIC,
SC and HQC values were smaller, the prediction of the model was better. The comparison results of models
could be seen in Table 3.2. Through comprehensive comparison and observation, SARIMA(0,1,1)(0,1,1)12
performed best and selected as the model of material A.

The ADF test was carried out for the residual of SARIMA(0,1,1)(0,1,1);2 model. The test results could
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Table 3.3: ADF test of residual series

t — Statistic Prob

ADF test statistic -5.354789 0.0001
1%level -3.632900
Test critical values 5%level -2.948404

10%level -2.612874

Table 3.4: Error of SARIMA(0,1,1)(0,1,1)12 model

Time/month  Actual value Prediction value MAPE

2021.07 144 130.23 9.56%
2021.08 168 152.16 9.43%
2021.09 183 188.05 2.76%
2021.10 182 176.25 3.16%
2021.11 185 164.87 10.88%
2021.12 140 150.36 7.40%

MAE:11.82 RMSE:12.99 MAPE:7.20%

be seen in Table 3.3. The T-test statistic was -5.354789, which was less than the -2.948404 at the test level of
5%, indicating that the residual has passed the ADF test. At the same time, the Q test with 20 order lag for
the residual sequence was performed and P = 0.294 > 0.05 was obtained, indicating that the residual sequence
passed the @ test and appeared as white noise sequence. If a sequence is a white noise sequence, it means that
all information in the sequence has been extracted. Therefore, the SARIMA(0, 1,1)(0, 1, 1)12 model was valid
and could be used to forecasting.

The SARIMA(0,1,1)(0, 1, 1);2 model was used to fit and predicted the X series, the forecast data from July
to December 2021 were used to compare with the real demand data, and calculated the prediction accuracy.
Model errors were shown in Table 3.4, the MAPE was 7.20%, which was less than 10%. It was proved that the
performance of the model was good, but it could also be seen that the stability of the model was poor for the
prediction of different months.

3.3. Prediction by Holt-Winters Exponential Smoothing Method. EViews software was used for
prediction, and the parameters in additive model and multiplicative model were the parameters with the highest
fitting degree automatically calculated by the software. With the historical raw material demand data of A
from January 2017 to December 2020 as the original data, the demand of material A from January 2021 to June
2021 was predicted. According to the size of the errors, judged which model of addition model or multiplication
model had better prediction effect. Table 3.5 showed the prediction results of two models of Holt-winters.
According to the table, compared with the multiplication model, most of the predicted values of the addition
model were closer to the real values. But more specific calculations were needed, using errors to measure the
performance of both models.

The evaluation indexes of the additive model and the multiplicative model were calculated and shown
in Table 3.6. According to the evaluation results, each index of the addition model was superior to the
multiplication model, and the addition model was selected as the prediction model of raw material demand for
material A.

Taking the historical raw material demand data of A from January 2017 to June 2021 as the original
data, the addition model was used to forecast the raw material demand from July 2021 to December 2021,
and compared with the actual demand in the current month. The fitting error of the Holt-winters addition
model could be seen in Table 3.7. The MAPE of addition model was 4.60% and less than 7.20% of SARIMA
model, other indexes were also smaller. However, the maximal MAPE of different months was 10.60% and the
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Table 3.5: Forecast result of Holt-winters models

model

Time/month Actual value  \ jyii00 odel  Multiplication madel

2021.01 83 74.16 71.57
2021.02 82 76.41 73.58
2021.03 153 140.91 141.67
2021.04 130 118.66 118.19
2021.05 118 112.16 111.26
2021.06 134 118.66 118.05

Table 3.6: Fitting results of Holt-winters models

Parameter Fit evaluation
«@ 8 ~v MAE RMSE MAPE

Additive model 026 0 0 9.84 10.34 8.14%
Multiplication model 0.24 0 0 10.95 11.32 9.96%

Model

Table 3.7: Fitting error of Holt-winters additive model

Time/month  Actual value Prediction value MAPE

2021.07 144 134.93 6.30%
2021.08 168 150.20 10.60%
2021.09 183 187.97 2.72%
2021.10 182 181.49 0.28%
2021.11 185 181.02 2.15%
2021.12 140 147.79 5.56%

MAE:9.13 RMSE:7.35 MAPE:4.60%

minimum MAPE was 0.28%, the stability of the model was also not very well. In general, the fitting effect was
better than that of SARIMA model.

3.4. Combination Model Prediction. The number of neurons in the BP neural network determines the
complexity of the model, so as to adapt to the nonlinear mapping relationship of different complexity, but at
the same time, the number of neurons also affects the computational complexity and training time. Therefore,
the number of neurons of BP neural network needed to be confirmed. According to the empirical formula, the
optimal number of neurons of hidden layers was between 2 and 8. Then, 35 groups of data from February
2018 to December 2020 were selected as the training set, the minimum error of the training target was set
as 0.0001, the training times as 1000, and the learning rate as 0.01. Data from January to June 2021 were
selected as the verification set. The number of each neuron was tested for 15 times, RMSE was used as the
evaluation index, and the mean value of the 15 test results was taken. As can be seen from Figure 3.3, for the
demand prediction of material A, the most appropriate number of hidden layer neurons was 2. As the number
of neurons increased, the complexity of the model increased, and overfitting problems might occur, resulting in
increased model errors.

After the number of neurons was determined, the combined prediction model could be constructed. The
material A demand data from July 2021 to December 2021 were predicted. The prediction results and the values
of each evaluation index were shown in Table 3.8. The MAPE of the combined prediction model decreased to
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Fig. 3.3: Evaluation results of different neuron numbers

Table 3.8: Forecast results of combination forecasting model of material A

Time/month  Actual value Prediction value MAPE

2021.07 144 138.52 3.81%
2021.08 168 152.92 8.98%
2021.09 183 184.16 0.64%
2021.10 182 180.65 0.74%
2021.11 185 182.22 1.50%
2021.12 140 150.31 7.37%

MAE:7.90 RMSE:6.05 MAPE:3.84%
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Fig. 3.4: Comparison of prediction results among three models of material A

3.84%.
The prediction results of the models for materials A, B and C were compared with the actual values of

the current period to verify the validity of the combined model. The results were shown in Figures 3.4-3.6. By
observing these figures, it could be known that the result of the combined prediction model was closer to the
historical demand date, which represented it had good performance for prediction.

The accuracy indexes of different models of A, B and C were compared, and the results could be known

in Table 3.9.
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Fig. 3.6: Comparison of prediction results among three models of material C'

Table 3.9: Comparison results of precision index among models of materials

Material Model MAE RMSE MAPE
Combined prediction model 6.03 7.90 3.84%

Material A SARIMA model 11.82 12.99 7.20%
Holt-winters exponential smoothing method  7.35 9.13 4.60%

Combined prediction model 7.63 8.83 2.75%

Material B SARIMA model 19.47  29.04 6.49%
Holt-winters exponential smoothing method 11.19  16.33 4.96%

Combined prediction model 4.44 6.33 6.64%

Material C' SARIMA model 5.39 6.72 8.02%

Holt-winters exponential smoothing method  6.53 7.54 9.90%

1. For different materials, the performance of three models of material C' was worse than that of material
A and B, which might be because the annual growth rate of overall demand for material C' from 2019
to 2021 changes greatly. The growth rate of material A from 2019 to 2021 was 4.19%, 6.07% and
13.32%, respectively. Material B was 12.21%, 11.86% and 18.00%, while material C' was 1.56%, 15.04%
and 8.47%, respectively. Compared with material A and B, the demand growth rate of material C' was
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more volatile.

. For different models, the MAPE of the three models was all less than 10%, which proved that the three

models had better performance for the prediction of materials demand. Compared with the other two
models, the prediction errors of the combined prediction model were reduced by 3.36% and 0.76% for
material A, 3.74% and 2.21% for material B, and 1.38% and 3.26% for material C, respectively. It was
proved that the overall fitting error of the combined prediction model was smaller for different order
of magnitude of the material, and it had higher prediction accuracy.

. For the prediction of material A, when the predicted values of SARIMA model and Holt-winters

exponential smoothing method were directly averaged, the MAPE obtained was 4.60%, which was
higher than 3.84% of the combined prediction model. It was proved that the weights of SARIMA model
and Holt-winters exponential smoothing method were calculated by BP neural network, compared with
direct average, the prediction accuracy can be improved effectively.

Conclusion. In this paper, a combination prediction model was proposed by combining BP neural

network, Holt-winters exponential smoothing method and SARIMA model, and the effectiveness of the com-
bination prediction model was analyzed by taking the historical data of tobacco raw material demand of Y
enterprise as an example. The result grouping method and BP neural network were used to combine the
predicted results of two models, and the combined predicted value was closer to the real value by calculating
appropriate weight distribution.

1. Experimental results showed that the combined prediction model proposed in this paper had smaller

prediction error and better fitting effect for different tobacco materials, and provided certain reference
basis for cigarette factory to scientifically arrange production plan, inventory plan and cargo space
allocation plan. In addition, the Holt-winters exponential smoothing method of BP neural network and
the SARIMA model are often used in sales forecasting, financial forecasting and medical forecasting.
Therefore, the combined forecasting model proposed in this paper may have strong applicability in
these fields.

. At the same time, it was found in the research process that the demand for cigarette raw materials in

January and February was lower than that in other months due to the shutdown of cigarette factories
during the Spring Festival, resulting in a large difference between the demand in January, February
and other months. The Spring Festival and other holiday factors enhance the volatility of data. In
addition, factors such as policy adjustments and market fluctuations will also have a great impact on
the demand for cigarette raw materials, which may increase the prediction error. Therefore, in the
subsequent research, factors such as holiday factors and policy adjustment factors could be introduced
into the prediction model.
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ROBUST IDENTIFICATION ALGORITHM OF NETWORK COMMUNICATION SIGNALS
VIA MACHINE LEARNING MODEL

PEIFENG SUN *AND GUANG HU f

Abstract. The efficiency of communication processing and control depends heavily on the recognition of network signals,
however irregularities and mistakes frequently arise during the application process. In this work, we leverage machine learning
models to automatically identify computer network communication signals, leveraging recent advancements in artificial intelligence
technology. In the simulation, we employed a support vector machine (SVM) model, and we utilized parameter optimization to
address the overlearning issue. The process of classifying modulation signals involves the extraction of feature parameters through
the application of support vector machine and radial basis function neural network (RBFNN) models, respectively. Real-world
network communication involves the observation and collection of signals from various viewpoints or feature spaces. These views
provide a variety of detailed insights into the signal, and feature extraction is carried out for each view to produce the associated
feature vectors. An extensive description of the signal can be generated by extracting the features from several viewpoints. Various
viewpoints’ feature vectors are combined and synthesized. The robustness of signal recognition can be increased and the bias and
inaccuracy that could be generated by a single view can be minimized by combining the data from several perspectives. The
support vector machine performs better than the radial basis function neural network, according to experimental findings. When
the signal-to-noise ratio (SNR) is high, network communication signals function effectively. However, the latter (RBFNN) performs
significantly worse in low SNR settings whilst the former (SVM) retains good accuracy. Therefore, when it comes to computer
network communication signals, the support vector machine model is thought to be more reliable.

Key words: Classroom interaction, Data analysis, Compound foreign language, Business English teaching, Communication
technology, Data fusion

1. Introduction. This work provides an enhanced approach based on the dual-attention module to com-
pensate for the limitations of the conventional communication recognition mechanism. When using the conven-
tional communication recognition mechanism, in order to accomplish the desired mobilization communication
goal, the mobilization recognition instruction must be prepared ahead of time and linked to the appropriate
execution system [1]. By computing the similarity weights between the constituents of the input signals, self-
attentive mechanisms can recognize the global interdependence of the input signals and produce the output
of a weighted sum. This process increases the accuracy of signal detection and aids in locating significant
characteristics in the time-series data. The primary purpose of the channel attention mechanism is to draw
attention to the relative relevance of the various input signal channels [2]. The channel attention mechanism
increases the robustness of signal identification by enhancing the important channels and ignoring or attenuat-
ing the unimportant ones by computing the importance weights of each channel. The self-attention mechanism
and the channel-attention mechanism work together in the dual-attention module to improve recognition per-
formance in a complimentary manner. The model’s ability to capture signal features more thoroughly and
improve identification performance is made possible by the combination of the self-attention mechanism, which
concentrates on global features, and the channel-attention mechanism, which concentrates on local importance.
The input signal in the particular implementation first travels through the feature extraction layer, after which
it is processed by the channel attention mechanism and the self-attention mechanism, in that order. Lastly, the
processed features are combined and sent into the classifier so that it may be recognized. This model architec-
ture can substantially decrease mistakes and flaws while enhancing the ability to recognize signals in complex
situations. In light of the aforementioned background circumstances, it is therefore required to combine the real
communication recognition demands in order to create a more solid and systematic recognition approach [3].

*Computer Department,Zhengzhou Preschool Education College,Zhengzhou,Henan 450099, China.(sunp£2009@126.com).
TComputer Department,Zhengzhou Preschool Education College,Zhengzhou,Henan 450099, China.
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Fig. 1.1: Schematic Diagram of Modulation Identification.

Automatic identification methods for joint modulation via computer network communications are investi-
gated and assessed in this work. It is necessary to process and modify the corresponding identification envi-
ronment before developing the joint modulation automated identification technology for computer networks.
Signal transmission and recognition are generally not too difficult while a computer network is operating, al-
though this is only true in a single network setting [4]. The desired outcomes are frequently not obtained when
there is a complicated environment or distinct recognition instructions. Capture identification is the primary
mechanism used in traditional automatic identification systems. People are gradually becoming more aware of
machine learning technology thanks to the invention of the automatic identification mode.

The two components of a modulation mode classifier’s design are algorithm selection and signal prepro-
cessing, as seen in Fig. 1.1. The first link is mainly for signal processing, including down conversion, noise
suppression, parameter estimation and channel equalization. The next step is to select a proper classification
algorithm, classify the signal after signal preprocessing, and then transmit the intercepted signal and the tag
after signal classification to the demodulator to complete the demodulation of the intercepted signal.

Prior knowledge of the signal is typically difficult to come by in an electronic reconnaissance system.
Starting from the spectrum, the third-party receiver will pick up the signal of interest and estimate its frequency
hopping frequency, symbol rate, and other characteristics. To obtain the IF signal, the third-party receiver
applies band-pass filtering and down conversion to the signal based on the characteristic parameters that
were acquired in the preceding stage. Next, with a phase-locked loop, the carrier frequency and additional
information of the IF signal are retrieved. After that, down conversion is used to retrieve the baseband signal.
Then, in order to extract useful tactical information, modulation categorization and demodulation are done.
The following study directions pertain to the modulation categorization of non-cooperative communication
signals: (1) The different kinds of signal modulation patterns can be recognized using the classification method.
Previous study has shown that the more modulation modes the algorithm can recognize, the better; however,
this comes at the expense of a decrease in the system’s overall recognition rate and an increase in its complexity.
Consequently, creating a classification system with high identification performance and the ability to identify
various modulation kinds will be a significant advancement.(2) A modulation classification method with a
high identification rate in low SNR environments is created with the complicated ECM environment in mind.
(3) The modulation classification algorithm’s engineering realization. (4) The generalization and fitness
of the algorithm. The two primary categories of modulation classification specific methods at the moment
are maximum likelihood ratio detection method and statistical pattern identification method. The former
establishes the threshold of the likelihood ratio result and thereafter ascertains the signal’s modulation mode
by calculating the likelihood function of the gathered signal. The latter is dependent on feature extraction.

Preprocessing is used to extract the feature parameters from the recorded signal. The retrieved parameters
are then evaluated according to predefined decision criteria to get the pattern classification results. The
classifier’s tasks include summarizing the input feature vector into an appropriate category in line with a
preset rule and completing the mapping of the feature space to the decision space, which yields the final
recognition result. In the test phase, the classifier is fed the feature quantity of the test sample to determine
the classification outcome; in the training phase, the classifier is trained using the feature quantity of the
training sample until it fulfills the preset rules. Tree classifiers, neural network classifiers, support vector
machines, and other classifiers based on machine learning algorithms are common classifiers. A hierarchical
branch structure resembling a tree is used by the tree classifier. Each layer distinguishes the type of signals
according to different parameters, and gradually completes the classification of multiple signals; Neural network
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Fig. 2.1: Pattern recognition based on feature extraction.

classifier uses artificial neural network to train and test a variety of signals. Its disadvantage is that it is prone
to local extremum, under learning and over learning problems. Support vector machine classifiers recognize and
classify signals by constructing hyperplanes, and introduce kernel functions and relaxation variables to improve
training error and generalization error. Therefore, it solves the problems of under fitting, over fitting and local
extremum, and has good generalization. Nonetheless, the support vector machine classifier’s performance will
be impacted by its relaxation variables and kernel function, making the optimisation of these two parameters
an unavoidable issue.

2. Related works.

2.1. Statistical pattern recognition. According to the concept of statistical models, modulation classi-
fication is essentially a pattern classification problem. The overall process is divided into two parts: (1) Training
part. Given a set of alternative modulation types, select and extract the characteristic parameters of the train-
ing signal to form training samples for training the classifier until the classification output meets certain error
requirements, or until an appropriate classifier decision threshold is generated; (2) In the performance test
phase, feature parameters are extracted from test signals to form test samples for testing classifiers, and then
the output prediction results are analyzed. Classifier, feature parameter extraction, and signal preprocessing
are the main elements of the pattern recognition-based modulation classification strategy, as shown in Fig.2.1.
A classifier is an important implementation tool that works in tandem with feature selection and extraction to
produce a variety of pattern recognition methods. Feature selection and extraction are intermediate links that
play a major role in determining the system’s performance.

A double mapping from signal space to observation space and back to feature space is how feature extraction
is understood. The purpose of the former mapping, which is a part of signal preprocessing, is to extract several
signal characterisation parameters; The later mapping, which maps high-dimensional observation space to low-
dimensional feature space and lowers computational cost, is the fundamental component of pattern recognition.

2.2. Characteristic parameters and classifier model of network communication signals. For
the classification of modulated signals, the instantaneous envelope, phase and frequency included in the signal
are the most straightforward characteristics. Among signals of different modulation types, the modulation
information of MASK signal is included in the envelope, the modulation information of MPSK signal is included
in the phase, and the modulation information of MFSK signal is included in the frequency [5]. Scholars are the
pioneers of these researches, and have creatively put forward a lot of modulation signal recognition methods
based on the instantaneous characteristic parameters of the signal: The instantaneous amplitude, frequency,
phase, and other properties of the signal are extracted using the Hillbert transform. The simulation findings
indicate that at 10 dB signal-to-noise ratio, the recognition rate for AM, FM, USB, LSB, VSB, and DSB
signals is 91%; subsequently, these signals were classified using neural networks. According to the simulation
results, at a signal-to-noise ratio of 10 dB, the recognition rate reached 98%. Signal modulation recognition
also frequently makes use of the signal’s spectrum, power spectrum, and other properties [6, 7]. Researchers
recognise USB, LSB, FSK, and other signals ingeniously by using the spectrum information of signals. According
to the simulation results, at 10 dB signal-to-noise ratio, the recognition rate surpasses 95% [8, 9]. By using
the power spectrum characteristics of the signal, the scholars simulated the classification of MSK, FSK, FM,
BPSK, QPSK, OQPSK and other signals without prior information, and the recognition rate of the simulation
results reached more than 95% [10, 11]. By using spectral correlation features, scholars simulated and realized
the classification of ASK, FSK, MSK, PSK and QPSK signals. In the simulation results, the recognition rate
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reached 97% at 0 dB SNR. The characteristics based on cyclic spectrum analysis are also commonly used in
the recognition and classification of digital signals. Cyclic stationarity is very helpful to distinguish between
digital communication signals and noise, because digital communication signals have cyclostationarity, while
noise is generally non-stationary.

Its spectral correlation function has zero amplitude when the cyclic frequency is not zero, and a large
value when the cyclic frequency is zero. Digital communication signals are just the opposite. When the cyclic
frequency is zero, the amplitude of the spectral correlation function is zero. Otherwise, it has amplitude. When
modulation identification is used to extract parameters, this characteristic greatly helps to lessen the effect
of noise on the findings [12, 13]. Scholars simulated the classification of FSK, BPSK, QPSK, MSK and other
signals by using cyclic spectrum correlation features. In the simulation results, the recognition rate reached 95%
at 10 dB signal-to-noise ratio [14]. Scholars used cyclic spectrum analysis to classify BPSK, QPSK and OQPSK
signals. In the simulation results, the recognition rate reached 95% at 8 dB signal-to-noise ratio. Higher order
cumulants can characterize the distribution of constellation, and are generally used to distinguish MASK and
MPSK signals. The parameters extracted by high-order statistics are robust to phase shift and frequency shift,
and can also suppress colored Gaussian noise [15]. Scholars have proposed a digital signal classification method
based on cumulants, which can effectively classify MPSK, MQAM and MPAM signals [16]. Scholars use the
cumulant based extraction method to identify MPSK signals within a class. The simulation results show that
the recognition rate exceeds 95% at 10 dB SNR, [17]. Scholars classify MQAM and MPSK signals based on
mixed cumulants. In the simulation results, the recognition rate reaches 100% at 10 dB SNR. Some scholars
directly extract cyclic statistics from communication signals for modulation classification [18]. Based on cyclic
cumulants, scholars have realized effective classification of 4PSK and 16QAM signals. In the simulation results,
the recognition rate is close to 100% at 0 dB SNR. Scholars use cyclic cumulants to extract features and
recognize SQAM signals with frequency offset. In the simulation results, the recognition rate is close to 90% at
8 dB SNR. Wavelet transform is comparatively appropriate for digital signal processing operations and has good
local detail mining ability in both time domain and frequency domain, which may be used to better extract
the delicate and instantaneous properties of signals. The scholars adopted Haar wavelet transform to capture
the characteristics of instantaneous frequency and phase jump of the signal, and realized the classification of
MPSK signal and MFSK signal.

The recognition rate is more than 90% at 10 dB signal-to-noise ratio. Scholars use wavelet packets to
decompose IF communication signals, calculate the mean square deviation of the decomposition coefficient
vector of the fine part and the approximation part of each layer, use these mean square deviations to form
characteristic parameters, and simulate the classification of MASK, MFSK and MPSK signals. According to
the simulation results, with a signal to noise ratio of 10 dB, the recognition rate exceeds 95%. Scholars adopted
the classification algorithm of discrete wavelet transform combined with neural network, and simulated the
recognition and classification of FSK, PSK and QAM signals. In the simulation results, the recognition rate
at 5 dB signal-to-noise ratio reached 97%. The wavelet transform-based feature parameters provide good
time-frequency domain fine features and operate well in low SNR environments. The constellation diagram is
another widely used method for analyzing digital modulation signals. A trustworthy characteristic parameter
for distinguishing between MPSK and MQAM signals is a constellation diagram. It usually takes some prior
signal understanding for researchers to recreate constellation information. Clustering is the most effective
method for reconstructing constellation information. Researchers classified 16QAM, QPSK, and 8PSK signals
by reconstructing constellation diagrams from signal symbols that were first introduced with noise using the
fuzzy C-means clustering technique.

The simulation results show that the recognition rate exceeds 90% at 5 dB SNR, and exceeds 90% at 0 dB
SNR for 8PSK and V.29 signals. However, constellation based methods need to know some prior information or
excellent estimation parameters in advance. Therefore, when using constellation based feature extraction meth-
ods, excellent preprocessing process and an effective constellation reconstruction method for fuzzy parameters
must be adopted. In addition to the features described above, there are other feature extraction algorithms.
Scholars used Lempel Ziv complexity method to classify seven kinds of signals. In the simulation results, the
recognition rate is 95% at 5 dB signal-to-noise ratio; BPSK, QPSK, CW, BFSK and QFSK signals are classified
by information dimension and box dimension analysis. The simulation results show that the recognition rate
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Fig. 3.1: Common Methods of Characteristic Parameters.

exceeds 98% at 5 dB SNR. Scholars used cloud mode parameter extraction method to classify V.29 and 8PSK
signals. In the simulation results, the recognition rate reached 95% at 5 dB SNR.

Classifiers are very important; feature extraction and selection are even more important. After complet-
ing the mapping from the feature space to the decision space, the classifier’s job is to summarize the input
feature vector into a suitable category in accordance with a predetermined rule. In order to determine the
classification outcome during the test phase, the feature quantity of the test sample is fed into the classifier. In
the training phase, the classifier is trained using the feature quantity of the training sample until it meets the
preset rules. Common classifiers include support vector machines, neural networks, trees, and other machine
learning algorithm-based classifiers. The tree classifier uses a tree like hierarchical branch structure. Each layer
distinguishes the type of signals according to different parameters, and gradually completes the classification of
multiple signals; Neural network classifier uses artificial neural network to train and test a variety of signals. Its
disadvantage is that it is prone to local extremum, under learning and over learning problems. Support vector
machine classifiers recognize and classify signals by constructing hyperplanes, and introduce kernel functions
and relaxation variables to improve training error and generalization error.

Therefore, it solves the problems of under fitting, over fitting and local extremum, and has good gen-
eralization. However, the kernel function and relaxation variables of support vector machine will affect the
performance of the classifier, so the optimization of these two parameters is an inevitable problem for support
vector machine classifier. Compared with the classification method based on maximum likelihood ratio, the
classification method based on feature extraction has the following advantages: (1) The method is relatively
simple, which is conducive to engineering implementation; (2) The complexity is small, and it is easy to classify
online in real time; (3) The signal classification can be realized without too much prior knowledge. Its disad-
vantage is that this method will have a certain dependence on the number of training samples. Comprehensive
analysis shows that the classification method based on feature extraction has a wider application prospect,
especially in the field of electronic reconnaissance and electronic countermeasures. Therefore, the work carried
out in this paper is based on pattern recognition methods.

3. Methodology.

3.1. Feature parameter extraction. The different feature extraction techniques for the modulation
classification of network communication signals (Fig.3.1).

The first is a feature extraction technique based on immediate parameters. The easiest features to classify
modulated signals based on are the signal’s immediate envelope, phase, and frequency. The modulation informa-
tion of the MASK signal is included in the envelope among signals with various modulation types. The MPSK
signal’s modulation information is contained in the phase, and the MFSK signal’s modulation information is
contained in the frequency. The second method of feature extraction is wavelet-based. Wavelet transform
is very suitable for digital signal processing and may be used to better extract the subtle and instantaneous
features of signals because of its strong local detail mining capabilities in both the time and frequency domains.
The wavelet transform-based feature parameters provide good time-frequency domain fine features and can
perform well in low SNR environments. A technique for extracting features that relies on spectral correlation
is the third. Digital signals are frequently recognised and classified using features derived from cyclic spectrum
analysis, and cyclostationarity is a valuable tool for differentiating digital communication signals from noise.
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Because digital communication signals are cyclostationary, their spectral correlation function has zero ampli-
tude when the cyclic frequency is not zero and a large value when the cyclic frequency is zero, while noise is
usually non-stationary. Conversely, digital communication signals have amplitude when the cyclic frequency
is non-zero and zero amplitude otherwise. This specific feature is very helpful in reducing the impact of noise
on modulation recognition results. The fourth method extracts features using a constellation diagram. The
constellation diagram is another widely used method for analyzing digital modulation signals. A trustworthy
feature parameter for distinguishing between MPSK and MQAM signals is a constellation diagram. Usually,
some prior information of signals is needed to reconstruct constellation information. Clustering is the most
effective method to reconstruct constellation information. However, constellation based methods need to know
some prior information or excellent estimation parameters in advance. Therefore, when using constellation
based feature extraction methods, excellent preprocessing process and an effective constellation reconstruction
method for fuzzy parameters must be adopted.

3.2. Classification of signals using support vector machines. Scholars proposed a unique concept in
1995: the Support Vector Machine (SVM). In order to achieve the best generalization ability, SVM uses limited
sample information to search for the best compromise between the model’s complexity and prediction ability,
or, more specifically, between the model’s ability to identify arbitrary samples and the accuracy of its training
samples. The VC dimension theory and the structural risk minimization concept serve as the foundation for
this strategy. Additionally, the SVM has shown good performance in addressing high-dimensional and nonlinear
pattern problems due to the incorporation of the relaxation variable and kernel function. These benefits can
be extended to other problems, such as function fitting. Its excellent generalisation ability makes it suitable
for solving small sample problems (Fig.3.2).

In Fig.3.3, the central gap in the picture is supported by two classification planes, shown by dotted lines.
The center hyperplane (black solid line) is the same distance from the two categorization planes. The two
categorization planes will have a few ”support” points. These "support” points are characterized as support
vectors because they provide vivid support for the hyperplane; these support vectors make up a small portion
of the sample.

In Fig.3.3, the mathematical definition of hyperplane is:

wlz +b=0 (3.1)
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The function interval is:

y=y (wT:E + b) =yf(x) (3.2)

The mathematical definition of geometric interval is:

y(wiz+b)  |f(2)]

(3.3)

where z is the eigenvector, y is the label value, and the function interval y (w”'z +b) = yf(x) is | f(x)| in essence,
which is defined as the function interval for convenience; The geometric interval 4 is an intuitive distance from
a point to a hyperplane, which has practical meaning.

3.3. Classification of signals using RBF neural networks. The bionics principle, which imitates
brain neurons and learns from the outside environment to gather experience, is the basis of the artificial
neural network concept. The experience is then stored in synapses that are connected to the neurons. The
role of storing experience and the capacity to conduct computation are formed by artificial neural networks,
which arrange basic processing units into a large-scale parallel distributed processing mechanism. Its large-
scale parallel distributed architecture and capacity for learning generalization serve as examples of its potent
computing capability. Properties and capacities of artificial neural networks include the following:

(1) Nonlinear: One crucial characteristic of artificial neurons, especially when modeling some nonlinear systems,
is their ability to be classified as either linear or nonlinear.

(2) Input output mapping: Neural network is a popular algorithm with teacher learning or supervised learning.
It uses labeled training samples to continuously update the synaptic weights of each artificial neural
unit. By selecting a training sample from the training set each time and sending it to the network
for training, the synaptic weight of the network is adjusted continuously according to the difference
between the set statistical criteria and the actual response generated by the network operation, until
the synaptic weight in the network system reaches a stable state that does not continue to change.
Before the weight is stable, the network may receive the training samples that have been traversed
throughout the period several times in a different order. Therefore, the neural network’s foundation
for realising the learning function from the training samples is the creation of input-output mapping.

(3) Adaptability: The artificial neural network will constantly change the synaptic weight value until it adapts
to the external environment due to changes in the external environment. When the network is in a
constantly changing external environment, the synaptic weight of the unit can change with the change
of the environment. If neural network is used for pattern resolution, it can be developed into an
adaptive pattern resolution method.

(4) Evidence response: The artificial neural network can select the pattern information in pattern resolution,
and also provide the confidence information of the pattern. When there are patterns that cannot
be judged, the confidence information obtained can be used to reject and screen out these patterns,
thus improving the performance of the neural network (Fig.3.4). Neural unit is the basic unit of
network operation and processing, which is composed of three basic links: synapse, adder and activation
function:

up = Zwklz, (3.4)
j=1

Ye = ¥ (uk + br) (3.5)

Fig.3.5 below depicts the neural network multilayer perceptron model.

3.4. Function of radial basis neural network architecture. Three layers must be designed in order
to construct the Radial Basis Function (RBF) neural network depicted in Fig.3.6.
1. The input layer consists of m source nodes, where m is the input feature vector x’s dimension.
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2. Hidden layer: Each of the K calculation units that make up this layer has the radial basis function:
Vi) =0 (||lz—a]),i=1,2,.... K (3.6)

The 7 source node z; determines the radial basis function’s centre. The radial basis function network’s
source node and hidden node are connected directly and without weight, in contrast to the multi-layer
perceptron. The output layer is made up of just one adder unit. Since the Gaussian function is used
as the radial basis function in this work, each hidden central layer calculation unit in Fig.3.6 is defined
as:

1
U, (z) =V (x —x;) =exp (—PHI' —:vi||2) =12, K (3.7

4. Experiments.

4.1. SVM network performance identification performance analysis. After manually adjusting the
kernel parameter g and the penalty factor C, Fig.4.1 displays the simulation prediction performance; Fig.4.2
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Fig. 4.1: SVM prediction accuracy when parameters are not optimized (SNR=0,5,10,20dB).

Table 4.1: Comparison between the results of manual parameter adjustment (bh) of ¢ and g parameters and
the results of genetic algorithm parameter optimization (GA algorithm).

SNR (dB) 0 5 10 15 20

C (bh) 40000 46583 46583 60000 50000
g (bh) 0.001 0.001 0.001 0.001 0.001
Accuracy (bh) | 96.65% | 97.76% | 96.65% | 96.65% | 98.87%
C (ga) 76.6 93.2 78.1 2.3 2.1

g (ga) 0.054 0.0636 0.01 0.088 0.026
Accuracy (ga) | 85.58% | 90.00% | 93.31% | 91.13% | 95.58%

shows the simulation prediction effect of C and g parameters after genetic algorithm optimization (when only
the first four feature parameters are added).

The value of penalty factor C achieved by manual parameter adjustment is appalling when compared to
the simulated performance before and after parameter optimization, and the identification rate essentially stays
constant when the signal to noise ratio varies. In this case, the problem of hard spacing (overlearning) arises.
The justification for this is that the minimum distance required to exist between every sample point and the
categorization plane is known. The unfortunate outcome is that the model’s capacity to generalize is reduced as
a result of its ease of constraint by a small number of points. The parameters are healthier and the recognition
rate is healthier with the trend of the signal to noise ratio after the genetic algorithm optimization, despite the
fact that the recognition rate lowers. See Table4.1, Fig.4.3 and Fig.4.4.

When the aforementioned five characteristic parameters are applied, as the simulation results in Fig.4.4
demonstrate, the modulation recognition of nine signals 2ASK, 4ASK, 2FSK, 4FSK, 2PSK, 4PSK, QAM, AM
and FM is realized based on support vector machine simulation, and the simulation recognition accuracy rate
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Fig. 4.2: SVM prediction accuracy after parameter ga optimization (snr=0,5,10,20dB).
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Fig. 4.3: Comparison of Prediction Results before and after Parameter Optimization.

exceeds 80% at - 10 dB signal-to-noise ratio; The simulation accuracy is close to 100% when the signal-to-noise
ratio is equal to 0 dB. The simulation results validate the efficiency of the approach presented in this research.
Simultaneously, it is discovered that the primary error arises during the identification of MFSK and 4PSK
signals at low signal-to-noise ratios.

4.2. RBF network signal performance identification and analysis. According to the simulation
results in Table4.2, Fig.4.5 and Fig.4.6, when the feature parameter group obtained in this paper is based on
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Fig. 4.4: Line Chart of SVM Prediction Results.

Table 4.2: Recognition rate and corresponding parameters of RBF neural network.

Signal-to-noise ratio -10dB -7dB -5dB -3dB 0dB 5dB | 10dB | 15dB | 20dB
Basis function width 16 4 15 11 12 15 15 16 13
Number of hidden layer neurons 150 125 125 125 125 75 50 50 50
RBF 36.65% | 54.42% | 71.13% | 75.54% | 91.13% | 100% | 100% | 100% | 100%

Table 4.3: Comparison of Simulation Prediction Data Results of SVM Algorithm and RBF-NN Algorithm.

SNR/Accuracy | -10dB -7dB -5dB -3dB 0dB 5dB | 10dB | 15dB | 20dB
SVM 81.13% | 87.76% | 87.76% | 94.46% | 98.87% | 100% | 100% | 100% | 100%
RBF 36.65% | 54.42% | 71.13% | 75.54% | 91.13% | 100% | 100% | 100% | 100%

RBF neural network, it effectively realizes the recognition and classification of AM, FM, 2ASK, 4ASK, 2FSK,
4FSK, 2PSK, 4PSK and QAM signals, and the simulation accuracy reaches 100% at 5 dB SNR; However, the
recognition performance is poor at low SNR, and the simulation accuracy is only 71.13% at - 5 dB SNR.

According to the simulation results in Table4.2, Fig.4.5 and Fig.4.6, when the feature parameter group
obtained in this paper is based on RBF neural network, it effectively realizes the recognition and classification
of AM, FM, 2ASK, 4ASK, 2FSK, 4FSK, 2PSK, 4PSK and QAM signals, and the simulation accuracy reaches
100% at 5 dB SNR; However, the recognition performance is poor at low SNR, and the simulation accuracy is
only 71.13% at - 5 dB SNR.

4.3. Comprehensive comparative analysis of algorithms. In this paper, based on the MATLAB sim-
ulation platform, the support vector machine algorithm and the radial basis function neural network algorithm
are used to classify the modulation signals according to the method of combining the obtained instantaneous pa-
rameters, cyclic spectrum analysis parameters and wavelet packet decomposition and reconstruction parameters.
The simulation comparison between the two algorithms is as follows. See Table4.3 and Fig.4.7.

Based on the simulation results presented in Table4.3 and Fig.4.7, it is evident that the support vector
machine outperforms the RBF neural network in this paper’s modulation recognition problem, particularly
when the signal to noise ratio is low and the machine still maintains a high accuracy rate. The support vector
machine, for instance, can get an appreciable accuracy rate of more than 80% under the - 10 dB signal to noise
ratio, whereas the radial basis function neural network rapidly degrades to only 36.65%, leading to significant
performance deterioration. The simulation results of the two algorithms for this topic, in the author’s opinion,
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Fig. 4.6: RBF Neural Network Prediction Result Curve.

differ significantly. On the premise that the MATLAB program in this paper does not make mistakes, this
difference can also be attributed to the difference in the principles of the two algorithms: RBF neural network
is essentially an interpolation approximation idea, an extreme idea, which is too rigid and flexible, and its
results are easily affected by the data model and the selected interpolation function; Support vector machine is
essentially a compromise idea. The purpose of introducing relaxation variables and penalty factors is to fight
for what should be fought for and give up what should be given up. Therefore, at high SNR, the classification
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Fig. 4.7: Comparison of broken line trend predicted by SVM algorithm and RBF-NN algorithm.

features are good, and both have good performance; The classification characteristics deteriorate at low signal-
to-noise ratios, and the radial basis function neural network is unable to give up a few outliers, making it little
and small, while the support vector machine gives up by making the right trade-off in order to improve the
overall situation.

5. Conclusion. Between signal detection and demodulation, a crucial technology in non-cooperative com-
munication, is the process of modulation signal recognition. The relaxation variable and kernel function param-
eters in this research are provided based on the support vector machine’s modulation recognition. After that,
support vector machines are employed for signal classification, with the feature parameter group extracted in
this study serving as the basis. In comparison to the same kind, the year-over-year recognition rate increases
to 100% at a signal-to-noise ratio of 5 dB. Support vector machines perform better than radial basis function
neural networks, especially when there is a low signal to noise ratio and the machine still maintains a high
accuracy. Therefore, we verify that SVM in machine learning model can recognize network communication and
has strong robustness.

Data Availability. The experimental data used to support the findings of this study are available from the
corresponding author upon request.
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MOBILE LEARNING AND RESOURCE SHARING MODE OF HIGHER EDUCATION
BASED ON 5G MOBILE COMMUNICATION TECHNOLOGY

XINCHANG LI *AND YUXIN GUO f

Abstract. Currently, the development of mobile learning and resource sharing models for higher education, along with the
application of 5G and other mobile communication technologies to education, hold significant scientific value. These models will
help improve the speed and efficiency of retrieving learning resources for higher education while also organizing and managing
learning resources more effectively. The complementarity and growth of mobile learning technology for traditional online learning
technology are the major features that this research combines. This research builds a mobile learning and resource sharing mode
for higher education based on 5G mobile communication technology, utilizing the Moodle online teaching platform. It also designs
and implements a mobile learning model, as well as the system architecture, functional modules, learning mode, and learning
process. Ultimately, the system model’s primary functional modules are put into practice and put through testing. encouraging
mobile learning to assist in a variety of ways in the teaching field. The test probability value P (siq)=0.00, which is significantly
less than the significant level of 0.05, and the overall accuracy rate of 74.7% indicate that the AKAZE algorithm is utilized to
optimize the model, according to the experimental results. As a result, we think that using a mobile learning instructional design
mode will benefit students’ academic achievement.

Key words: 5G mobile communication technology; Higher Education; Mobile learning; resource sharing

1. Introduction. The widespread application of mobile devices in education can personalize learning,
enrich classroom content, and improve student performance [1]. Building an effective learning resource manage-
ment platform is crucial for efficient mobile teaching [2]. However, current platforms face issues such as resource
redundancy, low retrieval precision, outdated content, and simplistic storage formats [3, 4]. Additionally, tra-
ditional concepts and technologies hinder effective resource usage and sharing, impacting the effectiveness of
education informatization.

With increasing international competition, lifelong learning has been embraced globally, forming a system-
atic approach to continuous education from childhood through old age, including school education and in-service
training [5]. In China, rapid economic transformation necessitates continual skill improvement among workers,
making both formal education and in-service training essential [6]. Mobile learning supports lifelong learn-
ing by promoting independent and collaborative learning, reducing resistance to formal learning models, and
encouraging continuous engagement and self-improvement [7]. However, maximizing the benefits of mobile
learning requires a robust foundational system for mobile learning and resource sharing. Teachers, burdened
with heavy teaching loads, often lack the time and programming knowledge needed to develop custom learning
systems [8, 9]. Existing commercially developed systems are often costly, inflexible, and unsuitable for open and
independent learning management. Thus, constructing a mobile learning and resource sharing model based on
5G technology for higher education has significant practical value. It can free teachers from complex platform
operations, allowing them to design mobile learning courses tailored to their teaching methods and experiences,
thereby promoting mobile learning in education [10, 11].

2. Model of Mobile Learning and Resource Sharing in Higher Education. The teaching process
is complex, and each link is crucial, so any factor in the teaching design process cannot be ignored. From
the overall perspective, the teaching design model consists of four basic elements: teaching objects, teaching
objectives, teaching strategies and teaching evaluation. Its simplified model is shown in Fig. 2.1.

In fact, the learning mode of mobile learning is "personal, seamless, spontaneous, anytime, anywhere”[12].

*Zhengzhou Preschool Education College; Zengzhou Henan 45000 China.(18638759389@163. com).
TZhengzhou Preschool Education College; Zengzhou Henan 45000 China.
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Fig. 2.2: Teaching Design Mode of Mobile Learning.

It focuses on interaction with external learning environment. It is applied to traditional education, online
learning, enterprise training and other aspects. To better play a role in mobile learning, improve teaching
efficiency and quality, and ultimately achieve good learning results, good teaching design is essential, as shown
in Fig. 2.2.

In the process of mobile teaching, the process of resource sharing design and development is generally
from front to back: preliminary analysis, resource design, resource development, resource implementation and
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Fig. 2.3: Resource sharing design mode in mobile learning process.

resource evaluation, as shown in Fig. 2.3.

In mobile learning, time (t), space (S), content (C), technology (LE), mental factors (MM), and learning
methods (M) all play crucial roles. Traditional learning time is often discontinuous, whereas mobile learning
time is continuous. Traditional learning space is generally fixed, while mobile learning space is flexible and can
include both physical and virtual environments. Mobile learning can structure courses to fit personal learning
needs.

In this context, technology (LE) encompasses the network and technical devices enabling mobile learning.
Psychological factors (MM) include learners’ interests, motivation, and abilities. Learning methods (M) inte-
grate all parameters related to the transmission of learning content, such as technology and pedagogy.Thus,
the factors representing mobile learning under 5G communication technology can be summarized as follows:

Mlearn = f{t,s, LE,c¢,IT, MM, m} (2.1)

where: t is the time (continuous in mobile learning), S is the space (unrestricted), C is the content (structured for
personal learning), LE is the learning environment /technology, MM are the mental factors (interests, motivation,
abilities), M are the learning methods.

From this, the representation factors of mobile learning under 5G communication technology can be for-
mulated as:

¢ = f{MM, soc, edu} (2.2)

where: MM are the mental factors (learners’ interests, motivation, and background), Soc are the socially
responsible factors, Edu is the educational relevance.

To further characterize the model flow of mobile learning and resource sharing, we use the anisotropy of
image brightness diffusion to build the scale space, which needs to be solved by partial differential equations.
The nonlinear diffusion equation can usually be expressed as:

OL/0t = div(c(z,y,t).VL) (2.3)

where L is the image brightness matrix, time ¢ is the scale parameter, div represents the image divergence,
(z,y,t) represents the conduction function, and V represents the gradient calculation. The conduction function
structure can be expressed as Eq. 2.4:

c(x,y,t) = g(|VLs(z,y,1)|) (2.4)

Then, we use Gaussian smoothing to process the gradient value of the post image L, . The form of function
g can be expressed as Eq. 2.5-Eq. 2.6:

|VL,|?
A2

) (2.5)

g1 = exp(—
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Table 3.1: User Registration Information.

Serial No | Field Name | data type | length | Primary key Is it empty Field Description
1 name varchar 10 Yes Nonempty Student Name
2 password varchar 20 No Nonempty Login password
3 number varchar 20 No Nonempty Student ID
4 phone varchar 13 No Can be empty phone number
2
1,|VL,[> =0
93 = 3.315 2 (2.6)
1—exp {—(v§a)8},|VLU| >0

Among them, X is a contrast factor used to control the diffusion degree, which can determine the integrity of
edge information retained in the sampling process. The larger A is, the less edge information retained in the
mobile learning model.

The basic idea of additive operator splitting diffusion is to decompose a complex multidimensional problem
into several simple one-dimensional problems, and then solve them separately to take the average value[13].
Compared with the traditional explicit solution, this method can adopt a larger step size for iteration, with
faster convergence and higher stability. First, the original equation is discretized into an implicit difference
scheme, as shown in Eq. 2.7:

Li+1 _ Ll m ) )

— =) _A(r) L (2.7)
.

1=1

where 7 is the iteration step size, and A; is the matrix of the diffusion degree of the feature image on the scale

1. The solution of this equation can be expressed as Eq. 2.8:

-1
L = <I —TY A (Li)> L; (2.8)

This manuscript takes Eq. 2.8 as the basic mathematical model to build a mobile learning and resource
sharing model for higher education based on 5G mobile communication technology.

3. Methods.

3.1. Database structure design. MySQL database provides encryption connection with other multiple
databases, and can also perform data batch processing. In this study, five data tables of mobile learning and
resource sharing models are created, and the Chinese description of each field is given:

The first part is the user registration information table. As shown in Table3.1. This form is used to store
student registration information, including student name, login password, student ID and mobile phone number.
The student’s name and login password are used for daily login verification. To protect student privacy, mobile
phone number can be left blank.

The second part is the login information table, as shown in Table3.2. This table is used to record students’
mobile learning application login. When students log in to the student client each time, they will automatically
send the login time and student name to the database server.

The third part is the mobile learning progress record table, as shown in Table3.3. This table is used to
record the learning progress of students at the mobile learning site, including student name, learning time,
learning location, and learning duration. After the data information is stored, it is convenient for the teaching
assistant to monitor the learning progress of each student in real time and supervise the learning externally.

The fourth part is the question information table, as shown in Table3.4. This table is used to record the
information of students’ questions, including their names, time and content.
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Table 3.2: User Registration Information.

Serial No | Field Name | data type | length | Primary key Is it empty Field Description
1 login Time varchar 20 no Nonempty login time
2 Login Name varchar 10 Yes Nonempty Student Name
3 number varchar 20 No Nonempty Student ID
4 phone varchar 13 No Can be empty phone number
Table 3.3: Mobile Learning Progress Record.
Serial No | Field Name | data type | length | Primary key | Is it empty | Field Description
1 name varchar 10 Yes Nonempty Student Name
2 time varchar 20 No Nonempty Time of learning
3 title varchar 100 No Nonempty | Learning location
4 Study Time int 10 No Nonempty | Learning duration
Table 3.4: Mobile Learning Progress Record.

Serial No | Field Name | data type | length | Primary key Is it empty Field Description
1 name varchar 10 Yes Nonempty Ask students’ names
2 time varchar 20 No Nonempty Question time
3 content varchar 200 No Nonempty Questions
4 Study Time int 10 No Nonempty Learning duration

Table 3.5: Reply to Questions.
Serial No | Field Name | data type | length | Primary key | Is it empty Field Description
1 name varchar 10 Yes Nonempty | Ask students’ names
2 Post time varchar 20 No Nonempty Question time
3 time varchar 20 No Nonempty Reply time
4 content varchar 800 No Nonempty Reply content

The fifth part is the question reply information table, as shown in Table3.5. This table is used to record the
information that the assistant teacher replies to the student’s questions in the mobile learning situation. The
assistant teacher makes targeted replies to the student’s questions and stores them in the database server. The
student client queries the database server’s question reply to information table after each login. If the assistant
teacher replies to the student’s questions, download the reply to information.

Regarding data sources, the research object for this study was university mathematics class 1301 students.
After a period of observation and consideration of the students’ computer scores at the conclusion of the
previous semester, the students were classified into two groups: Group A, which demonstrated strong computer
acceptance ability and excellent computer performance, and Group B, which demonstrated moderate computer
acceptance ability. To assess the simulation and development of the mobile learning model, however, and to
guarantee the representativeness of the experimental results, 16 students from A and B, respectively, were chosen
for the experimental group and the control group. Moreover, these students had not yet learned EXCEL2010
Chart Creation and Editing[14].

3.2. Model operation and optimization. SQLite, the underlying optimization algorithm of the model,
is used in the application layer, application framework layer, system runtime, and Linux kernel layer of the
mobile device operating system, as shown in Fig. 3.1. SQLite is integrated in the system runtime and runs on
the Linux kernel layer.
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Fig. 3.1: Architecture of mobile device operating system.

Table 4.1: Reply to Questions.

- Group | number | Average | standard deviation | Mean value of standard error
fraction 1 32 91.07 4.691 0.829
fraction 2 32 84.29 9.093 1.608

Since the data on the mobile learning mobile client needs not only to be uploaded to the database server
but also stored in the local database, the tables existing on the database server also exist in the local database.
The author will not repeat the structure of each table here. However, MySQL databases can create data tables
through the Navi cat for MySQL visual interface without writing code. SQLite needs to use code to penetrate
data tables.

4. Case study.

4.1. Empirical Results Output and Hypothesis Verification. Learners who choose mobile learning
should complete the specified tasks within a specified class time (tasks must be submitted within the specified
time), change the file name of the completed tasks to "student number name”, and then submit the tasks to the
server[15]. The author logs in to the server to download the task files submitted by all learners. After collecting
the final learning task results of all learners, the author scores all the learners in turn according to the scoring
rules and enters the learner’s scores into the score sheet in turn, and finally collects the student scores of the
experimental group and the control group. After the students in the experimental group finish their study, they
should evaluate the recognition of the teaching design model constructed through the self-made questionnaire of
this study. We compared the scores of the control group and the experimental group as samples and conducted
independent sample T test through SPSS software. The test results are shown in Table4.1.

After students submit their homework, they use the mobile learning platform to send the teaching design
model identification questionnaire shown in Table4.2 to the experimental object group, and the experimental
object fills in the questionnaire and sends it back to the mobile learning platform. Collect, sort out and analyze
the results fed back by the experimental subjects, as shown in Fig. 4.1: 68.75% of the experimental subjects
are very interested in using WeChat to carry out "computer based” mobile learning activities; 56.26% of the
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Table 4.2: Mobile Learning Model Recognition Questionnaire.

Title | Sub item strongly | agree uncertain| disagree | strongly
No agree with disagree
1 I am very interested in using WeChat to carry out | - - - - -
?Computer Foundation” mobile learning activities
2 Using WeChat to carry out ”Computer Foundation” | - - - - -
mobile learning activities has brought convenience to
my study
3 I think the combination of mobile network situation | - - - - -

and real situation in teaching design makes my com-
puter learning easier, more convenient, and more ef-
fective

4 I think this teaching design mode has strengthened | - - - - -
the communication between me and other learners

5 I think the activity design of teaching design strength- | - - - - -
ens the final learning effect

N A
[agrey

- ] I q

Recogaition Results of Mobile Leamimg Model

Fig. 4.1: Recognition Results of Mobile Learning Model.

subjects believed that mobile learning had brought convenience to learning; 72% of the subjects believed that
instructional design made learning easier, more convenient and more effective; 85% of the subjects believed
that the instructional design model strengthened the communication with other learners; 56.25% of the sub-
jects believed that instructional design strengthened the final learning effect. The above data shows that the
instructional design can effectively strengthen the communication between learners, make learning easier, more
convenient, and effective, and strengthen the final learning effect.

4.2. Algorithm performance comparison. The AKAZE (Accelerated KAZE) algorithm is a powerful
tool for identifying and describing features in images. It focuses on generating binary descriptors and multi-
scale feature detection to optimize the image processing model. AKAZE finds feature spots in a picture by
applying Nonlinear Diffusion Filtering. With the help of this filter, the image can be smoothed across many
scales without losing important edge characteristics.

To better compare and analyze the performance difference between AKAZE optimization algorithm and
other feature detection algorithms in the construction of mobile learning models, three algorithms are used to
match the image features of models in the mobile learning and resource sharing experimental group and the
control group. Mularczyk mobile learning database sets variables for factors affecting learning image features,
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Fig. 4.3: Optimization results of mobile learning control group.

such as image blur, compression, illumination intensity, angle of view, rotation, and scaling. Five groups of
images are selected, and each group of images takes 6 variable values for a certain influencing factor, keeping
consistent with other factor variables. The first group, Boat learning group, is composed of six images with
different rotation and scaling degrees; The second group, Leuven learning group, was composed of six images
with different brightness; The third group, Ubc learning group, had six images with different compression levels;
The fourth group, Bikes learning group, was composed of six images with different degrees of blur; The fifth
group, Graf learning group, is composed of six images with different perspectives. The first image of each
group of images is a preset image, and the other five images are matching images. The matching situation
and preset situation are matched with three algorithms respectively, and the matching time and accuracy are
compared. The learning situation matching process uses ratio ratio scheme for calculation and screening. Since
ORB algorithm, BRISK algorithm descriptor and AKAZE algorithm M-LDB descriptor are all stored in binary
form, hamming distance is used for rough matching during feature point matching, and possible feature point
pairs are selected and filtered and eliminated by RANSAC algorithm, as shown in Fig. 4.2, Fig. 4.3, Fig. 4.4
and Fig. 4.5.
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Fig. 4.5: Optimization results of mobile learning control group.

Fig. 4.2 shows the matching accuracy of the three algorithms under different rotation scaling angles. The
average matching accuracy of ORB algorithm is 61.2043%, that of BRISK algorithm is 66.5227%, and that of
AKAZE algorithm is 74.6991%. ORB algorithm can deal with small rotation and scaling of images well, but
it cannot deal with large rotation and scaling of images. BRISK algorithm is stable, and AKAZE algorithm is
the most stable.

Fig. 4.3 shows the performance analysis and comparison data of ORB, BRISK and AKAZE algorithms from
the two dimensions of matching accuracy and matching time. The ordinate represents the matching accuracy,
in percentage form, and the abscissa represents the matching image number in each group of images.

Fig. 4.4 shows the matching accuracy of the three algorithms under different learning durations. The
learning durations of matched images decrease in turn. The average matching accuracy of ORB algorithm
is 73.1271%, that of BRISK algorithm is 76.6142%, and that of AKAZE algorithm is 81.8454%. The three
algorithms are similar to each other in that the image is affected by the change of learning time, but the
matching accuracy of AKAZE algorithm is higher than that of the other two algorithms.

Fig. 4.5 shows the matching accuracy of the three algorithms under different fuzzy degrees. The average
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matching accuracy of AKAZE algorithm is 76.6311%. Both ORB algorithm and BRISK algorithm cannot
deal with the situation of blurred images very well. Especially in the matching process of the mobile learning
experiment group, the correct rate of using ORB algorithm to match is only 29.2035%, while AKAZE algorithm
has better relative performance.

This research combines three algorithms to match the model picture features of the experimental and
control groups, allowing for a more thorough comparison and analysis of the performance difference between
the AKAZFE optimization algorithm and other feature detection algorithms in mobile learning model develop-
ment.The factors that alter the properties of the taught images—such as picture blurring, compression, light
intensity, viewing angle, rotation, and scaling—are configured in the Mularczyk Mobile Learning Database. Five
sets of photos were chosen, and for each set of images, six variable values were taken for a specific influencing
factor while maintaining consistency with the other factor variables.

5. Conclusion. Based on the development of 5G and other communication technologies, a model of mobile
learning and resource sharing in higher education was created in this study. The model was then empirically
verified and its algorithmic efficiency was examined. The test probability value P(siq) = 0.00, which is much
smaller than the significant level of 0.05, and the overall accuracy rate of 74.7% are obtained after optimizing
the model using the AKAZE algorithm, according to the experimental data. As a result, we think that using
the m-learning and resource sharing instructional design model can help students achieve better academically.
It is particularly crucial to clarify that the test probability value P (siq) = 0.00 denotes a very significant result,
meaning that the likelihood of the obtained result in the statistical test is near to zero. This suggests that
the model’s performance was significantly improved by using the AKAZE algorithm for optimization, and it is
highly unlikely that this gain was caused by chance. This results provides more proof of the mobile learning and
resource sharing model’s dependability and efficacy in raising student achievement. In conclusion, this work
not only offers a theoretically sound model of resource sharing and mobile learning, but also conducts tests to
validate the model’s applicability and viability. Subsequent investigations may refine the model even more to
enhance precision and investigate additional communication technology uses in mobile education.

Data Availability. The experimental data used to support the findings of this study are available from the
corresponding author upon request.
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INTEGRATIVE DEVELOPMENT OF RESEARCH TRAVEL AND CULTURAL HERITAGE

PROTECTION BASED ON 5G COMMUNICATION AND MOBILE BASE STATION FROM

THE PERSPECTIVE OF GEOGRAPHY — TAKING LUSHAN WORLD GEOPARK AS AN
EXAMPLE

YANYAN CHEN*

Abstract. Energy efficiency is one of the important issues that must be taken into consideration at the beginning of 5G
communication design; in this study, the base station energy consumption model is selected for subsequent network energy efficiency
assessment. With the increasingly strict requirements for base station antennas, the design of base station antenna units has been
put forward with higher requirements. This thesis tracks the latest research advances in 5G communication requirements and key
technologies from various research organizations at home and abroad. The world cultural heritage research trip integrates cultural
heritage with heritage tourism and youth heritage education in the present environment of the merger of culture and tourism.
The interpretation and presentation of legacy, as exemplified by Mount Lushan World Geopark, serves to communicate to the
general public the significance of heritage. According to this study, heritage education is an activity that management agencies,
research institutes, and local community members arrange either alone or in collaboration with other tourism and educational
institutions with the goal of raising public awareness of heritage and educating people about heritage through research excursions.
This document outlines this idea and lists the organizers, research objectives, range of activities, and learning materials for cultural
heritage research excursions. The optimized MIMO-D2D system model is demonstrated to be effective in Lushan World Geopark
by the experimental findings. This report suggests five strategies and actions for cutting-edge study abroad programs and the
preservation of China’s intangible cultural heritage.

Key words: 5G communication; Mobile base station; Research travel; Cultural heritage protection; MIMO-D2D system
model optimization

1. Introduction. Intangible heritage is a precious historical heritage of mankind [1]-[2]. As a precious
memory of traditional culture, intangible cultural heritage has special value for human existence and devel-
opment [3]-[4]. Looking at both the inside and the outside, harmonious culture must depend on excellent
traditional culture, which is the foundation and root of the construction of a harmonious society and a harmo-
nious culture in China. World cultural heritage research and study tours help young people better understand
the world cultural heritage. China is a treasure in the history of human culture and a reflection of the culture
with national characteristics [5]-[6]. Social harmony is not only the goal that humans pursue together, but also
the guarantee for sustainable development of human society [7]-[8].

Promoting young people’s awareness of world heritage is the goal of both UNESCO’s World Heritage
Youth Education and the World Heritage Center’s World Heritage Education Program, which was established
in 1994. Taking Mount Lushan World Geopark as an example, research trips can be employed as a new form
of world heritage teaching activities. One of the best methods to combine tourism and culture is through
study travel, and a well-liked tourist destination is World Heritage [9]-[10]. Thus, the focus of this book is the
practice of study travel, or the merging of tourism, education, and cultural heritage. It makes cultural heritage
conservation, heritage tourism, and worldwide youth heritage education easier [11].

Examine the device’s current condition to determine whether it is normal. Then, use parameter settings
to suitably adjust the network status to enhance service performance and guarantee [13]. Control is based
on monitoring, and monitoring is the basis of control. Consequently, WinForm-based mobile base station
device management and management, together with other relevant technologies, can be used to achieve device
management and detection [14]. Its main job is to collect operational parameters and status data from various
network nodes and devices and deliver it to the mobile base station’s device administrator in an understandable
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visual format. Simultaneously, the mobile base station operator or equipment administrator transmits control
instructions to the network’s devices to establish configuration parameters, carry out network monitoring and
configuration tasks, and guarantee that the devices function as needed. Differential protection for distribution
networks is one of them. The three 5G communication slice network application scenarios all have fairly
consistent uURLLC. Large coverage eliminates the need for new line construction, which contrasts sharply with
optical fiber’s high laying cost [15].

Research on research travel focuses on geographical research, research policy analysis, regional research
practice[16]. Whether it is cultural heritage or research travel, the academic research perspective is increasingly
rich. Some scholars have proposed to carry out research travel activities for primary and secondary school
students relying on regional cultural resources[17]. Taking the Lushan World Geopark as an example, some
scholars have begun to discuss the application [18]. This study fully considers the multiple cultural heritage
resources in the study area, as well as the supporting research tutors, transportation conditions, regional
development level and other auxiliary factors to carry out research travel, so as to enrich the theoretical
research perspectives and ideas of cultural heritage and research travel [19]-[20].

2. Comparing and analyzing many cases. We will compare a number of cases from different geographic
or cultural contexts to improve the generalizability of the conclusions in this research. These examples include
research on the Grand Canal’s cultural legacy, Wuqiao’s acrobatics, and Qingxian’s martial arts. We can better
examine the universality of fusing study tours with cultural heritage by looking at these situations.

2.1. Examining the Grand Canal’s Cultural Legacy. The Grand Canal, which connected Beijing
and Hangzhou and included a rich cultural legacy along its course, was a significant water conservation project
in ancient China. Work together with regional administrations to create a guideline for educational excursions
centered around Grand Canal culture. Programs for design studies that address the canal’s engineering technol-
ogy, history, and culture. Provide boats and additional modes of transportation, as well as qualified guides and
interpreters. However, planning transportation is challenging due to the Grand Canal’s geographic expanse.
Study visits are divided into portions, and to increase productivity, contemporary transportation is employed.

2.2. Wugqiao Acrobatics Research. Wugiao has a rich cultural history in acrobatics and is the home
of Chinese acrobatics. Create regulations to safeguard and advance the culture of acrobatics. Create a cur-
riculum that incorporates historical explanations of acrobatics, practice sessions, and performances. Provide
performance spaces, practice equipment, and acrobatic study bases. But acrobatic instruction needs expert
supervision, and safety concerns are common. To guarantee safety, employ qualified coaches and acrobats and
closely oversee the training regimen.

2.3. Research on Martial Arts in Qing County. Qing County is rich in martial arts cultural materials
and is considered one of the birthplaces of traditional Chinese martial arts. Work together with martial arts
associations and the local government to create policies that will support martial arts culture. creating courses
covering Wushu’s history, fundamentals, and performance evaluation. establishing a camp for wushu research
and training with the goal of offering qualified instructors and training supplies. Wushu training does, however,
come with a danger of injury and demands a high level of physical condition. Provide medical staff and create
a scientific training program that will guarantee a progressive increase in training intensity.

By comparing the aforementioned numerous cases, we are able to confirm the broad applicability of the
study tours and cultural heritage combination as well as provide an overview of potential implementation
challenges in various geographic and cultural contexts and their corresponding strategies for resolution. This
will improve the findings’ applicability and generalizability and serve as a useful guide for upcoming model
replications in other areas. The research in this paper will be more broadly relevant by including these case
studies from various geographic and cultural contexts. Additionally, readers will be provided with the problems
that may arise in practice and their resolution solutions.

3. MIMO-D2D system model optimization. When there are MIMO system, the signal can be ex-
pressed as:

yr = Hpvpsy + Z Hyvs,si + i, k=1,2,..., K (3.1)
i=1,i#k
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where y;, is the received signal vector, Hy is the channel gain matrix, V} is the transmit signal vector, s; is the
noise vector.

Compared with ZF precoder, the algorithm has higher complexity. According to the minimum mean square
error theory, the target user’s precoding matrix can be obtained:

1 2
B

s— =(Hvs+1n)

v = argmin E [||s — s3] = argmin E { } E [ssH] = NTo? (3.2)

F

where v°P! is the precoding matrix, Hvs is the conjugate transpose of s, NTo? is the noise variance, and F is
the unit matrix.
The path loss can be described by mathematical expression:

_ PG,GN?

Puld) = ooy (3.3)

ZF and MMSE precoding schemes have certain restrictions on the number of antennas at the receiver and
transmitter. In contrast, the maximum SLNR based scheme has no limit on the number of antennas and is not
limited by the application scenarios. Its basic idea is to maximize the ratio leaked to other users and channel
noise power, so as to enhance the target signal while weakening the signal leaked to other users. The formula
of signal-to-noise ratio can be expressed as:

| Hyor || 7

SLNRy, = — 5
Zi:l,i:k [ Hivg||p + 02

(3.4)

4. Methods.

4.1. Data selection. With Lushan Mountain accounting for 18. the total number of mountains in the
region is 100.The Ministry of Culture and Tourism has named five batches of national intangible cultural heritage
representative project inheritors, with 15 people in Lushan Mountain; Hebei Provincial People’s Government
has released 6 groups of provincial intangible cultural heritage lists, with Lushan Mountain accounting for 102
items. There are 117 individuals (alive) in Lushan Mountain among the five groups of representative inheritors
of the province’s intangible cultural assets that have been disclosed by the Department of Culture and Tourism.
The Lushan area’s intangible cultural heritage resources are abundant in variety and number, particularly when
it comes to the categories that are part of provincial initiatives, as indicated by the statistical results presented
in Table 4.1. The variety of intangible cultural heritage project types is highlighted by the seven study topics,
which span more than five categories. Tangible space resources of cultural heritage research resources include
cultural relics protection units, patriotic education bases, red tourism classic scenic locations, research practice
bases, and A-level scenic spots. These tangible spaces already have the necessary infrastructure, which can
meet the basic conditions for carrying out research travel, greatly reduce the difficulty of developing research
travel, save human, material and financial resources.

It is worth mentioning that Lushan, as the city with the longest mileage in the cities that the Beijing
Hangzhou Grand Canal flows through, has a high historical status and research value. Because it has certain
tangible space, taking Lushan World Geopark as an example, it is classified as tangible space resources in this
study, further enriching the types of tangible space resources in Lushan area. As Table 4.1 for their differences.

The buffer zone and protection barrier established by the World Cultural Heritage are not the extent of the
research trip’s operations. The division of administrative regions will not limit the scope of the world cultural
heritage research trip’s operations to the cultural region in which it is located. The concept and content of the
activity, which is often linear and has a clear tourism route planning, define the extent of the World Cultural
Heritage study trip. In essence, MIMO technology is a mathematical abstraction of a multi-antenna mobile
communication system. Multipath effect has historically been a negative issue impacting system performance
in communication systems. The difference is that in MIMO systems, multipath becomes a favorable factor. It
can obtain multiple data stream gains between devices, making information transmission more accurate. The
MIMO system can be shown in Fig. 4.1- taking the Lushan World Geopark as an example.
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Table 4.1: Comparison of Short Range 5G Communication Technologies.

Parameter name

Wi-Fi Direct

Bluetooth 4.0

D2D

sion distance

Standard 802.11 Bluetooth SIG 3GPP;LTE- Advanced
Frequency band 2.4GHZ 2.4 GHZ Authorized frequency band
Frequency band 5 GHZ 2.4 GHZ Authorized frequency band
Maximum data rate |250Mb/s 1 Mb/s 1Gb/s

Maximum transmis-| 200M 10-100m 10-1000m

Device Discovery

ID broadcast

Manual pairing

Base Station Collaboration

Device Discovery

Embedded Soft Ac-
cess Point

Manual pairing

Base Station Collaboration

Application

File sharing

Peripheral equipment

File sharing; Local video; Public safety; Cell relay

Application

Device connection

Discover Connections

File sharing; Local video; Public safety; Cell relay

Application

Group competition

File transfer

File sharing; Local video; Public safety; Cell relay
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Fig. 4.1: Schematic Diagram of MIMO System.
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Fig. 4.2: Multipath Effect of Cultural Heritage Protection.

The wireless channel has the characteristics of multi-path effect, fading and Doppler effect. The result of
multi-path effect is that the original signal is distorted or even wrong. The main reason is that the transmitter
signal arrives at the receiver through different paths in the channel. Because the time of arrival at the receiver
is different, the signal phases of each path overlap during signal synthesis. The process of multipath effect is
shown in Fig. 4.2.

Understanding the world heritage and the need to safeguard it is one of the key goals of the World Cultural
Heritage Study Tour. Recognize the nature, traits, importance, and background of the world; Recognize the
world’s knowledge, the veracity and historical information conveyed by cultural heritage, and the height at which
it reflects as the primary subject. We can further study cultural heritage in the domains of art, history, society,
and science by using actual data on the global cultural heritage. The learning content includes knowledge about
art, archaeology, ancient architecture, religion, nature, and science. World cultural heritage research travel can
meet the trainees’ needs for experience and experience of culture and heritage, provide high-quality information
for trainees, and meet their spiritual needs. In the end, students can obtain a valuable, satisfactory and pleasant
experience. Fig. 4.3 shows the system model of MIMO-D2D. The transmitted signal of the cellular user through
the multipath channel gain, and the D2D communication signal can also be more accurately transmitted to the
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Fig. 4.4: UFMC System Model Optimization.

target D2D user.

4.2. Research assumptions. The current distribution network protection mostly adopts simple over-
current and over-voltage protection methods, which do not need communication channels and cannot achieve
sectional isolation, resulting in a large power failure range and difficult recovery after failure. Distribution
network communication points are wide and highly dispersed. If optical fiber is used in a large area, the cost will
increase dramatically. While wireless communication is fast deployed, widely covered and easy to be modified,
5G communication is fully feasible as a differential protection channel. Fig. 4.4 shows the entire bandwidth
contains M subcarriers and is divided into B subcarriers, each subcarrier is composed of m subcarriers.

Intangible cultural heritage reflects a country’s or a nation’s self-identity and the extent to which it is
recognized by the world. It is a key link to maintain a nation’s or group’s civilization. However, if we really
want to turn various protection declarations and regulations into practical actions and make them have obvious
effects, we can never easily achieve them. If we fail to achieve scientific, planned, up-to-date and sustainable
protection, we may get twice the result with half the effort, hinder or even destroy these cultural treasures that
we have inherited for several years. The simulation environment is completed in MATLAB, and the number of
simulation experiments is 10000, as is shown in Table 4.2.

The main optimization points of balanced throughput in high throughput and low algorithm complexity, but
they ignore the poor performance of large equipment connectivity in the 5G era, that is, the poor performance
of system connectivity probability. The method of resource allocation algorithm based on power adjustment
are given,as is shown in Fig. 4.5.

5. Simulation Result Analysis. The simulation scenario is that D2D users selectively reuse uplink
resources of cellular users in a single LTE cell with a radius of 1km. The main simulation parameter settings
are shown in Table 5.1. By comparing the proposed resource allocation (TPRA) method with the random
resource allocation (RRA) method and the resource allocation (RCRA) method considering the D2D rate, the
system throughput and power allocation under different algorithms are mainly compared.

Utilizing the cultural heritage resources of Mount Lushan area to create an atmosphere of study and travel,
and to create a new business card of Mount Lushan in culture, education and tourism. Through the development
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Table 4.2: Simulation Parameter Setting.

Parameter Parameter value
Cell radius R/m 10 < R <500
D2D pair distanceRq/m 10 < Ry < 25
Number of simulations/time 10000
System bandwidth B/MHz 100
Carrier frequency f. /GHz 5.0
Noise power N/dBm -112
Maximum transmission power of cellular users/dBm 26
Minimum SNR/dBm for cellular users 12
D2D user minimum signal-to-noise ratio/dBm 7
Path loss between any communication terminals 22log,,(d)+44.4, 10<d<410;40log,(d) +87.7, 410<d <500
Stort
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Fig. 4.5: Optimization flow chart of channel allocation algorithm based on 5G communication power adjustment
management model and sub model.

and improvement of all kinds of study projects, improve the visibility of study, gradually expand the influence
of Mount Lushan, the formation of Mount Lushan area unique study brand, and in the canal research, Wuqgiao
acrobatics research, Qingxian Wushu research and other outstanding areas of cultural heritage research IP,
centered on the urban area of Mount Lushan. Ultimately, through the "tourism + education” form of study
tours, the inheritance and development of values, while cultivating local primary and secondary school students’
national sentiment, traditional culture and values education, and enhance cultural self-confidence - Lushan
World Geopark as an example. Fig. 12 compares the CDF distribution of system throughput under the two
algorithms.RRA is significantly lower than TPRA because the RRA algorithm fails to reasonably allocate the
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Table 5.1: Simulation Parameter Setting of Mobile Base Station.

Parameter Parameter value
Cell radius/km 1

Short distance communication distance/m 25 50
Bandwidth of one RB/kHz 180

RB quantity/piece 50

BTS transmission power/dBm 44
Cellular subscriber transmission power/dBm 25

Road loss/dB 35.26+35 log,4(d)
Number of D2D users 130

D2D maximum transmission power/dBm 25
Target) /dB 15
Gaussian white noise density/dB/Hz -172
Iterations 32

resources of primary and secondary users, and the interference between primary and secondary users is not
effectively controlled.

The TPRA (Throughput Prioritized Resource Allocation) algorithm aims at resource allocation by prior-
itizing system throughput. Although TPRA performs well in improving system throughput, its complexity is
mainly due to the following aspects:

1. Computational complexity: TPRA must determine each user’s priority inside each time slot and allocate
resources according to these priorities. This calls for a lot of processing power, particularly when there
are a lot of users.

2. Scheduling of Resources: For TPRA to guarantee that system throughput is optimal, resource allocation
must be continuously monitored and adjusted. This puts a lot of pressure on network administration
and control.

The following elements may have an impact on TPRA’s real operational efficiency in large-scale networks:

1. Latency issue: In large-scale networks, TPRA latency may be considerable due to the requirement for
intricate computations and real-time modifications, which can negatively impact user experience.

2. Hardware requirements: In order to guarantee that the algorithms can operate effectively, stronger
hardware support is required due to the high computational demands of TPRA.

3. Scalability: While TPRA works well in small networks, as the number of users rises in large net-
works, its computational complexity and resource scheduling becomes more challenging, necessitating
improvement to increase scalability.

Use the cultural heritage resources in Lushan area to create a research travel atmosphere, and create
a new name card for Lushan in terms of culture, education, tourism, etc. Through the development and
improvement of various research projects, we will improve the popularity of research, gradually expand the
influence of Lushan , form a distinctive research brand in Lushan area, and create cultural heritage research IP
in outstanding areas, such as Canal Research, acrobatics research in Wugqiao, martial arts research in Qingxian
and other places with Lushan downtown as the center. Finally, we will inherit and carry forward the value in
the form of "tourism + education” research travel, while cultivating the family and country feelings, traditional
culture, values education of local primary and secondary students, and strengthening cultural self-confidence -
take the Lushan World Geopark as an example. Fig. 5.1 compares the CDF distribution of system throughput
under the two algorithms. RRA is significantly lower than that of TPRA. Because RRA algorithm does not
allocate resources to primary and secondary users reasonably, the interference between primary and secondary
users is not effectively controlled.

The overall path is to "issue standardized policies, formulate research plans”, "focus on significant resources,
customize research with characteristics”, ”"focus on departmental linkage, improve research facilities”, "integrate
science and technology into tradition, and lead research through innovation”. Then provide targeted research
development path according to the above comprehensive potential index. When the signal-to-noise ratio in-
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creases to a value that can be considered that the channel is distortion free and noise free, the reconstruction
accuracy of the four algorithms is similar. At low SNR, RSAMP algorithm has the best performance, while
OMP algorithm has the worst performance,as is shown in Fig. 5.2.

By prioritizing resource allocation to maximize system throughput, the TPRA algorithm efficiently en-
hances system performance. Regardless of the circumstance, the TPRA algorithm offers superior throughput,
as evidenced by its higher and steady CDF curve.

Lower and unpredictable system throughput are the result of the RRA algorithm’s inability to properly
control inter-user interference because it distributes resources randomly. This suggests that in real-world
applications, it is challenging to match the high throughput demand of the RRA algorithm.

Optimization based on the TPRA algorithm can be performed to further enhance system performance.
This includes introducing an intelligent scheduling mechanism and a dynamic resource management strategy
to increase the system’s throughput and energy efficiency.

This thorough examination of Fig. 12 helps us to better understand the variations in system throughput
under various algorithms as well as the direction of optimization, which serves as a crucial foundation for further
study.

The higher the communication quality of high priority users. However, this algorithm will also have some
impact on other low priority users. The more spectrum the mobile base station gets, the more obvious the
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Table 5.2: Communication Rate of Low Priority Users under Different Spectrum Divisions.

Spectrum division (MHz) Wyuss = 2, | Wyups = 3, | Wups = 4, | Wyps = 5,
W, = 18 Wep =17 Wep = 16 W, =15
Average rate of low priority users (Mbits/s) | 24.1466 22.8047 21.4637 20.1222

impact will be, as shown in Table 5.2.

6. Conclusion. Higher technological demands are placed on base station antenna units due to the ever
stricter regulations on base station antennas. This study traces the most recent developments in 5G communi-
cation requirements and essential technologies from both local and international research organizations in order
to meet this background.

Research travel, especially when considering the integration of culture and tourism, integrates cultural
heritage with heritage tourism and youth heritage education in terms of protecting cultural heritage. For
instance, in the case of Mount Lushan World Geopark, the public is made aware of the significance of heritage
through the interpretation and presentation of the site’s legacy. The goal of heritage education and research
tours is to increase public knowledge of heritage through the work of management agencies, research institutes,
and members of the local community, either on their own or in conjunction with other tourism and education
groups.

In general, research tours and studies on cultural heritage aid in the integration of tourism, education, and
cultural heritage while providing young people with a deeper understanding of the world’s cultural heritage.
The study revealed that research trips were carried out with the assistance of local cultural resources, which
enriched the theoretical research perspectives on research excursions and cultural heritage. Furthermore, the
algorithm illustrates the benefits of system transmission performance under various SNR conditions by analyzing
the UFMC constant SNR compression-aware algorithm. These benefits are particularly noteworthy in 5G and
future wireless communication networks, as they offer high spectral efficiency and low bit error rate.

Data Availability. The experimental data used to support the findings of this study are available from the
corresponding author upon request.

Conflicts of Interest. The authors declared that they have no conflicts of interest regarding this work.

Funding Statement. In 2022, the Shandong Provincial Undergraduate Teaching Reform Research Project
"Intangible Cultural Heritage Ideology and Politics” Exploration of Teaching Practice of Collaborative Educa-
tion in College Animation Majors M2022010.

REFERENCES

[1] MEGEIRHI, H. A., WoosNnaM, K. M., RIBEIRO, M. A., RAMKISSOON, H., & DENLEY, T. J. Employing a value-belief-norm
framework to gauge Carthage residents’ intentions to support sustainable cultural heritage tourism. Journal of Sustainable
Tourism, 28(9),(2020) 1351-1370.

[2] L1, Y., Lau, C., & Su, P. Heritage tourism stakeholder conflict: A case of a World Heritage Site in China. Journal of
Tourism and Cultural Change, 18(3),(2020) 267-287.

[3] AvLazaizeH, M. M., JAMALIAH, M. M., McoNJa, J. T., & ABABNEH, A. Tour guide performance and sustainable visitor
behavior at cultural heritage sites. Journal of Sustainable Tourism, 27(11),(2019) 1708-1724.

[4] PANzERA, E., DE GRAAFF, T., & DE GrRooT, H. L. Furopean cultural heritage and tourism flows: The magnetic role of
superstar World Heritage Sites. Papers in Regional Science, 100(1),(2021) 101-122.

[5] MARIaNI, M. M., & GuizzARDI, A. Does designation as a UNESCO world heritage site influence tourist evaluation of a
local destination. Journal of Travel Research, 59(1), (2020) 22-36.

[6] GrAziANO, T., & PRIVITERA, D. Cultural heritage, tourist attractiveness and augmented reality: Insights from Italy. Journal
of Heritage Tourism, 15(6), (2020)666-679.

[7] AbpiE, B. A., FALK, M., & SavioLl, M. Ouvertourism as a perceived threat to cultural heritage in Europe. Current Issues in
Tourism, 23(14), (2020) 1737-1741.

[8] Gursoy, D., Akova, O., & Atsiz, O. Understanding the heritage experience: a content analysis of online reviews of World
Heritage Sites in Istanbul. Journal of Tourism and Cultural Change, 20(3), (2022) 311-334.

[9] BaAPIRI, J., ESFANDIAR, K., & SEYFI, S. A photo-elicitation study of the meanings of a cultural heritage site experience: A
means-end chain approach. Journal of Heritage Tourism, 16(1), (2021) 62-78.



Yanyan Chen

MUGGENBURG, H. Beyond the limits of memory? The reliability of retrospective data in travel research. Transportation
research part A: policy and practice, 145, (2021) 302-318.

BUCKLEY, R. Pandemic travel restrictions provide a test of net ecological effects of ecotourism and new research opportunities.
Journal of Travel Research, 60(7), (2021) 1612-1614.

CABER, M., GONZALEZ-RODRIGUEZ, M. R., ALBAYRAK, T., & SIMONETTI, B. Does perceived risk really matter in travel
behaviour. Journal of Vacation Marketing, 26(3), (2020) 334-353.

BroOwWN, A. E. Who and where rideshares? Rideshare travel and use in Los Angeles. Transportation Research Part A: Policy
and Practice, 136, (2020) 120-134.

KousHik, A. N., MaNoJ, M., & NEzAMUDDIN, N. Machine learning applications in activity-travel behaviour research: a
review. Transport reviews, 40(3), (2020) 288-311.

L. Sun, J. Liang, C. ZuanGg, D. Wu AND Y. ZHANG, "Meta-Transfer Metric Learning for Time Series Classification in
6G-Supported Intelligent Transportation Systems,” in IEEE Transactions on Intelligent Transportation Systems, vol. 25,
no. 3, pp. 2757-2767, March 2024, doi: 10.1109/TITS.2023.3250962.

CHEN, S., Law, R., ZHANG, M., & SI1, Y.Mobile communications for tourism and hospitality: a review of historical evolution,
present status, and future trends. Electronics, 10(15), (2021) 1804.

SIRIWARDHANA, Y., DE Arwwis, C., GUR, G., YLIANTTILA, M., & LIYANAGE, M. The fight against the COVID-19 pandemic
with 5G technologies. IEEE Engineering Management Review, 48(3), (2020) 72-84.

Sonag, H., & SELM, G. Smart heritage for urban sustainability: a review of current definitions and future developments.
Journal of Contemporary Urban Affairs, 6(2), (2022)175-192.

YUCEL, M., & A¢ikGOz, M. (2023). OPTICAL COMMUNICATION INFRASTRUCTURE IN NEW GENERATION MOBILE NETWORKS.
Fiber and Integrated Optics, 42(2), (2023) 53-92.

SHENG, J., Ca1, X., L1, Q., Wu, C., A1, B., WANG, Y., ... & YU, P. Space-air-ground integrated network development and
applications in high-speed railways: A survey. IEEE Transactions on Intelligent Transportation Systems, 23(8), (2021)
10066-10085.

Edited by: Ashish Bagwari

Special issue on: Adaptive AI-ML Technique for 6G/Emerging Wireless Networks
Received: May 20, 2024

Accepted: Aug 31, 2024



k)
(J
.. Scalable Computing: Practice and Experience, ISSN 1895-1767, http://www.scpe.org
© 2025 SCPE. Volume 26, Issues 2, pp. 587-598, DOI 10.12694 /scpe.v26i2.3873

OPTIMIZING ELECTRIC VEHICLE CHARGING INFRASTRUCTURE WITH
EVGRIDNET BY INTERNET OF THINGS AND MACHINE LEARNING STRATEGIES

R. RAMANI *AND , A. NALINI ¥

Abstract. In the arena of renewable energy integration for electric vehicle (EV) infrastructure, it is a problem to efficiently use
solar power with EV charging, considering grid constraints and user preferences. The current study proposes a new smart charging
algorithm that utilizes IoT data for the dynamic optimization of EV charging patterns. A novel aspect of the study was a deep
learning model, "EVGridNet”, that reliably predicts solar energy output and grid prices. EVGridNet uses deep learning approaches
to process accumulated data via IoT devices, facilitating fine-tuned adjustments to charging patterns through predictive analytics.
This algorithm receives actual data on the generation of solar energy, the price of grid electricity, and other characteristics set by
the user to optimize the usage of solar energy, limit the usage of grid electricity during the peak hours and meet all the needs of the
user. The optimization process of the algorithm strategically manages energy sources, uses battery storage systems to exploit solar
power effectively and uses grid electricity during low-cost periods, all within user preference parameters. The proposed system
has the potential of reducing grid electric use by up to 25% for EV charging, and increasing the renewable energy electricity in
EV charging to 40% as per simulation results. This will enable quick EV infrastructure scalability, low carbon emission, and
energy independence. EVGridNet is an outstanding innovation in smart charging technology, which is a cost-effective and scalable
solution to the renewable energy sector’s primary challenge. One of the key aspects of the optimization process is the control of
energy sources where battery storage systems allow for flexibility in using solar energy and grid electricity within certain pre-set
thresholds.

Key words: EV, grid energy, renewable, IoT, CNN, GRU, dynamic, optimization, rate, infrastructure, data, solar energy.

1. Introduction. Oune of the most challenging aspects of the nascent electric vehicle (EV) infrastructure
[1] is incorporating renewable sources of energy, such as solar energy [2], into EV charging points. The grid
limitations during peak demand times and different user preferences increase the space of non-optimal use
of renewable resources in traditional grid-dependent charging models, which is one of the main barriers to
achieving more sustainable solutions.

The following study presents Smart EVGridNet to fill this research gap. It is proposed as a smart charging
algorithm that employs IoT data [3] to optimize dynamic EV charging patterns. Solar energy generation, grid
electricity prices, and user requirements are all taken into account by analyzing real-time data. This is done
to enhance the use of solar power, create less reliance on the grid during peak periods, and accept user needs,
hence filling the gap left by renewable energy integration as it is currently practiced. The novel EVGridNet
model is based on deep learning, in which Convolutional Neural Networks (CNNs) [4] and Gated Recurrent Units
(GRUs) are being used, among others coupled with Reinforcement Learning (RL) [5] and dynamic programming
for sophisticated prediction of electricity prices and solar outputs. This prediction allows fine-tuning charging
patterns in real-time, utilizing energy storage systems, and using the grid effectively when the charges are lowest.
The system’s ability to turn EV charging into an off-peak hour’s activity and renewable energy supremacy is
vital in achieving grid-independent and clean EV infrastructure. The impact of the EVGridNet program is not
only energy savings; it tells the other story of the speedy expansion of EV infrastructure while lowering the
level of carbon emissions and independence in energy. Smart charging [6] can keep up with the dynamics by
adopting a holistic approach to decision-making under uncertainty, which allows it to navigate the complexity
of the energy matrix and, therefore, becomes the ultimate solution to some of the renewable energy sector’s
challenges and the significant giant leap towards the establishment of smart charging infrastructure.
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(Corresponding author, ramanikamall1@gmail.com)
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One of the most essential parts of the current research is the use of advanced neural networks for predictive
control devices, which helps to improve the efficiency of solar power usage in real-time by controlling the charging
patterns. In another way, the decrease in the distribution grid’s energy consumption and the improvement of
the renewable energy input to the charging system through EVGridNet establishes a basis for clean energy
creation. The proposed model could be a significant tool for the transition of the EV charging ecosystem to
being more environmentally friendly, cost-effective, and user-oriented. This model should provide support for
the rapid development and scaling up of the EV infrastructure while minimizing the carbon emission situation
in the process and reinforcing the independence of our local energy resources.Thus, the primary objectives of
this study includes:

1. To improve EV charging infrastructure, EVGridNet was utilized, which helped accelerate the incorpo-
ration of solar energy and observably decreased non-renewable energy use.

2. To reduce the electricity grid load during peak demand times, the EVGridNet network will help decrease
the load on the grid and optimize the charging patterns to take advantage of the off-peak periods and
available solar power.

3. To develop a flexible charging infrastructure that could be configured to the inputs of real-time and
user-related data.

2. Related Work. The work from [7] addressed EV charging patterns through Functional Data Analysis
(FDA) analysis using five years of real-time data from 455 stations in the Kansas City of, Missouri district.
The specific approach, the so-called "smooth functions” treatment of the data over time, is exceptional for its
flexibility and effectiveness in monitoring daily, station-related usage by customers and energy consumption.
The study recognizes the FDA’s deficiency in obtaining time series from different periods, which is a significant
problem in forming some analytical tools. This work is unique in the sense that the authors succeeded in
applying the FDA course to evaluate EVs’ charging behavior despite the difficulties involved, whilst the existing
data may need to be more consistent. The study from [8] developed a model integrating long-term and short-
term planning and decision-making processes to solve the problem of the most efficient placement of charging
stations. Their innovative technique exploits a two-stage mixed integer linear programming model to achieve
the optimal electricity flow costs, which can then incorporate renewable energy and V2G capabilities. To
undermine the complexity of the model, they suggest a mixture of Apriori Progress Hedging And Sample Average
Approximation (APH-SAA) algorithms, speeding up the algorithm and making it more efficient. Regardless of
its positive side, the study acknowledges that the progressing hedging algorithm has limitations if capitalizing on
large-scale problems. Therefore, the study shifts to the heuristic method for a smooth solution. Such research
now provides a vital link between various operational factors and charging station planning design, which can
be easily replicated for more cost-efficient and environmentally friendly infrastructure development.

Researchers in [9] proposed a solution for optimizing grid operations with growing EVs employing machine
learning and the LSTM model. The method puts a great emphasis on the management of electric power
demand. Moreover, it decreases losses and fluctuations and drops the economy tariffs, regardless of the charging
technologies used. For managing complex and ever-changing loading patterns of the power grid and EVs, LSTM
was chosen because of its ability to predict them accurately. The investigation proves that the impact of EV
charging on the grid can be effectively managed through simulations; the benefits become apparent, especially
during unforeseen load conditions. Notably, the project focuses on ML to improve grids in terms of efficiency
and stability, which effectively minimizes challenges posed by the increasing EV acquisition. Conversely, vehicle-
to-grid (V2G) technologies might not perform primary operations properly and can cause deep discharging of
EVs, which leads to battery degradation and loss of customer satisfaction.

According to the study of [10], using machine learning, primarily deep LSTM, is proposing high-capacity
management and routing tools for EV fleets. It measures the uncertainty of load data impact on the EV
management system, which is a criterion in showing the LSTM’s capacity to handle sudden data. On the
other hand, though, this complexity in adopting deep learning approaches for managing the centralized system
efficiently emerges as a potential limitation, mainly as more and more EVs come into play. Such growth
encompasses larger data sets and affects businesses with parking facilities. As a result, these businesses require
advanced technological solutions catering to the emerging EV market.

Researchers in [11] intended to optimize EV charging infrastructure using a genetic algorithm modified
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Fig. 3.1: EVGridNet Framework

by neural networks and deep learning architecture, namely data driven multi-objective optimization (DDMO).
The main task of the associated framework is to improve these factors, such as the type of charge points,
charging location, the amount of charging points and so on. Research consisting of simulation and optimization
offers information about the best possible configurations, spatial arrangements and, importantly, the trade-offs
between coverage costs and maintaining the target levels. On the one hand, the dependence on data accuracy
and model quality for efficient solutions causes the processes to become more computationally complex and
take more time. The proposed optimization method is comprehensive. Nevertheless, tuning the parameters is
complex and requires efficient handling of computational problems.

The central theme of the study by [12] is a multi-agent-based simulation model for the strategic planning of
EV charging facilities on the highways, which predicts user charging patterns and lowers the limitation of the
traditional site selection methods by user charging behavioral modeling, and decision-making processes related
to charging. The model framework is included in the open-source built-in multi-agent modeling tool MATSim,
which simulates the behavior of agents making their travel decisions in a shared network which competes for
scarce resources on the highway, like charging facilities. A narrow disadvantage is the belief that EV drivers do
not charge at highway facilities while leaving out factors affecting their choice of nearby facilities, leading to
significant challenges when simulated in real-world scenarios.

3. Methodology. The methodology integrates Convolutional Neural Networks (CNNs), Gated Recurrent
Units (GRUs), and Reinforcement Learning (RL) with a dynamic programming approach to optimize electric
vehicle (EV) charging patterns. Initially, it defines the state and action spaces based on time, energy levels in
the Energy Storage System (ESS), and possible charging actions.

A policy with parameters « is initialized to guide decision-making. For each episode, the algorithm starts
by observing the initial state, which includes the starting time and energy level. As it progresses through each
time step, it uses the CNN-GRU framework to predict solar energy generation and grid electricity prices. Based
on these predictions and the current state, the RL component determines the optimal charging action according
to the policy, executes this action, observes the resulting reward and the next state, and then updates the policy
parameters using the policy gradient method to maximize the expected cumulative reward. Simultaneously, the
dynamic programming component systematically solves for the minimum cost or optimal strategy by defining
a recurrence relation that considers both immediate costs and future outcomes, iteratively computing this for
each state.

Finally, it traces back through these decisions to reconstruct the optimal charging strategy, effectively
balancing the objectives of minimizing costs and maximizing the use of renewable energy within the operational
constraints of the EV charging infrastructure.

This comprehensive approach leverages predictive analytics and decision-making under uncertainty to dy-
namically adjust and optimize EV charging patterns in a complex, ever-changing energy landscape. Figure 3.1
illustrates the overall framework of EVGridNet model.

3.1. Problem Definition. To formulate the problem of EV charging optimization through dynamic pro-
gramming, the minimization of cost, the maximization of solar energy utilization, and the constraints are
considered. Table 3.1 represents several computational notations for better computations.
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Table 3.1: Computational Notations and Definitions

Notations Descriptions
T={t, b5, tg}) Set of discrete time intervals
5(t) Solar energy generation at ¢
[Gplt)] Electricity cost in the grid at ¢
Creg Cumulative energy demand for charging within the horizon
nl ra."“ }
1, online IoT device status
o, of fline
E(t) Energy stored at energy storage system (ESS), &, = £(1) =
f?‘l‘fl’l.‘t’
Git) Energy utilization for charging (T} at grid

Objective Function. Considering the usage of S(t) and G(t) for charging, the primary objective is to mini-
mize the Gp (t) while meeting the user’s Cy¢, until the end of the optimization horizon is reached.

min Z= ZtET [Gp (1) eG(t)] (3.1)
with three constraints:
> (GO +5(8) 2Cre] (3.2)
gmzngg(t)ggmam (33)
C(t) < Dio (t) =1 (3.4)

Equation 3.1, 3.2, 3.3 represents the energy requirement, ESS storage, and IoT device operational constraints,
respectively.

The proposed EVGridNet comprises Convolutional Neural Networks (CNNs) for data representation and
feature extraction, Gated Recurrent Units (GRUs) for sequence modeling [13], and Reinforcement Learning
(RL) for decision-making and action selection. This model aims to leverage the strengths of each component:
CNNs for spatial feature extraction (such as weather or temporal patterns), GRUs for capturing short-term
trends (e.g., energy generation or market price), and RL for making control decisions (like an optimal charging
pattern) which utilizes the dynamic programming algorithm based on specific constraints.

CNN Computations. For instance, processing data along with feature extraction for spatiotemporal data,
such as weather conditions that impact solar power generation. The primary computation can be expressed as,

fcnn:ReLU (wacnn+ecnn) (35)

From (3.5), we denote the input, w and e represent the weight and biases of CNN, respectively with ReL.U
activation function.

GRU Computations. The comprehension of sequential patterns in solar energy production, grid electricity
costs, and energy usage is gained by observation of this time series data. Consecutive readouts after a pass
through the network of feature extractions, in combination with historical data on prices, energy generation,
and demand, are indispensable to the input system. The operations of update gate (U; ), reset gate R; ),
candidate (h; )and final activation (h; ) comprise the major processes of GRU in determining the patterns.
Thus, the conventional process of GRU can be expressed as,

Ut:llf([ht—l,it] .wU+€U) (36)
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Ri=p ([ht—1, %] swr+ter) (3.7)
hey=tanh ([Ry xiy, hy_1] sw-+e) (3.8)
ht: (Ut Xﬁt> + [(1_Ut) Xﬁt—l] (39)

From (3.6) to (3.9), i; and h; denotes the input and hidden state at time t, and p signifies the sigmoidal
activation function.

RL Computations. At this phase, EVGridNet learns to acquire knowledge of the optimal charging strategy
depending on the system’s current state and the forecast made by the CNN-GRU framework. The system’s
present state comprises the efficiency of the ESS, the status of the IoT devices, the estimated solar output, and
the price of grids for the given timeframe. Objectives are being achieved via a dynamic optimization approach
(DOA) combined with RL decision-making strategies that can ensure the patterns are optimally maintained to
minimize grid utilization and maximize solar usage. Thus, the core process of RL is expressed as,

Vaofi(a)=E[Valogps (As | St) xr ] (3.10)

From (3.10), p, denotes the policy that was parameterized by «, A; and S; indicates the action and state at t,
and r represents the reward function with respect to the f; (objective function) of p.

The structured DOA includes four major steps: defining the state, formulating the recurrence relation,
determining the base case, solving sub-problems, and reconstructing the optimal solution. Table 3.2 represents
the entire computation process of EVGridNet with DOA.

The primary role of the computation procedure of EVGridNet with the DOA is to determine the best
patterns for charging a given number of EVs by incorporating the forecasts of the amount of load required in
the grid at a given time, reinforcement learning, and dynamic programming. This procedure, which involves
the CNN-GRU framework to forecast the generation of solar energy and the price of grid electricity, and RL to
identify the optimal charging actions, also involves learning and improving decision-making policies. It strives
to reduce costs and enhance the use of renewable energy by determining the best actions for charging using the
RL strategy with the best short-term and long-term results. Also, and most importantly, it helps in making
sure that the ESS practices a limit of safety through prohibition of its capacity drop to a certain level as well
as preventing it from being charged to excess. Therefore, this systematic approach helps manage and optimize
the social needs of EVGridNet as an innovation by adapting and guiding the consumption of electricity for
charging electric vehicles and ensuring that such usage is efficient for sustainable utilization of energy.

4. Materials and Tools Utilized. For experimental analysis of EVGridNet, Table 4.1 provides a set of
hyperparameters along with their optimal values.

An Integrated Energy Management and Forecasting (IEMF) Dataset from [14] is utilized as the lifeblood of
the study included in this research work, without which the accuracy of the proposed EVGridNet model cannot
be realistically evaluated. The dataset is robust, fragmented, and ranging from Region 1 to Region 5, covering
potential EV charging sites positioned along the Chennai-Bangalore highway in India. The specificity of this
information - which can be broken down into solar generation, energy consumption, and pricing - is critical for
this training and assessment function of EVGridNet. The dataset is dynamic and multi-layered, including the
time resolution necessary to capture peak and off-peak fluctuations, spacious variation from varied locations
along the highway, and all use cases that can vary in demand. Such a dataset does not only help the decision-
making and calibration of the predictive analytics and optimization algorithms run by EVGridNet but also, the
model developed from such a dataset operates in the right environment, constitutes a robust substratum for
the practical applications, earning the model a chance to scale. EVGridNet utilized the train data and, from
IoT devices, collected the attributes that are reflected in Table 4.2.

Overall, this dataset is highly useful for renewable energy management. Understanding the patterns of
energy demand and the available supplies assists the operators in forecasting future energy needs. The addition
of temperature and weather data also improves the model’s ability to predict fluctuations in renewable energy
reliability. This forecasting plays an important role in decision-making about energy storage, distribution, and
transactions in the energy market.
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Table 3.2: Computation Procedure of EVGridNet with DOA

Input: 5(t), [Gp(t)], fonn: Creq: Pioe (1), £[1), G(t), and p,,
Output: optimal policy — pil{A.|S,) and the sequence of actions (charging) for each time
| imterval according to the best-optimized policy: G(t;, €T
Initialization

« Tnifialize state space S for a given ¢ and £ £ ESS.

s Initialize 4 based on potential Gi(r) actions

« Frame policy p,(A.|5;) parameterized by a
F[episodes + convergence]
1: Observe jnitial 5

Sy = (£p. o)
2:Fort =g 6+ 1, mn—1:
Predict 5{t)and [G.(t)] Husing CNN-GRU outcome

Compute 4, based on p (A4|S,)
Perform A,to observe r, £& 5, 4
Update £ € ESS «— A, && 5(t)
Subfect to:
E+5(t)— G(t) = & Merisures that ESSwill not deplete below its minimum
CAPacity
6(t) = [Creq - EE:{SU’}}T(’HEG?H!JEH the prevention of overcharging bevond €.,
i: Policy Gradient Update
P steps of the episode
Compute: ¥V, fi(a) = E[V, log g (A.5;) = 7]
Update arusing gradient ascent
@+~ a+ pi{a)V, My = learning rate
4: Dynamic Optimization
4.1 Defining the state
®(t, &) represents the munimum cost from ¢ given £
4.1 Recurrence Relation
Wt &) = mingeellGa(t)] - G + ¥t + 1, min{s(t) + £ — G(t), £ 1)
4.3 Base case
Wik, &) = 0; A WE art the final step k&
4.4 Solving Sub-problems
Iteratively compute ¥(t, £) usmg 4.2,
4.5 Reconstruction of optimal solution
Gl: tj - ﬂ[-f- f]

& 'a” denotes the avxiiiary array of A to race back the decisions

5. Performance Analysis. The realistic assessment for the EVGridNet model is carried out by selecting
three state-of-the-art approaches - Dynamic Demand Management Optimization (DDMO), Apriori Progressive
Hedging with Sample Average Approximation (APH-SAA) and Long Short-Term Memory (LSTM) networks -
that are closely aligned with the main goals of the proposed approach. These approaches provide a solid basis
for benchmarking by virtue of their alignment with the intrinsic targets of the electric vehicle charge scheduling
optimization, enhancement of renewable energy use, and stabilization of grid interactions, thus supplying the
entirety of context for assessing the indicated technological advancements and effectiveness of EVGridNet.

EVGridNet, the proposed EV charging infrastructure optimization model, is a smart technique combining
deep learning models (CNNs and GRUs), decision-making technique (RL), and a optimization process (DOA).
To evaluate the approach and achieve the work’s objectives, the following four metrics and their mathematical
computations are considered as a crucial factor of this research. The metrics are solar energy utilization rate
(SEUR) [13], grid dependency reduction rate (GDRR) [12], cost savings (CS), and renewable energy utilization
Rate (REUR).

SEUR. This metric refers to how much electric vehicle charging power is drawn from solar power. The best
way to accomplish that part is to increase (or improve) this rate to wholly correspond with the main objective,
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Table 4.1: Hyperparameter Specifications

Hyperparameter Optimal Value
Leamng Rate .01
| Discount Factor 0.9
Epsilon 0.1
| Number of GRU Layers |2 ]
Number of GRU Units per Layer | 64
Mumber of CNN Layers 3
Kemel Size in CNN 3x3
CIN Filters per Layer 2
Batch Size 32
Boplay Buffer Size 10000
Policy Update Frequency 5
Traming Episodes 1000
ESS Capacity Constraint 100 kWh
Mimimum ESS Level 20 kWh

Table 4.2: List of Attributes Utilized in Dataset

List of Dataset Attribute
Timestamp

Grid Electricity Price (KWh)
EV Charging Demand (KW)
ESS State of Charge (S0C) (%)
Ambient Temperature (°C)
Weather Conditions

EV Charging Status

User Charging Preferences
Chargmng Staton Utilization

which is to intensify the utilization of renewables for EV charging infrastructure. The primary computation of
this metric can be expressed as,

SEUR=Y | S(T)G(1)so1ar/D _, 1 COtotan (5.1)

From 5.1, S(t) denotes available solar power at ¢, G(t)so1qr Proportion of solar power utilized for charging at ¢,
G(t)iotar indicates the overall charging power utilized at t.

Figure 5.1 shows that EVGridNet outperforms LSTM, DDMO, and APH-SAA in exploiting solar energy
for EV charging under varying scenarios. In scenario 1, while monitoring modest solar availability and regular
power demand for EVs, EVGridNet shows performance superiority, with the SEUR of 70% prevailing over the
other approaches. Scenario 2 is an ideal situation with high irradiance solar availability and low vehicle demand;
EVGridNet comes again on top, achieving a SEUR of 72%. The most underwhelming outcome is Scenario 3,
which consists of a low solar availability level and a higher EV demand level, where EVGridNet still provides a
SEUR of 75%. Situation 4 indicates that EVGridNet achieves a SEUR, of 77% through its ability to apply high
solar power efficiently during supply surges. EVGridNet does much better at high SEUR levels in all cases,
demonstrating energy system robustness, especially when solar power is in short supply or demand is high. Its
adaptability to a broader scope of scenarios is exhibited through changing circumstances. This suggests the
smartness and efficiency of EV charging infrastructure management.
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Fig. 5.1: Comparative Evaluation of SEUR across various Scenarios for different Approaches
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Fig. 5.2: Comparative Evaluation of GDRR across various Scenarios for different Approaches

GDRR. Tt computes the reduced loading of electricity for EV charging during peak demand periods to
minimize the grid’s stress duration and maintenance cost. The primary computation process of this metric can
be expressed as,

GDRR:AGgrid,peak/Ggrid,peak,baseline (52)

From (5.2), AG grid,peak Tepresents the reduction in grid source utilized at peak durations against baseline
scenarios, Ggrid peak,baseline, Which indicates the power utilization at peak durations without the induction of
EVGridNet processes.

Figure 5.2 shows four EV charging optimization approaches assessed for GDRR metric throughout different
scenarios. In Scenario 1, EVGridNet realizes a significant step ahead with the GDRR comprising only 0.6,
implying that EVGridNet cuts the grid dependence by 60% during the peak times relative to the baseline
scenario. In Scenario 2, EVGridNet narrows this gap further to 0.52, indicating a positive GDRR. Scenario
3 here reveals a relatively tight accordance, at 0.45 levels for EVGridNet and 0.26 levels for APH-SAA. In
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Fig. 5.3: Comparative Investigation of CS across various Scenarios for different Approaches

Table 5.1: Cost Saving Analysis of different Approaches across different Scenarios

Scenario CS (in kWh)

LSTM | DDMO | APH-SAA | EVGridNet
Scenario 1 1500 1400 1600 1700
Scenario 2 1550 1420 1620 1750
Scenario 3 1490 1380 1610 1720
Scenario 4 1520 1410 1590 1780
Scenario 5 1580 1430 1630 1800

Scenario 4, the EVGridNet understudies demonstrate the most significant benefit to the network. Thus, it
reaches a GDRR of 0.68, and the grid reduction enjoys a 68% decline. In comparison to LSTM (0.18), DDMO
(0.23), and APH-SAA (0.33), this result shows that EVGridNet efficiently and effectively manages sources of
energy. Overall, EVGridNet has the results of being the better approach in a consistent way, not only relieving
grid stress but also optimizing the use of renewable energy for EV charging.

CS. CS ratios encapsulate the savings in charging costs actualized by the dynamic optimization of charging
timetables, the application of low-cost grid electricity periods at the right time, and the complete utilization of
solar power. The primary computation of CS can be expressed as,

¢5= (ZteT G (?) .G(t)base”ne) - (ZteT Gp (1) .G(t)optimized) (5.3)

The G(t),userine Parameters from equation (5.3) states charging power utilized at ¢ in a baseline scenario,
and G(t)optimize 4 denote the charging power utilized at ¢ using optimized patterns.

Figure 5.3 and Table 5.1 depict 3D bar chart data and data table of CS metrics (in kWh), respectively,
for EV charging optimization methods concerning various scenarios that construct a thought-provoking picture
of electricity consumption reduction with the utilization of those methods. This is evident from the data, as
EVGridNet takes the lead, starting at scenario 1 with 1700 kWh and ending with 1800 kWh by scenario 5. This
reveals that energy efficiency and cost-effectiveness have, to a large extent, increased compared to the other
techniques. It is worth noting that although LSTM provides excellent results, the savings are less, ranging
from 1500 kWh to 1580 kWh over the exact scenarios. DDMO and APH-SAA came at the middle rates, with
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Fig. 5.4: Comparative Evaluation of REUR across various Scenarios for different Approaches

Table 5.2: REUR Analysis of different Approaches across different Scenarios

Scenarios REUR (%)

LSTM DDMO APH-SAA EVGridNet
Scenario 1 60 55 65 75
Scenario 2 62 57 67 77
Scenario 3 64 59 69 79
Scenario 4 66 61 71 81
Scenario 5 68 63 73 83

DDMO showing a range from 1400 to 1430 kWh and APH-SAA at a slightly better performance with 1600 to
1630 kWh.

Through Scenario 1 up to Scenario 5, the leap in the amount of savings by EVGridNet illustrates the
proactive capacity of the system to effectively manage energy usage, with a high possibility of utilizing renewable
sources and periods with low electric rates. The emerging insights in this section suggest that more sophisticated
algorithms like EVGridNet make for more sustainable and economical charging facilities. EVGridNet’s excellent
performance is probably caused by the advanced machine learning techniques in this supervision net, which
enables it to predict and adapt to the dynamic of energy generation and demand changes.

REUR. It is quantified as the proportion of renewable energy fed into EV charging, while the entire energy
consumed for EV charging during a specific time is taken into consideration. The computation of REUR can
be expressed as,

REUR=®/1 (5.4)

From (5.4), 7 denotes the overall energy consumed for EV charging, and ® indicates the overall renewable
energy consumed for EV charging.

Figure 5.4 and Table 5.2 display REUR percentage values for five possible scenarios obtained by apply-
ing these strategies for four different EV charging optimization approaches. Despite having a higher REUR
percentage (75% to 83%) compared to the other scenarios throughout Scenarios 1 to 5, EVGridNet yields the
highest RUE value at all times. Such performance shows a significant correlation, giving an elevated advantage
to renewables among EV charging systems.

The results of the LSTM approach are moderate, achieving REUR rates as high as 68% without making
any progress better than the previous value of 60%. In contrast, the performance of the DDMO approach is the
poorest, with REUR values starting at 55% and only increasing to 63%. The general trend is that APH-SAA’s
performance is not as good as other neural networks (LSTM and DDMO) in real-life scenarios (accurate EV
loads), but it is still better than EVGridNet (REUR varies from 65% to 73%). These outcomes demonstrate the
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best EVGridNet efficiency, allowing the automatic scheduling of EV charging to raise the amounts of renewable
energy that transforms into usable electricity. This fact that it is better compared to the performance of other
systems suggests that it can adaptively manage the fluctuating energy sources in the electric system, thus
causing efficient and sustainable charging service. The statistics of more than improved REUR percentage from
EVGridNet confirm its possible application in a more extensive network, backing its scale and sustainability.

Thus, the usage of renewable energy can greatly increase due to the possibility of the EVGridNet model to
optimize the patterns of EV charging by predicting solar energy production and grid prices accurately. It is not
only beneficial in lowering the amount of carbon emission but also useful in shaping efficient transport modes.
Through more efficient utilization of renewable energy sources, this particular model supports the design of
a cleaner and environment-friendly future. At times, when many people return home from work, study, or
engage themselves in other tasks, there is typically a significant demand for electricity. To mitigate the effects
of this, EVGridNet charges electric cars for other parts of the day. This strategic approach can result in the
improvement of the stability of grid operations, a reduction in energy costs and the probability of overloaded
circuits, and, in some cases, a complete blackout. Thus, these replacements will drastically improve the grid load
management process and, hence, contribute towards a more efficient power distribution system. The available
charging times in most areas allow one to take advantage of cheaper night tariffs; thus, owners of EVs can save
a lot of money. Such economic benefits may encourage more people to use electric technology cars as a method
of transport, thus achieving a faster transition to sustainable transport. This is simple because reducing the
cost of owning these cars has remained the most compelling reason for popularizing the use of electric cars in
society. The ability of the EVGridNet model to change its structure allows it to be extended successfully to
other regions and different conditions of the energy market. This is an important aspect given that the model
shall be used in different settings to allow it to be used by many. However, when it comes to the application
of smart grid technologies, two critical components should be considered: scalability and the ability to adapt.
The blend of deep learning hierarchies [17] with reinforcement learning, along with the dynamic programming
in the construction of EVGridNet, provides high technological standards for future advances in smart grid and
renewable energy technologies. This approach can spur more advanced and updated research to come up with
efficient energy systems as new ideas are discovered.

The effectiveness of the model within the proposed EVGridNet entirely depends on the real-time information
obtained from the IoT devices as well as the weather and the energy market data. This means that the
performance of the model can be impacted by inadequate or untimely data information, thus the need for
correct and timely data information. The main issue to be noted is data dependency, which is a major problem
that requires a solution for operations’ proper performance. As regards the application of this research, the
following are noted as follows:

Optimized EV Charging Infrastructure: Overall, the design of the EVGridNet model can improve the effective-
ness and/or sustainability of charging stations for electric vehicles by managing the degree of reliance
on the grid during peak hours and utilizing renewable energy resources.

Cost Savings for EV Owners: By shifting charging to off-peak times and utilizing cheaper electricity, the model
can help EV owners save on energy costs.

Grid Load Management: The model described in this paper has the potential to revolutionize grid load man-
agement. Utility companies can use this model to accurately regulate loads, preventing overloads and
reducing the risk of blackouts, thereby ensuring a more reliable and stable energy supply.

Scalability for Diverse Regions: Many such characteristics enable the implementation of the model across di-
verse regions, which have different energy market characteristics, thus encouraging green transportation
solutions.

6. Conclusion and Future Work. The EVGridNet model demonstrates considerable potential in en-
hancing the efficiency and sustainability of EV infrastructure by integrating renewable energy sources. By
addressing the inconsistencies between EV charging supply and demand, EVGridNet shifts charging activities
to off-peak hours. This strategic approach not only reduces the reliance on the grid during peak times but
also significantly increases the proportion of renewable energy used in the charging process. The simulation
results indicate that this methodology can effectively reduce grid strain and optimize energy use, making it a
robust solution for current energy challenges. Moreover, EVGridNet’s capability to adapt to varying conditions
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positions it as a foundational technology for developing more eco-friendly and adaptive plug-in vehicle charging
systems, thereby promoting a greener and more sustainable transportation future. On the other hand, we are
trying to deploy upper-level enhancement models by integrating more exact weather prediction models that
can accurately anticipate solar generations. Furthermore, machine learning algorithms implementing adaptive
user behavior patterns provide a more personalized charging schedule.

(1]
[12]

[13]
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DESIGN AND DEVELOPMENT OF MEMORY PIXEL ARCHITECTURE FOR SOBEL
EDGE DETECTION

YELLAMRAJU SRI CHAKRAPANI ¥ NANDANAVANAM VENKATESWARA RAO [ AND MADDU KAMARAJU 1

Abstract. Memory is a fundamental hardware structure used in various electronic and multi-media products. The design and
development of large-size memory architectures have become increasingly complex due to the growing demands of high-resolution
image processing applications. This research work aimes to design a specialized memory architecture module for Sobel edge
detection, an essential technique in image processing. The proposed architecture (memory pixel size) consists of memory unit,
comprising rows and columns, is determined by the image resolution. For effective Sobel edge detection, the image pixels must be
stored in memory, and read operations are performed to access a 3x3 matrix of nine pixels. A critical consideration in developing
this memory architecture is power dissipation, which is mitigated through the application of Clock Gating techniques. The proposed
pixel memory architecture is implemented using MATLAB and Xilinx ISE software with Verilog HDL. The image pixel memory is
developed using Block RAMs (BRAMs) and registers, and the 3x3 pixel matrix required for the Sobel edge detector is generated.
Simulation, synthesis, and power analysis are conducted for the image pixel memory across source images with various resolutions,
including 10x40, 10x20, 128x128, 320x240, and 512x512. The results indicate reduced power dissipation from 30% to 40% due to
Clock Gating. This work demonstrates the effectiveness of the proposed memory architecture in reducing power consumption while
maintaining performance. Future work aims to further enhance the performance of image pixel memory by decreasing the number
of registers and improving pixel access times. Such module will provide a more efficient and scalable solution for high-resolution
image processing applications.

Key words: Memory architecture, Image pixels, Power dissipation, Clock Gating

1. Introduction. An image is divided into small elements called pixels, each representing a different color.
For example, an image with a resolution of m by n has m x n pixels. A 240 by 320 resolution image contains
76,800 pixels. The pixels are arranged in a matrix, where 'm’ denotes the number of rows and 'n’ denotes the
number of columns. The pixel values, which range from 0 to 255, represent their intensities. In a grayscale
image, a pixel intensity of 0 represents black, while an intensity of 255 represents white. Each pixel can be
stored in an 8-bit register. The memory required to store the pixels is determined by the image resolution, with
the address range corresponding to the number of rows. The data retrieved from a specified address represents
the pixels in the columns [1].

Designing the hardware for image pixel memory is complex, especially when considering FPGA, due to
the numerous registers and block memories required. Additionally, power dissipation is a crucial parameter to
consider. This paper focuses on reducing power dissipation in the designed image pixel memory.

Few researchers have explored the development of memory architectures specifically for applications like
Sobel edge detection systems. These architectures use input and output buffers, BRAM (Block Random Access
Memory), registers, etc. Various methods, such as using external memory, registers with data reuse, BRAMs
with data reuse, and combinations of registers and BRAMs with data reuse, are employed in designing image
pixel memory for Sobel edge detection. Partitioning image frames into BRAMs utilizes all FPGA resources
and reduces power dissipation . Techniques like partitioning, data reuse, loop pipelining, and merging are
integrated into an optimized flow for behavioral synthesis . The clock gating technique, synchronized with the
global clock, analyzes two clock gating methods.
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A comparison of clock gating techniques implemented on FPGA and ASIC shows that FPGA implemen-
tation reduces dynamic power consumption by 50% to 80% compared to ASIC. Several low power dissipation
techniques for System on Chip (SoC), such as clock and power gating, multi-voltage, and voltage scaling, are
discussed. The RTL clock gating method with scan techniques is implemented in Synopsys Power Compiler to
reduce power consumption and enhance Design For Test (DFT). Energy consumption from computations can
be reduced using parallelism in FPGA memory architecture . The concept of gated clocking involves stopping
the clock signal when idle, thereby saving power consumed by latches in this state.

In hardware, the Frame Buffer, Line Buffers, and Pixel Window are the most important parts for performing
Sobel edge detection. The whole picture is kept in memory by the Frame Buffer, usually in the form of a 2D
array with a pixel for each piece. In order to keep the current line and the two lines before it and after it
in memory while the picture is being processed, line buffers are necessary. A 3x3 Sobel operator requires a
minimum of three line buffers. By getting the correct neighborhood from the line buffers, the 3x3 Pixel Window
may traverse the image and apply the Sobel operator to each pixel. Effective and efficient edge identification
over the whole image is guaranteed by this organized technique [2].

1.1. Low Power Dissipation. Nowadays, electronic gadgets operate on batteries, which require more
battery charge and life. To satisfy these requirements, power dissipation is an important factor in developing
an Integrated Circuit (IC) in these electronic gadgets using CMOS VLSI technology. If low power dissipation
is achieved, battery consumption will also be reduced. There are three sources of power dissipation, i.e leakage
(static) power, short-circuit power, and dynamic (switching) power [8]. Whenever the system-circuit is in idle
mode, then the power dissipated is static, which depends on the leakage current that occurs due to the flow of
minority carriers in the sub-threshold region. The short circuit power dissipation arises whenever both NMOS
and PMOS transistors are in active or saturation regions, i.e the power supply is directly connected to the
ground. The dynamic power dissipation occurs whenever the system circuit signals change, which depends on
switching activity per node (8), Switched Capacitance (C), Frequency (switching events per second, F), and
Supply Voltage (VDD).

The power reduction methods are suggested at various abstraction levels of CMOS VLSI design flow such
as system level, algorithm level, logic or gate level, transistor level, transistor level, etc. The power optimization
methods in system level are low frequency clocks, off-chip components like ROM, RAM integration, etc. In al-
gorithm level, minimizing the no. of operations, conditions and loop iterations will reduce the power dissipation.
Parallel, pipelining, arithmetic architectures are used to minimize power dissipation in architecture level.

To optimize the power in logic or gate level, switching activity reduction, clock and bus loading optimization
are proposed. In transistor level, the methods such transistor sizing, multi- threshold voltages etc. are employed
for low power. If the methods like device scaling, optimization in placement and routing are applied for device
level, then low power dissipation in obtained. In this paper, gate or logic level optimization of power dissipation
is proposed by using gated clock technique for the implementation of image pixel memory for sobel edge detection
system An efficient architecture for image pixel memory usually entails arranging pixel data such that it can
be accessed and processed quickly. A 3x3 neighbourhood of pixels must be readily accessible for Sobel edge
detection to work. This necessitates giving serious thought to the storage and access of pixels.

2. Literature survey. There has been a lot of research on memory architecture design and optimization
for image processing applications, especially Sobel edge detection. This literature review summarises significant
findings in optimizing FPGA memory designs, memory allocation, power minimization, and low-power designs
using clock gating techniques. Optimal FPGA memory architectures for Sobel edge detection were the primary
focus of Harald Devos and Dirk Stroobandt [1]. In this work proved that optimized memory architectures are
crucial to making FPGA-based edge detection algorithms work better. This research shows how difficult it
is to create FPGA-based solutions while balancing memory size, access speed, and computational efficiency.
Deepayam Bhowmik, Robert Stewart, Greg Michaelson, and Andrew Wallace [2] investigated solutions for
optimized memory allocation and power minimization for FPGA-based image processing. Their work, tackled
the pressing issue of reducing power consumption and memory utilisation in high-resolution image processing
jobs. Optimal memory allocation was highlighted as a critical component in their approaches to drastically
reduce power consumption without sacrificing performance. In [3], Peng Zhang, Xu Cheng, and Jason Cong
presented an integrated and automated memory optimization method for FPGA behavioral synthesis. This
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Table 2.1: Comparison of Various Techniques for Sobel Edge Detection Architecture

Details Technique Research Gap Limitations
Joshi, R et.al 2020 [11] Novel bit-sliced near-| Complex Design High power consumption
memory computing
Osman, Z.E.M et al. 2010 | Optimized processor High Latency Critical architecture
[12]
Singh, S et.al 2014 [13] Analysis of hardware archi-| Deep analysis Future demands
tectures
Kumar, S.et.al 2013 [14] Segmentation with edge de-| FPGA prototype Latency
tection
Saidani, T et.al 2024 [15] Model-based design method | Model edge with IoT Power consumption
Pudi, D et.al 2023 [16] DRRA and DiMArch archi-| Cannot support IoT models | Operational efficiency is less
tectures
Chang, Q et.al 2023 [17] Multi-directional kernel Operations possible with | High power consumption
GPU processor
Yamini, V et.al 2024 [18] SoC design with edge Critical architecture Less performance
Khalil, A. S et.al 2023 [19] | Enhanced system on chip Less computational module | High latency
Orthy, M., et.al 2023 [20] FPGA-based image Faster performance Sobel | High power consumption
edge model

methodology is optimizing memory utilization during behavioral synthesis of FPGA designs . By automating
the optimization process, the suggested flow hoped to increase memory efficiency while decreasing design time.
Low-power sequential circuit design using clock gating methods was investigated by M. Pedram and Xunwei
Wu [4]. By selectively blocking the clock signal to inactive circuit portions, gives Fundamental Theory and
Applications—showed how clock gating may drastically cut power usage. To design memory structures that
use less power, this method is essential. A new and comparative assessment of clock gating in FPGAs was
given by J. Raivainen and A. Mammela [5]. The work was concentrated on how clock gating may be used to
reduce power consumption in FLPGA architectures. The study shed light on the advantages and methods of
clock gating in systems that rely on field-programmable gate arrays (FPGAs).

Low Power Methodology Manual For System-on-Chip Design, written by David Flynn, Robert Aitken,
Alan Gibbons, and Kaijian Shi [6], is an all-inclusive reference on low power design approaches, such as clock
gating. An excellent resource for engineers and designers, this document offers practical solutions for attaining
low power consumption in system-on-chip (SoC) systems.

Power reduction by RTL clock gating was covered in Mark Biegel’s [7] presentation at SNUG, San Jose.
The goal of Biegel’s research was to find ways to drastically reduce power consumption by using clock gating
at the register-transfer level (RTL). By incorporating power-saving strategies early on in the design process,
designers may create more efficient goods in the end.

Methods for reducing digital CMOS circuit power consumption were investigated by R. W. Brodersen [8].
His work laid the groundwork for low-power design in digital circuits, including techniques like clock gating.

The effect of memory design and parallelism on FPGA communication energy was studied by A. Dehon and
D. Lakata [9]. Their research showed that FPGA designs might minimize communication energy via the use
of parallel processing and optimized memory structures. The significance of memory design to FPGA systems’
total energy efficiency is highlighted by this study. To reduce power consumption in sequential circuits, methods
for synthesizing gated clocks were proposed by P. Siegel and G. D. Micheli [10]. Their work, which was Tested
and contributed to the field of low-power electronics by providing realistic approaches for incorporating clock
gating in sequential circuit designs.

Table 2.1 clealry explains about various sobel edge detection models and its limitations.

3. Image Pixel Memory Architecture for Sobel Edge Detection. The proposed image pixel mem-
ory architecture for generating sobel edge detection pixel matrix is designed and developed for m x n image
resolution, which contains m rows and n columns, as shown in Fig 3.1. The address is used to access the rows
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Fig. 3.1: Image pixel memory system and Pixel matrix for Sobel edge detection

from r(0) to r(n-1). Three consecutive rows are accessed to generate PO to P8 pixels, representing the input
matrix for computing sobel edge detection, and each pixel in the memory location comprises 8 bits. The 3x3
pixel matrix will be continuously generated from the image pixel memory from all the successive three rows
and all columns i.e. first three rows r(0) to r(2) and columuns ¢(0) to ¢(m-1), after that rows r(1) to r(3) and
columns ¢(0) to (m-1), in the last rows r(n-3) to r(n-1) and columns ¢(0) to (m-1). The power dissipated during
the implementation of image pixel memory can be minimized by employing clock gating [21]. In this technique,
an enable signal is used for controlling the clock signal, i.e., whenever the clock signal is unnecessary, the enable
signal is ‘0’, and when it is required, the enable signal is ‘1. So, the power consumed by the clock signal is
reduced whenever idle or not required [22].

3.1. Image Dataset for experiment. In this section, dataset availability and its testing process have
been explained. Many different picture libraries and image-processing tools may be found on SourceForge, an
active site for open-source projects [23]. Anyone looking for open-source image libraries may utilize Source-
Forge’s search tool to locate them. Just type in terms like “image library” or ”image processing.” Finding
these projects is also more accessible by perusing the "Software” section and sorting by applicable categories.
The OpenCV, ImageMagick, and GIMP open-source image libraries are some of the most prominent ones on
SourceForge [24]. OpenCV’s many picture and video analysis features have earned it a reputation as a powerful
tool in computer vision and image processing. ImageMagick offers a powerful set of tools and libraries for
working with bitmap pictures, whether in creation, editing, or conversion. While the main use of GIMP is to
edit images, it also has scripts and plugins that may be utilized for a variety of image processing jobs [25].

3.2. Implementation of proposed Architecture. The entire process of implementing image pixel
memory and matrix generation is shown in the Fig 3.2. First a colour source image is taken and then it is
converted to grey-scale image, which is the source image in this process. The source images with different
resolutions are taken, and the pixels are extracted as hexadecimal values by using MATLAB software, which
are given as an input text file to Xilinx ISE Software.

The first thing that happens while processing images is reading them from memory. Then, a typical method
for drawing attention to borders and transitions, Sobel edge detection, is employed to locate picture edges. Data
extraction from random access memory (RAM) is the following step, after which pertinent picture information
is retrieved. If you’re working with picture pixel data in a line buffer, you may need to convert the values into
hexadecimal format. The extraction of a 3x3 matrix from the picture data is an essential step because it is
often utilised in many image processing methods. As a last step, a text file is generated from the processed
picture data, containing the outcomes of all these actions. To keep everything running smoothly and at the
correct time, it may be necessary to use a gated clock signal with clock enable outputs at various points in this
process.

In this software, image pixel memory and matrix generation for the Sobel edge detection are developed
using Verilog HDL as shown in Algorithm 3. The image pixels memory is generated according to the rows
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Fig. 3.2: Implementation process of image pixel memory and matrix generation for Sobel edge detection

and columns of image resolution. The 3x3 pixel matrix is formed using accessing the address of corresponding
three rows and three columns. Clock gating technique is applied in the processing of image pixel memory and
pixel matrix generation for dissipating less power. The clock gating signal is generated by performing AND
operation with the clock and enabling signals.

Algorithm 3 Image Pixel Memory and Matrix Generation for Sobel Edge Detection

Require: Image width W, height H, and pixel data file in hexadecimal format
Ensure: 3x3 pixel matrices for Sobel edge detection
Initialize Parameters:
1: Set image dimensions W x H
2: Allocate RAM memory sufficient to store the entire image based on its resolution
Load Pixel Data:
3: Read the pixels from the hexadecimal text file into RAM memory
Generate Gated Clock Signal:
4: Perform an AND operation between the clock and enable signals to obtain a gated clock signal
Process Image for Sobel Edge Detection:
while gated clock signal is positive edge do
Step 1: Copy to Line Buffers
Read pixel values from three consecutive rows in RAM into three line buffers
Step 2: Extract 8-bit Pixel Matrix
Extract 8-bit pixel values from the line buffers to form a 3x3 pixel matrix
10: Ensure the correct 3x3 neighborhood by shifting the contents of the line buffers
11: Step 3: Output Pixel Matrix
12: Output the 3x3 pixel matrix for Sobel edge detection
13: Step 4: Iterate Through Rows
14: Move the 3x3 window across the entire image by iterating through all the rows
15: Ensure each pixel is processed for edge detection
16: end while

Sobel edge detection’s architectural design is shown in the block diagram that was supplied. One of the
main goals is to use a 3x3 matrix and a threshold to find out whether each pixel is an edge by calculating its
gradient magnitude.

Beginning with the 3x3 pixel matrix, every pixel, denoted as P1 through P9, has a width of 8 bits. The



604 Yellamraju Sri Chakrapani, Nandanavanam Venkateswara Rao, Maddu Kamaraju

PLE,
n
P3-P1 ¥
| JL
- o I L 7
P -
Pé_Len (Pe-PA) | 0y g'm yl 2| el
L r Y ML e E:.' }
Ph—s <] 7 &y L] {1 | \
" Bl A o —| ]
| |
:
= |
PN, = T EEE-i ! "
Pg-p7 | 4
P i = e
S e I T I
i Bl ® =
161415, 71 & & Y B
a | E & | Edge
Pl St & f i '—' azd  Paoet]
>
ia A 7,
Threshold
K__._..I sl -
F2 '.-"' (PB-F3) | 1 ¥ | .E.. 10 i) ‘?':C it
] = 1877 POYE] PO g
[ | 7 | £ » E 16|
pa-dey .
o | Pop3
PO—rn

Fig. 3.3: Design Architecture for Sobel Edge Detection Module

horizontal and vertical gradients are computed by performing subtraction operations between certain pairs of
pixels. To illustrate, the P3-P1 block takes the value of pixel P3 and subtracts it from pixel P1, producing
an output with 9 bits. Other subtractor blocks, such as P6-P4, P9-P7, P7-P1, P8-P2, and P9-P3, carry out
similar operations.

With the addition of the shift left operation («1), specific pixel values are effectively multiplied by 2 to
highlight their role in the gradient computation, in addition to the subtraction operations. Next, adders labelled
|X+Y+Z] are used to total the outcomes of these operations. After each round of subtractions and shifts, these
adders take the absolute value of the total, checking that the gradient values are positive.

Combining the outputs of the required subtractor and shift blocks allows one to determine the horizontal
gradient (Gx) and the vertical gradient (Gy). The absolute values of these gradients are briefly stored in
registers in order to synchronise the processing phases. After that, we get a 12-bit value—the total gradient
magnitude — by adding the absolute values of the horizontal and vertical gradients, |Gx| and |Gy|, respectively.

A comparator block is used to compare the magnitude of this gradient to a preset threshold. A pixel’s
inclusion or exclusion from an edge is determined by the threshold, an 8-bit integer whether the gradient
magnitude is greater than the threshold determines the comparator’s signal output.

The output of the comparator is then used by a multiplexer (MUX) to determine the final value of the
edge pixels. The MUX will output 255 to indicate the existence of an edge if the gradient magnitude is greater
than the threshold. Without an edge, the MUX will return a value of 0 if the gradient magnitude is less than
the threshold. The value of the edge-detected pixel is represented by the final output, which is labeled as P5’.
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Fig. 4.1: a) Source image of resolution 128x128 b) Image pixels as hexadecimal values in text file

Table 4.1: Error Analysis on various test input images

Input Image | Description | Total Pixels | Error (in Pixels) | Error (%)
Image001 Zero 1024 0 0
Image002 one 1024 4 0.16
Image003 two 1024 7 0.45
Image004 three 1024 3 0.21
Image005 four 1024 8 0.72
Image006 five 1024 6 0.58
Image007 six 1024 7 0.56
Image008 seven 1024 5 0.51
Image009 eight 1024 6 0.59
Image010 nine 1024 3 0.79

Finally, this design effectively executes Sobel edge detection on the input pixel data, producing a binary signal
of edge existence according to the calculated gradients and the given threshold.

4. Results and Discussion. In this section, a brief discussion of Sobel edge detection for image pixel
memory design of testing outcomes has been discussed. The source image of resolution 128x128, shown in
Fig. 4.1a, is taken for generating image pixel memory and a 3x3 pixel matrix. This source image is given as
input to MATLAB software. Then, image pixels are generated in a text file as hexadecimal values, as shown in
Fig. 4.1b. The text file, which consists of image pixels in hexadecimal values, is given as input to Xilinx ISE
software. Then, the pixels matrix generates image pixel memory using Verilog HDL. The implemented image
pixel memory is made up of BRAMs and registers. The simulation process for the image pixel memory and
pixels ‘PO’ to ‘P8’, is shown in Fig. 4.1.

Images 001 through 010 make up the test inputs in the table 4.1, which displays an error analysis for each.
The analysis checks for pixel accuracy problems in each picture, which has a total of 1024 pixels. Image001,
standing for the number zero, has a 0% mistake rate according to the statistics. On the other hand, Image002,
which stands for the number one, has four mistakes—a rate of 0.16%. There are seven mistakes in Image003,
which represents the number two, resulting in an error rate of 0.45%. Image004 (the third digit) has an error
rate of 0.21%, with a total of 3 errors. Image005, which stands for the number four, has 8 mistakes, giving
it an error rate of 0.72%. With a total of six mistakes, the error rate for Image006 (the fifth digit) is 0.58%.
The error rate for Image007 (digit six) is 0.56%, with seven mistakes. The 0.51% error rate results from 5
mistakes in Image008, which represents the number 7. The error rate for Image009 (digit eight) is 0.59%, with
six mistakes. At 0.79%, Image010 (the ninth picture) has the greatest error rate of all the photos due to its
three mistakes. By measuring and comparing the error rates across many test pictures, this research sheds light



606 Yellamraju Sri Chakrapani, Nandanavanam Venkateswara Rao, Maddu Kamaraju

[ Vi T T e T e T e T e T Y e Y v

1L |
i el a
|e I iy
B sarpgy
B sty
o e

g iy

|p By o

LR ]

g o

i wira

W e

Wl
P
L]
|o Wetra “
| W
L)
1]

o mgoira

L

y e

= E N

| a wra

| L Tl ! 1]
| :
|

|5 g aima
N ma b
| EAFIRT
e RN
| W o i

i et SEFEA

:

Fig. 4.2: Simulation waveforms for the image pixel memory and output pixels PO to P8
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Fig. 4.3: Power dissipation of image pixel memory and 3x3 pixel matrix generation for different image resolutions

on the precision of image processing.

The parameters ‘v’ and ‘c represents the rows and columns of the image pixel memory and ‘addr’ is the
address register which is used to access the rows. The registers ‘doutl’, ‘dout2’; ‘dout3’ represents the combined
pixels data stored in three consecutive rows respectively and ‘t1°, ‘t2’, ‘t3’ are the registers that represent the
individual pixels values in 8-bit format

The synthesis and power analysis process were performed after simulation. The power analysis of image
pixel memory for 3x3 pixel matrix generation, is performed using XPower Analyzer of Xilinx ISE for different
source image resolutions with and without clock gating, whose power dissipation values are shown in Fig. 4.2.
With reference to Fig. 4.3 and by comparing source images with various resolutions with and without clock
gating, the approximate dynamic power dissipation reduces by 31% to 40%. As the resolution of the source
image increases the power dissipation reduction decreases. For example, the source image with resolution 10x40
has power reduction of 40%, whereas for source image with resolution 128x128 has power reduction of 31%.
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Table 4.2: Comparison of Enhanced Edge Detection Models

Enhanced Edge Detection Model Power Consumption | Latency Improvement | Performance
SoC Sobel Edge [19] 0.2 0.2 0.15
Multi-directional Sobel Operator Kernel [17] 0.22 0.25 0.13
ML Model-based Design Method [15] 0.25 0.26 0.2
Proposed Method 0.4 0.3 0.26

Measures analysis

Enhanced Edge SoC Sobel Edge Multi-directional ML Model-based Proposad model
detaction [19] Sobel pperator  Design Method
model] 20 kemel [17] [15]

i Power Consumption improve ment =S | 3tency improvement

e Pariormacne

Fig. 4.4: Performance analysis

Table 4.2 and Figure 4.4 compare enhanced edge detection models based on three criteria: power consump-
tion, latency improvement, and performance. The models compared include the SoC Sobel Edge method, the
Multi-directional Sobel Operator Kernel, the ML Model-based Design Method, and the Proposed Method.

The SoC Sobel Edge model consumes 0.2 units of power, improves latency by 0.2 units, and has a perfor-
mance rating of 0.15. The Multi-directional Sobel Operator Kernel consumes slightly more power at 0.22 units,
achieves a latency improvement of 0.25 units, and has a performance rating of 0.13. The ML Model-based
Design Method shows higher power consumption at 0.25 units, with a latency improvement of 0.26 units and a
performance rating of 0.2. The Proposed Method has the highest power consumption at 0.4 units, but it also
offers the most significant latency improvement of 0.3 units and the best performance rating of 0.26.

Edges in an image are critical features that mark regions where there is a sudden change in pixel intensity.
In a grayscale image, which varies from black (representing the lowest intensity) to white (the highest intensity),
edges appear where the intensity changes abruptly. To detect these changes, we analyze the slope of the intensity
curve, which is effectively the first derivative of the intensity function.

The process of detecting edges involves a mathematical operation known as convolution. This operation
applies a small matrix, or kernel, to the image to estimate derivatives. One of the most common edge detection
techniques is the Sobel Operator, which utilizes two distinct kernels—one for detecting vertical edges and
another for horizontal edges.

In vertical edge detection, the Sobel operator uses a 3x3 kernel to compute the gradient in the x-direction,
which highlights horizontal edges by convolving this kernel with the image. Similarly, for detecting horizontal
edges, another 3x3 kernel is used to calculate the gradient in the y-direction, which reveals vertical edges. By
combining the gradients from both directions, we can determine the overall gradient magnitude at each pixel.
This combined gradient helps identify edges where the magnitude exceeds a specified threshold.

Sobel Edge Detection is widely applied in various image processing tasks. It is instrumental in object
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recognition, where it helps to identify the boundaries of objects within an image. It is also used in image
segmentation to separate regions of interest and in pattern recognition to detect specific shapes or features.
These practical applications highlight the importance of edge detection in analyzing and interpreting visual
information shown in figure 4.5.

5. Conclusion. In this paper, the development and analysis of image pixel memory are thoroughly exam-
ined through the use of Block RAMs (BRAMs) and registers. The approach involves generating a 3x3 pixel
matrix for a Sobel edge detector, utilizing MATLAB and Xilinx ISE software. The process encompasses various
stages, including simulation, synthesis, and power analysis of the image pixel memory system. The analysis
highlights a significant aspect of the study—power dissipation. The power consumption of the developed image
pixel memory is evaluated across different source image resolutions, including 10x40, 10x20, 128x128, 320x240,
and 512x512. The results indicate that the use of clock gating techniques effectively reduces power dissipation
by approximately 30% to 40%. Clock gating, which selectively disables the clock signal to inactive parts of
the circuit, proves to be a crucial method for enhancing the energy efficiency of the system. Looking forward,
there is potential for further improvement in the performance of image pixel memory. Future work can focus
on optimizing the system by reducing the number of registers and minimizing the pixel access time. Such im-
provements would not only enhance the efficiency but also contribute to more responsive and high-performance
image processing applications. The ongoing development and optimization of image pixel memory systems are
essential for advancing edge detection technologies and other image processing techniques.
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A COMPUTER SYSTEM OPERATION AND MAINTENANCE INTERACTION
PLATFORM BASED ON ARTIFICIAL INTELLIGENCE

WENQIU WU*

Abstract. To address the challenge of inefficient data management in computer operation and maintenance across various
scales, the author suggests an artificial intelligence-driven platform for computer system operation and maintenance interaction.
A computer operation and maintenance management approach has been devised, leveraging artificial intelligence technology. This
method entails the segmentation of the computer operation and maintenance structure to efficiently manage signals transmitted by
computers, ensuring swift signal transmission. With the integration of artificial intelligence, the approach achieves superior space
utilization and data throughput. By comparing past computer operation and maintenance management methods. The experimental
results show that the maximum space saving percentage can reach 75%, and the minimum is also higher than 40%. The throughput
is the highest at various data scales, with an average throughput of 704.67 MB/s. The higher the average throughput value, the
higher the management efficiency. Conclusion: Computer operation and maintenance management methods based on artificial
intelligence technology have better management effects, can better save space, and improve management efficiency.

Key words: Artificial intelligence technology, Operation and maintenance management, Network intelligence

1. Introduction. As computer networks grow larger and data volumes increase, traditional network man-
agement and maintenance approaches fall short of meeting the demands of modern network environments. To
tackle this issue, there’s been a widespread adoption of artificial intelligence technology in computer network
management, ushering in innovative solutions to address the evolving needs of networks[1]. Artificial intelli-
gence can discover network faults and abnormal behaviors by learning and analyzing large amounts of network
data, and provide precise network management and optimization strategies. Furthermore, artificial intelligence
contributes to enhancing the security and reliability of networks while boosting the quality and efficiency of
network services. The pivotal role of computer network technology in the advancement of modern society is
underscored by its significant development and positive impact[2,3]. While bringing many conveniences, there
are many security risks in the operation of computer networks, especially malicious attacks that can cause
serious losses and pose a great threat to computer network security.

Artificial intelligence is a product of the healthy development of computer science. Introducing artificial
intelligence technology into computer network operation and maintenance can improve the running speed of
computers, help them achieve high-speed operation, and serve users to the maximum extent possible. Artificial
intelligence technology encompasses a burgeoning scientific and technological domain dedicated to exploring
and advancing theories, methods, technologies, and application systems aimed at replicating, augmenting, and
broadening human intelligence. It endeavors to emulate the information processing capabilities of human
consciousness and cognition. Hence, judicious utilization of artificial intelligence technology holds promise
for more effectively serving users[4-6]. With the advancement of technology, artificial intelligence technology is
constantly improving. Adding artificial intelligence technology to computer network operation and maintenance
can not only improve data security, but also pose certain threats. Continuous in-depth research on artificial
intelligence technology can effectively promote the progress of artificial intelligence, but also promote the
progress of computer network technology and deepen network intelligence [7]. The design of a computer
resource security monitoring and management system can monitor and manage computer network resources in
real time, quickly locate and solve faults that occur, timely prevent security risks, and ensure the security of
computer network resources.

*Information Engineering College, Jilin Engineering Vocational College, Siping, 136100, China (Corresponding author,
WenqiuWu@163. com)
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2. Literature Review. Artificial Intelligence (Al) is a technological science that utilizes computer tech-
nology to simulate and implement human intelligence. It simulates human thinking and intelligent behavior,
enabling machines to have certain automation and intelligence capabilities, enabling them to reason, learn,
judge, and make decisions like humans [8,9]. The core of artificial intelligence technology is machine learning,
which enables machines to learn and extract patterns from large amounts of data by constructing and training
models, thereby continuously optimizing and improving their performance. CHENSiyu et al. designed how to
manage railway security systems more efficiently and comprehensively, and built an intelligent security oper-
ation and maintenance platform. This platform uses "CMDB” as the database for integrated operation and
maintenance management of ”"supervision and control”; achieving a unified security equipment asset config-
uration management library, integrated sharing of security information, standardization of security workflow
management, real-time status monitoring of security equipment operation, environmental monitoring, intelli-
gent identification of prohibited items, fault prediction and other functions. It improves the overall intelligence
level of security equipment management, is conducive to detecting safety risks in station operation, improving
security work efficiency, and ensuring the smooth and efficient operation of security work [10]. Li, W. et al. have
pioneered the development of a distributed system merging mixed reality (MR) and Internet of Things (IoT).
Their methodology involves two key steps: firstly, generating a digital model by integrating design blueprints
with real-world environments, then constructing a Unified Perception Network (UPN) MR system using a game
engine and the OpenXR platform. Secondly, they establish an IoT cloud platform, leveraging API collections
and cloud services, to seamlessly interface with the MR system. Sensor data communication with MR devices
is facilitated via the Socket method, while a Kalman algorithm-based data filtering model is employed to enable
information exchange between on-site workers and backend managers[11]. ZONGPan et al. conducted a com-
prehensive and detailed analysis of the application of integrated operation and maintenance systems in airport
luggage systems, and analyzed the advantages and design requirements of operational systems to improve the
operational speed of airport luggage systems and the level of aviation information construction [12].

Entering the information society, human beings have increasingly high requirements for data processing.
In order to meet the processing needs of massive data such as scientific and engineering calculations, super-
computers are widely used in various industries. Computer network operation and security management are
very important and necessary, and should be given high attention. Computer information management should
be done seriously, and risk management efforts should be strengthened. In response to potential security risks
in computer networks, efforts should be made to highlight the important role of computer network operation,
maintenance, and management. Computer information technology should be applied effectively to prevent
common computer network security issues. At the same time, the computer network information security man-
agement system should be continuously optimized to achieve better computer network operation, maintenance,
and security management.

3. Method.

3.1. Selection of Computer Operation and Maintenance Data Collector. In order to ensure
that the system can obtain the most primitive data information, each component collects raw data from
the system’s hardware or software devices and stores it in the local database of the system. According to
the operational needs of the system, the author selected the SCS2458-KF168-290 model data acquisition and
transmission instrument as the data collector for the network operation and maintenance management system.
This model of data collector has many interfaces, not only supporting communication and transmission functions
such as GPES/4G/5G /Ethernet, but also supporting the unique IC165-5900 communication protocol in cloud
computing environments.  To bolster the online monitoring and early warning capabilities of the network
operation and maintenance management system, a data collector is deployed to interface with diverse sensors
within the network’s operational environment. This collector gathers data from these sensors and subsequently
uploads it to the network operation and maintenance server for analysis and processing[13]. Figure 3.1 is a
schematic diagram of the connection of the network operation and maintenance data collector.

3.2. Selection of Computer Operation and Maintenance Data Memory. Considering the need
for massive data storage, the author chose JF165-1650 model data storage as the storage hardware for massive
data, with an output power of 48KHz and a normal operating voltage of 22V. This memory integrates 6
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Fig. 3.1: Connection diagram of computer operation and maintenance data collector

labeled controller domain network bus interfaces, which can achieve real-time storage of computer operation
and maintenance data by connecting other hardware structures to the controller domain network bus. At the
same time, in order to ensure the stability of network operation and maintenance data storage and transmission,
6 analog data transmission paths and 2 universal input/output ports are reserved to meet the needs of data
input and output.

3.3. Design of Computer Operation and Maintenance Data Storage Scheme. The basic function
of computer operation and maintenance is to store massive amounts of data. Combining the above hardware
conditions, the author designs a computer operation and maintenance data storage technology scheme based on
digital twin technology [14]. Among them, the first type of data refers to data that describes the data structure.
Generally, there is a data structure first, and then the relevant data information content is filled in. The second
type of data is inconvenient to use, usually filled data and data without data structures, such as audio, video,
images, etc. The third type of data contains implicit or irregular data, such as sound, graphic files, etc. The
author uses MongEG as the storage database for the computer operation and maintenance management system,
which can complete the storage of the three different types of data structures mentioned above. At the same
time, MongEG supports a wide range of languages, and its syntax is closer to object-oriented query languages.
Therefore, it can achieve most single table query functions, making it easier to quickly find the data resources
that need to be queried during operation and maintenance.

3.4. Develop intelligent operation and maintenance cycles for network centers. Assuming that
the maintenance cycle of the system throughout its entire lifespan is X, the interval between each operation
and maintenance cycle should be Ti, where i is the number of operation and maintenance cycles, with values
of i=1,2,3,..., n. In the previous cycle, when the information reliability of the network center exceeds the pre-
set reliability threshold L, the system needs to automatically recognize and complete the maintenance of the
network center; When the reliability threshold L is reached for the Nth time, it indicates that there is a problem
with the network center at this time, and it is necessary to perform replacement operation and maintenance
on the relevant modules; If the network center experiences failure during the operation and maintenance cycle,
a minimum maintenance approach should be adopted to restore some of its problematic modules, in order to
minimize operation and maintenance costs while ensuring the reliability of the network center operation [15].
Based on the above analysis, the formula for calculating the network operation and maintenance cycle is:

exp()  hi(t)) = K(t) (3.1)
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In the formula, T; represents the time interval of network operation and maintenance, represents the loss
rate during the i-1st and i-th operation and maintenance cycles of the network center, and K (t) represents the
running time of the network center. By setting the operation and maintenance cycle, the intelligent operation
and maintenance of the network center are completed according to the big data based network operation and
maintenance data storage technology scheme mentioned above, thereby ensuring the security of massive data
in the cloud computing environment.

3.5. Managing Computer Signals. After dividing the computer operation and maintenance manage-
ment structure, it is necessary to predict the transmission destination of computer signals, because predicting
the transmission process and destination of computer signals in advance, planning the transmission path in
advance, can save transmission time and improve computer transmission efficiency. In the actual work process,
in order to ensure the effectiveness of computer operation, the setting of information transmission points will
be minimized as much as possible. Although there are few information transmission points that cannot fully
integrate various functions in the computer at once, if the signal receiving point moves, it will reduce the
possibility of signal interruption. Therefore, in order to ensure the effectiveness of the computer during use, it
is necessary to predict the direction of the transmitted network signals. The linear discrete state equation and
observation equation of computer signals are represented as follows.

(3.2)

Ak = f[Ak—la k - 1] +W[Ak_1, k - 1] . Bk—l
Ck = c[Ag—1,k] + Dy

In equation 3.2, Ay denotes the matrix characterizing the communication network’s discrete state, while Cy,
represents the observation function associated with the communication network’s discrete state, By_; represents
the network noise matrix, and Dy, represents the noise observed by the communication network in a discrete
state. Communication network signals are mostly linear during transmission. Therefore, in the calculation
process, the communication network signals need to be linearized to obtain the prediction equation for the
direction of the communication network signals, as follows:

Aph1 = flAp—1,k —1] (3.3)

Equation 3.3 enables the calculation of the transmission dynamics of communication network signals, facil-
itating the determination of signal destinations. Moreover, it enhances the reliability of destination prediction.
Once the calculation aligns with the actual conditions of the communication network, it enables effective man-
agement of ongoing signal transmissions within the network.

3.6. Calculation of operation and maintenance management indicators based on artificial
intelligence technology. Utilizing equations 3.2 and 3.3, the signal transmission path can be determined,
and the prediction error arising during the transmission process can be computed. This function can be
expressed as follows:

S = B[A, AT (3.4)

In equation 3.4, Ek represents the possible error value of signal k during transmission, and the effectiveness
of the transmission process can be determined based on the results.

In practical management work, data from multiple inspection points can be transmitted to the data center,
and then analyzed and statistically analyzed through the data center, and various problems that arise in the
computer can be handled. Afterwards, if similar problems occur again, they can be quickly addressed based on
past experience to ensure the transmission efficiency of the computer.

In addition, in computer operation and maintenance management, identifying faults that occur during
the communication process is also a major challenge. Previous communication methods cannot quickly locate
communication faults, which may lead to communication network interruptions and cause huge losses [16].

For small networks, signal transformation is often used to determine the fault point. However, for some large-
scale communication networks with long-distance transmission, using this method to locate the fault point poses
certain difficulties. Hence, to enhance the efficiency and precision of fault detection and expedite troubleshooting
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Fig. 3.2: Division of Communication Network Operation and Maintenance Management Process

during computer operation, the integration of artificial intelligence technology becomes imperative. Leveraging
artificial intelligence, the author can pinpoint network faults, assess the performance of communication network
operation and maintenance management methods, and compute indicator values to evaluate their efficacy. The
detailed calculation process unfolds as follows:

P Z\k/jg;:’“ (3.5)

Equation 3.5 encapsulates the iteration count of communication network signal transmission denoted by 'n’,
while P’ signifies the specific numerical value of the operation and maintenance management method indicator.
Through computation of these numerical values, the rationality of the operation and maintenance management
method can be assessed, thereby validating its efficacy.

3.7. Refine the communication network operation and maintenance management structure.
In order to better carry out communication network operation and maintenance management work, the process
of communication network operation and maintenance management can be refined. For various problems that
may arise during the process, the author proposes targeted suggestions and solutions to make the communica-
tion network operate better. The specific division of the communication network operation and maintenance
management structure is shown in Figure 3.2.

Drawing from an analysis of historical trends in communication network user growth and usage patterns,
and in alignment with practical requirements, a streamlined operation and maintenance management process
for the communication network is devised [17]. In practical implementation, the signal transmitted through the
communication network undergoes noise processing as a preliminary step, as depicted in Figure 3.3.

Using wavelet denoising method to process signals, avoiding the transmission speed of signals not being
fast enough due to the presence of noise during subsequent transmission, and preventing users from receiving
information quickly. After dealing with signal noise, filter the transmitted signal to reduce unnecessary signal
interference with communication quality. In addition, for noisy signals transmitted in, certain corrections should
be made to ensure the correctness of signal transmission. In addition, after noise processing and signal filtering,
it is necessary to process the path where the signal is about to be transmitted. By analyzing and diagnosing
the communication line, the subsequent communication path can be determined, which can make the signal
transmission process more accurate and rapid [18].

By calculating the numerical values of operation and maintenance management, it is possible to verify
whether the operation and maintenance management method is reasonable. In summary, the design content
is integrated to ensure that each part is interrelated and independent, and applied to the calculation of com-
munication network operation and maintenance management method indicators. The communication network
operation and maintenance management method is designed, as shown in Figure 3.4.
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3.8. Experimental Preparation. In order to objectively analyze the effectiveness of computer operation
and maintenance management methods based on artificial intelligence technology, the author conducted simu-
lation experiments. The testing environment is built on a Windows system, with MySQL as the database and
Java as the main language used for backend development. The Angular framework is mainly used for frontend
development, as shown in Figure 3.5. The dashed box represents the application, where users interact with the
application and transmit data through the server.

4. Results and Discussion. Table 4.1 provides a comparative analysis of the efficacy of four operation
and maintenance management methods employing signal acquisition and reception equipment alongside high-
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Table 4.1: Space savings percentage of four management methods under different data scales/unit:%

Data scale Method 1 Method 2 Method 3 Method 4

1000 45.1 40.5 40.3 39.1
2000 48.4 43.2 40.5 38.2
3000 47.5 45.4 43.2 40.5
4000 50.5 45.2 40.4 38.5
5000 60.2 50.2 45.7 42.4
6000 75.3 60.3 55.4 49.7

Table 4.2: Throughput of Four Management Methods at Different Data Scales Unit: MB/s

Data scale Method 1 Method 2 Method 3 Method 4

1000 801 705 681 651
2000 751 685 674 643
3000 651 635 602 597
4000 749 723 705 684
5000 601 651 634 603
6000 683 661 652 635

precision time measuring instruments. Method 1, devised by the author, utilizes artificial intelligence technology
for computer operation and maintenance management. Method 2 employs big data for management purposes,
while Method 3 relies on neural networks. Finally, Method 4 represents the conventional approach to computer
operation and maintenance management.

Comparative analysis shows that Method 1 can save up to 75% of space, while Method 2 can save up to 60%
of space, Method 3 can save up to 55% of space, and Method 4 can save up to 49% of space, therefore, compared
to other management methods, Method 1 has a higher percentage of space savings and better compression
effect[19]. Note that, in practical applications, the computer operation and maintenance management method
based on artificial intelligence technology designed by the author has a higher percentage of space savings, lower
data transmission costs, better space savings, and better management effects.

In computer operation and maintenance management, the size of incoming signal data directly impacts
the overall effectiveness of the management method. To assess the efficacy of operation and maintenance
management methods across various data scales, four management approaches are compared based on data
throughput. The throughput results are detailed in Table 4.2.

According to Table 4.2, Method 1 has the highest throughput for each data scale, with an average through-



A Computer System Operation and Maintenance Interaction Platform Based on Artificial Intelligence 617

put of 704.67 MB/s. The higher the average throughput value, the higher the management efficiency. Although
Method 2 has similar throughput to Method 1 for different data scales, there is still a certain gap, with an
average throughput of 673.33 MB/s. Method 3 has relatively less data throughput compared to the first two
methods, with an average throughput of 655.5 MB/s. Method 4 has the lowest average throughput, which is 633
MB/s. In summary, the computer operation and maintenance management method based on artificial intelli-
gence technology designed by the author has higher data throughput, greater space savings, higher management
efficiency, and better management effects at different data scales[20]. Through the above two experiments, it
can be seen that in practical applications, compared with traditional operation and maintenance management
methods, the operation and maintenance management method based on artificial intelligence technology de-
signed by the author can better save space, transmit data faster, improve management efficiency, and achieve
better management results at different data scales.

5. Conclusion. The author proposes a computer system operation and maintenance interaction plat-
form based on artificial intelligence. Artificial intelligence technology has strong data analysis capabilities and
can analyze various states and behaviors of computers. Applying it to computer operation and maintenance
management will bring huge changes to computer operation and maintenance management. The computer
operation and maintenance management method based on artificial intelligence technology designed by the
author can effectively improve network management efficiency and ensure network reliability. Although there
are some shortcomings, with the continuous improvement of artificial intelligence technology in China, these
shortcomings will gradually be made up for.
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RESEARCH ON INTENTION RECOGNITION METHODS BASED ON DEEP LEARNING

QIANG LI* FENG ZHAO! PAN GAOf HUANHUAN LI§ AND LINFENG YEY

Abstract. In order to improve the accuracy of intelligent speech interaction robots, the author proposes a deep learning
based intention recognition method for research. By introducing the GloveBibGRU-Self attention classification prediction model,
an intention recognition function module is constructed, and the ROS distributed architecture is adopted to integrate the system
functional modules, achieving intelligent voice interaction between humans and machines. The simulation results show that the
speech intention recognition using the proposed method has higher accuracy. Compared with the intention recognition methods
based on DCNN model, CNN-LSTM model, and GRU Self attention model constructed unidirectionally, the recognition accuracy is
higher than 8. 02%, 4. 06%, and 2. 13%, respectively, and has better recognition effect, In terms of feature extraction, the training
time of BiGRU is shortened by four times compared to traditional extraction methods based on BiLSTM models, resulting in
higher training efficiency. According to the experimental findings, the speech interaction system developed utilizing the suggested
intention recognition method maintains a high level of accuracy and efficiency in understanding user English speech commands.
With an average accuracy rate of 89.72% and recognition times consistently below 0.35 seconds, it is evident that the proposed
method is applicable for real-world speech interactions. The intent recognition method based on Glove2BiGRU-Self attention can
be applied to English speech interaction in intelligent speech robots.

Key words: Artificial intelligence, Intention recognition, Predictive classification, Deep learning, English voice interaction

1. Introduction. The intersection of human-machine collaboration has emerged as a prominent research
focus within the intelligent robotics domain, finding widespread applications across entertainment services,
advanced manufacturing, military operations, medical rehabilitation, and beyond. As artificial intelligence
technology advances rapidly, it has catalyzed significant transformations in societal dynamics. The seamless
integration of AI and robotics technology, aimed at enhancing human-machine synergy, has evolved into a
pivotal trend shaping the trajectory of robotics development [1].

Experts and scholars in the field of robotics believe that human-machine collaboration can be seen as a
necessary attribute of new industrial robots, and the research and development of collaborative robot technol-
ogy is the focus of robotics technology. In order to reduce collaboration risks in human-machine collaboration,
collaborative robots often use flexible driving mechanisms to improve the performance of contact based human-
machine interaction, and the robot body also uses lightweight components. However, although passive flexible
structures have certain flexibility and can ensure a certain level of human-machine cooperation safety, they
still have a certain degree of stiffness, and robots cannot adjust their own flexibility. In many fields such as
entertainment services, advanced manufacturing, military, medical rehabilitation, etc., there is a very high
demand for flexibility in contact based human-machine interaction. Only passive flexibility is difficult to meet
complex human-machine cooperation tasks [2]. If robots can autonomously adjust flexibility according to task
requirements and interaction environments, the performance of human-machine collaboration will be greatly
improved. This requires robots to have a certain level of cognitive ability towards the external environment,
among which identifying the movement intentions of collaborators is extremely important. We hope that robots
have a certain ability to recognize the movement intentions of collaborators. According to task requirements,
robots should not only passively follow human movements, but also actively approach human movement inten-
tions, improving the smoothness and comfort of human-computer interaction [3]. Although human-machine
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collaboration technology has received increasing attention from scholars and has achieved certain research re-
sults, problems such as difficult recognition of human motion intentions, poor flexibility of robot motion, and
low efficiency of human-machine collaboration still exist.

2. Literature Review. The specific content of interaction intention recognition research varies for robots
in different fields. For industrial robots, interaction intention recognition focuses on inferring the tasks that
people will be performing, such as recognizing the intention of others to grab a certain item or operate the
machine. For humanoid robots such as Sophia and Nadine, in order to improve the quality of human-computer
interaction, it is necessary for robots to recognize human social intentions. The author focuses on how to
enable humanoid robots to recognize human social intentions, namely interactive intentions [4]. According to
different feature fusion methods, human-computer interaction intention recognition methods can be divided
into rule-based methods and data-driven methods. Lou, H. et al. introduced a novel hybrid model named
SACL, which combines self-attention mechanism, convolutional neural network (CNN), and long short-term
memory network (LSTM). They began by collecting a dataset of common passenger travel issues in civil
aviation airports using web crawlers. After preprocessing the data, they generated a word vector matrix. The
model then utilizes a serial structure of CNN and attention mechanism to capture local information of the
problem from the word vector matrix. Simultaneously, LSTM captures the global structural information of
the text. By concatenating these two feature vectors, the model obtains a comprehensive representation of
the text, which is fed into a fully connected neural network and softmax layer for text classification. The
SACL model was trained using the Gradient Descent Method (GDM) and compared its performance with
four other models. Results indicate that the proposed SACL model effectively identifies passengers’ intentions
in asking questions, which holds significant implications for enhancing the accuracy and efficiency of answer
extraction in civil aviation airport passenger quality assurance systems [5]. Pan, Y. et al. introduced a novel
robot teaching system that relies on detecting robot contact states and recognizing human motion intentions.
This innovative system can accurately identify the contact status of the robot’s hand joints and extract motion
intention cues from surface electromyographic signals of the human body to guide the robot’s movements.
Furthermore, a dedicated module for robot motion mode selection has been developed, enabling the control
of the robot’s motion along a single axis, in a linear trajectory, or for repositioning purposes. Experimental
findings demonstrate that the system effectively facilitates online robot teaching across three distinct motion
modes[6]. Wang et al. introduced a deep learning approach to assess the condition of substation switchgear.
This method leverages image data captured by the robot’s optical camera, employing deep learning algorithms
for analysis and detection. Initially, the method curates a dataset comprising images of substation switchgear
for model training. Subsequently, utilizing the Yolov3 object detection network, an automatic recognition
model is constructed to evaluate the status of substation switchgear. Experimental outcomes indicate that this
method achieves an impressive accuracy rate of 9% in automatically identifying the condition of substation
switchgear [7].

On the basis of the above research, the author proposes an intention recognition method based on the
Glove2BiGRU-Self attention classification prediction model. The model is introduced to construct an intention
recognition function module, and through the integration of different functional modules, intelligent human-
machine speech interaction of robots is achieved.

3. Research Method.

3.1. Intention recognition. Intent recognition is the process in speech interaction systems where a robot
determines the user’s intention based on user instructions and provides timely feedback during communication
between the user and the machine[8]. It typically includes steps such as preprocessing, text vectorization,
feature extraction, and feature classification. The general process of intent recognition is shown in Figure 3.1:

As shown in the figure, intention recognition in robot intelligent speech interaction is a process of con-
structing a model for classification prediction based on manually selected speech data, feature processing, and
then constructing a model for classification prediction. It belongs to a type of classification prediction model.
Designers typically use machine learning and deep learning methods to train models. Compared to machine
learning, deep learning takes less time and produces better learning results. Therefore, deep learning is adopted
as the author’s training method.



Research on Intention Recognition Methods based on Deep Learning 621
U Training dats  ——— @ Feature vector

J"!

e

Lubel —— = Decp lenrning

¥
= E-“* New duts — Model

v

Predictive Lubel

i

Fig. 3.1: Consciousness recognition processing flow

3.2. Glove_BiGRU__ Self-attention model. Traditional intention recognition methods based on tem-
plate matching or artificial feature sets have high costs and low scalability. In order to enhance the model’s
understanding performance of user intentions, a user intention classification method based on Glove2BiGRU-
Self attention is proposed to help the model learn speech features more fully and quickly. The commonly
used deep learning algorithm for consciousness classification model is LSTM, which can solve the long order
dependency problem of RNN. However, in computation, due to the design of many variables and parameters,
it consumes a considerable amount of time and resources [9]. Therefore, using GRU instead of LSTM, GRU
is a variant of LSTM, which reduces one gate compared to LSTM, has a simpler structure, and still has good
learning performance, which can significantly save training time and improve model learning efficiency. The
user awareness recognition classification model based on Glove-BiGRU-Self attention mainly includes five layers,
namely input layer, Glove layer, BIGRU layer, Self attention layer, and Softmax layer.

In the input layer, stuttering segmentation is used to process the user instructions converted into text. For
words that are not in the dictionary, an HMM model based on Chinese character word formation ability is used
for segmentation. Then, a stuttering segmentation machine is used for segmentation. Finally, all segmentation
results are input into the Glove layer for semantic feature representation; Using Glove tool to convert the
segmented words in the input layer into word vectors, and utilizing the semantic properties between word
vectors to solve the word vectors; In the BiGRU layer, feature extraction is performed on the transformed
word vectors. In order to make the information contained in each node more complete, bidirectional GRU is
used to model the speech data in both forward and backward directions, making the output of this layer more
global; In order to improve the efficiency of feature extraction, Self attention is introduced to calculate different
weights in the sample sequence features of the BIGRU model, automatically learning more important semantic
features; Input sentence vectors containing word level feature weights into the Softmax layer, and use the
Softmax classifier for text classification to obtain the final intent category labels, achieving intent recognition of
user instructions [10]. The specific calculations for each step of the GloveBibGRU-Self attention classification
model are as follows:

By using a stutterer to segment instruction statements, Glove tool converts each word into a corresponding
word vector. Using the Euclidean distance formula to calculate the semantic similarity between two word
vectors, the Euclidean distance formula is as follows 3.1:

(3.1)

Construct a co-occurrence matrix X based on the number of times word i and adjacent word j appear
together in the context window, X;;, as matrix elements. According to the decay function Decay=1/d, it can
be inferred that the distance between two words and the weight of the semantic relationship between words in
the total count are inversely proportional. The farther the distance, the smaller the weight [11]. Construct an
approximate relationship between word vectors and co-occurrence matrices, and solve word vectors w} and w;



622 Qiang Li, Feng Zhao, Pan Gao, Huanhuan Li, Linfeng Ye

based on their relationship.
wi wj +b; +bj = log(Xij) (3.2)

Among them, b; and b; are the bias terms of w} and wj.

Input the obtained word vector into the BIGRU model, set the model update gate and reset gate to z; and
i, respectively, and select the input information based on the reset gate. The value calculation of the reset
gate at time t is shown in equation 3.3:

Ty = O'(WT(Et + Urhtfl) (33)

Among them, z; is the input at time t; W, represents resetting door permissions; h;_1 represents the hidden
layer output at time t-1, o is the Sigmad activation function.

The value of the update gate determines which new information can be retained in the cellular state. Firstly,
the update gate forgets and updates the previous and added information, then, the tanh layer creates a new
candidate value ht based on the reset gate value, and finally combines the above two parts to achieve the update
between the new and old meta cells ht and h;_1. The specific steps are shown in equations 3.4 to 3.6:

Zt = O'(Wzl't + Uzhtfl) (34)
hy = tanh(Whxy + 1« Uphi—1) (3.5)
ht = (]. — Zt) * ht—l + 2¢ * ht (36)

Among them, the weight of the update gate is W,, z; is the value of the update gate at time t, and ht-1 is
the output of the hidden layer at time t-1; X; is input at time t.

A unidirectional GRU typically outputs the current state in order from front to back. But the input and
output of a moment are often related to the state of both before and after the moment. Therefore, in order to
make the node information more complete, a bidirectional GRU is used to establish the association between the
node and the time before and after. Using GRU to model from front to back and from back to front respectively,

_>
the outputs h; and ?1_,5 of the forward GRU and the backward GRU are calculated as equations 3.7 to 3.8:

ht = GRU (25, hi_1) (3.7)

he = GRU (z1,he—1) (3.8)

The output of BiGRU is determined by two unidirectional GRUs, and the weighted sum is used to calculate
the output ht of BiGRU at time t, as shown in equation 3.9:

he = [hes he) (3.9)

If the frame rate of the speech sample is T, the final output H of the BiGRU layer is as shown in equation
3.10

H= [h17h27h37' T )hT] (310)

Due to the coherence of human language, in intention recognition tasks, nodes need to combine contextual
information in order to fully express themselves. The comprehensive context information content BiIGRU makes
the extracted features of the model at this layer more globally representative, which is more conducive to the
subsequent classification and recognition of the model [12].

In order to enable the model to quickly filter out valuable key information from a large amount of speech
data and capture more direct semantic relationships, the fully connected output of the BiGRU layer is connected
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to the input of the Self attention layer. The speech data is encoded based on the weight calculated by the
Self attention layer. By calculating the different weights of each word, the model can focus on more important
lexical segments when recognizing a sentence. The use of Self attention as the attention function results in
a simpler and more efficient Self attention structure with lower computational costs compared to Attention.
Using self attention to associate any two frames in speech through computation can make feature usage more
efficient. Assuming the model weight is w,, and the bias is b,,, a multi-layer perception mechanism is used to
obtain the hidden representation (u;) of h, as shown in equation 3.11:

wit = tanh(wyhiz + by) (3.11)

Calculate the similarity between the vector u;; and its context vector u,, to measure the importance of the
word. Use the softmax function to calculate the normalized weight a;;, the a;; is related to the input state and
uw at each moment, calculated as equation 3.12:

exp(uly.)
D1 €TP (u?;uw)
Uy, can be seen as a semantic representation of input, which is randomly initialized and learned together

with the input during the training process. Finally, calculate the sentence vector based on the normalized
weight a;;, as shown in equation 3.13:

(3.12)

Qi =

S = Z aithit (3.13)
i=1

The output sentence vector already contains various word level weight information of the input state. Build
an intention recognition classifier in the Softmax layer, input the sentence vector output from the previous layer
into the classifier for text classification. If the weight of the Softmax classifier is wy and the bias coefficient is

bf, then the probability y of the input x belonging to a certain intention category can be calculated as equation
3.14:

y = softmaz(wyrs +by) (3.14)

Among them, y € R, k represents the total number of user intent categories.
Using a minimum loss function to update and optimize the parameters in the model, the optimization
function is defined as equation 3.15:

L(y,p) = Z Yijlog(pij) (3.15)

t=1 j=1

Among them, N and C represent the total number of intent recognition categories in the dataset. a;: is the
intention category label of the i-th sample in the j-th category [13,14].

3.3. Overall design of intelligent English voice interaction system. The intelligent English voice
interaction system refers to a human-computer interaction system that answers user questions or executes
related actions based on user English voice commands. Based on understanding user instructions, the system
utilizes databases or networks to crawl relevant information and answer user questions. The author adopts the
ROS distributed architecture to integrate the functions of the robot intelligent voice system, which includes
four main functional modules: voice wake-up, speech recognition, intention recognition, and speech synthesis.
The specific architecture is shown in Figure 3.2.

From the framework diagram, it can be seen that the ROS Master is the core of the entire system, and the
four modules communicate with the ROS Master in both directions for unified control. The specific workflow of
the entire system is as follows: When the user issues a voice command, the microphone is used to collect the voice
signal of the command and determine whether it belongs to the device wake-up word. When the instruction
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Fig. 3.2: Communication framework diagram of intelligent voice interaction system functional modules

content contains wake-up words, the device enters the working state. When the user raises a question or issues
control instructions, the device will match the data information of the local intelligent question answering
library through AIML when in offline state, and perform offline command word recognition. If the recognized
command word is an input question, the device will search for answers in the question answering library, and
the voice service of the voice cloud platform will synthesize the voice service, convert the text information into
speech, and then play it; If the recognized command word is a control command, the device will execute the
required action based on the command content, achieving offline voice interaction of the device. When the
device is in network mode, the search range of voice command recognition will expand to the entire voice cloud
platform, which will analyze the user’s intentions. If the identified content involves third-party applications,
the system will translate it into structured information, send it to relevant applications, process it, and return
the processing results to the voice cloud platform in a structured form. If the returned information is judged
as a control command, move according to the content of the command; If the returned message is judged as a
question, the voice cloud platform will send the returned text reply back to the device, and the voice synthesis
service of the voice cloud platform will synthesize the voice and play the result [15].

4. Result analysis.

4.1. Experimental Environment Construction. The experiment is based on ROS integrated intelli-
gent voice interaction robot’s various functional modules. ROS is a universal software framework for robots,
which combines individually designed functional modules in a loosely coupled manner using a distributed struc-
ture. It is often used in the development and application of multi node and multi task robots. Due to the need
for ROS to run on Linux, Ubuntul6. 04 in the Linux operating system and the corresponding ROS version
Kinetic were chosen as the experimental testing platform, and they were installed and configured separately on
the Linux system.

4.2. Data Sources and Preprocessing. The experiment selected the Frames English conversation
dataset for intention recognition and training of the BiGRU Self attention model. Frames is a complex ar-
tificial dataset for natural language understanding research launched by a deep learning company, Maluuba, in
recent years. It is mainly used in areas such as machine reading comprehension, intelligent question answering,
and text mining. It contains 19 986 question and answer pairs, mostly based on text recording. 6429 text
records were selected as the total sample for the experiment, and the total sample was annotated using five
categories: Encyclopedia, chat, Q&A, search, and news. The number of samples in each category was 1089,
1971, 1431, 1018, and 920, respectively. Divide the total sample into three parts: Training set, validation set,
and test set according to 7:2:1 [16].

4.3. Evaluation indicators. In this experiment, recognition accuracy was selected as the evaluation
index for evaluating the intention recognition effect of classification algorithms, and the calculation method is
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Table 4.1: Classification recognition results of models on different categories of file texts (unit:%)

Model Encyclopedia Chatting type Q&A category  Search class News Average
DCNN 85.17 77.21 78.42 82.30 81.6 80.85
CNN-LSTM 86.32 82.03 82.35 86.84 86.51 84.84
GRU-Self-attention 88.08 86.35 83.03 87.66 88.70 86.74
BiGRU-Self-attention 89.64 89.03 86.31 88.60 90.81 88.88

shown in equation 4.1:

TP+ TN

4.1
TP+FP+TN+ FN (4.1)

Accurary =

Among them, T'P represents the number of times the model identifies correct results as "correct”; F' P represents
the number of times the model identifies correct results as “errors”. TN represents the number of times the
model identifies incorrect results as "correct”; F'N represents the number of times the model identifies incorrect
results as "errors”.

4.4. Parameter settings. This experiment sets the Epoch value of the BiGRU Self attention model to
10 and the Attention_ size to 128. Using Glove for word vector initialization, with a word vector dimension of
200; Using BiGRU for feature extraction with 100 hidden units; Using adaptive Adam algorithm for training
optimization, the learning rate and learning rate decay rate are set to 0.001 and 0.0001.

4.5. Analysis of experimental results.

4.5.1. Verification of intent recognition classification model. In order to verify the intention recog-
nition performance of the BiGRUSelf attention model used in intelligent speech interaction robots, experiments
were conducted to compare the classification accuracy of classification methods used in other speech recognition
studies such as DCNN, CNN-LSTM, GRU Self attention, etc. on the dataset. The recognition results of each
model on different categories of file texts are shown in Table 4.1.

As shown in the table, BIGRU Self attention consistently has the highest recognition accuracy on various
categories of file texts, with an average recognition accuracy of 88.99%, better recognition and classification per-
formance [17]. Compared to traditional recognition methods such as DCNN and CNN-LSTM, the recognition
results of BIGRU Self attention have been significantly improved, with significant improvement effects; Com-
pared to GRU Self attention using only unidirectional GRU for feature extraction, BiGRU Self attention using
bidirectional GRU contains more information, has a more comprehensive understanding of the context, and
further improves recognition accuracy by an average of about 2. 03%, resulting in superior model performance.

Feature extraction is an important step in intent recognition. In order to verify the improvement of the
BiGRU Self attention model in terms of training speed, the same 1000 data points were selected from the dataset
to train BiGRU and BiLSTM feature extraction from commonly used intention recognition classification models.
The training time for both is shown in Figure 4.1.

As shown in the Figure, under the same training data conditions, BiGRU has a faster training speed, a
training time shortened by about 4 times compared to BiLSTM, and a higher training efficiency. It can be
inferred that compared to intention recognition models based on Glove2BiLSTM-Self attention, Glove2BiGRU-
Self attention should also have faster training speed and more obvious advantages.

4.5.2. Verification of Speech Interaction System Based on Intent Recognition. In order to verify
the effectiveness of the author’s design intention recognition method in the intelligent voice interaction system
of robots, 500 user interaction statements of different categories were selected from the dataset with 100 entries
per category, and intention recognition tests were conducted on intelligent voice interaction robots equipped
with intention recognition modules[18]. The test is divided into three groups, and the recognition results of the
robot are counted according to different categories. The average of the three tests is taken as the final value
of the test. The measurement indicators for the effectiveness of robot intent recognition include recognition
accuracy and recognition time. The recognition accuracy of the three tests is shown in Table 4.2.
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Fig. 4.1: Comparison of model training speed (Unit: seconds)

Table 4.2: Display of Test Results for Intelligent Voice Interaction Robot Intent Recognition Module (Unit:%)

Category Test 1  Test 2 Test 3 average
Encyclopedia 91.55 93.15 88.15 91.05
Chatting type  88.14  86.51 93.17 89.23
Q&A category  86.57  89.84  88.11 88.17
Search class 91.52 86.54 85.01 87.65
News 91. 53 93.16  91.50 92.06

From Table 4.2, it can be seen that the robot’s intention recognition accuracy for five types of interaction
statements in three tests is above 88%), and the recognition results are stable and high. The average recognition
accuracy is similar to the test results of Glove2BiGRU-Self attention, proving that the intention recognition
model proposed by the author can be successfully applied to the intelligent speech interaction system of the
robot.

On the basis of the above intent recognition results, remove the parts that were identified incorrectly, and
then conduct a recognition time test on the parts that were identified correctly. Define the end time of user
command issuance as the initial time, and record the completion time of robot intent recognition one by one.
The number of tests is also divided into three, and the data categories involved in the test include five categories.
The average time of three tests for each category of data is used as the test result. The time required for robots
to complete correct intent recognition under different types of data is shown in Figure 4.2.

From Figure 4.2, it can be seen that the speech interaction robot loaded with Glove2BiGRU-Self attention
not only has a high recognition accuracy but also has a fast recognition speed for the intention recognition of
five categories of user interaction statements, with recognition time all within 0.34 seconds. Glove2BiGRU-Self
attention still has high performance on robot humans, ensuring that the robot can accurately and quickly
interact with user speech intelligently.

4.5.3. Practical application verification of the proposed method.

(1) Speech instruction recognition. In order to verify the implementation of an intelligent speech interaction
system based on intent recognition in robots, the operation of the intent recognition module in the speech
interaction system was tested using the voice command of "The weather in Yibin today” as an example. After
the voice recognition node recognizes the voice command ”"The weather in Yibintoday” sent by the user and
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Fig. 4.2: The time required for intelligent voice robots to correctly complete intent recognition (Unit: seconds)

Table 4.3: Intelligent Voice Interaction Results of Robots under Five Categories of Communication Conversa-
tions

Category Interrogative sentence Answer Result determination
Chatting type What’s the scenery like in Yibin I heard Yibin is a very nice place Meet expectations
Q&A category It’s bargain time March 29, 2023 at 5:10 p.m Meet expectations
News What is the score of the Warriors today 109~120 Meet expectations

publishes it as text, it automatically subscribes to the command text, searches for answers through the Internet,
and publishes the search results as text of ”"Yibin: Wednesday, March 29, cloud to light rain southwest wind,
the lowest temperature 12 degrees”, and then performs text to speech conversion by the voice synthesis node,
and finally plays them through robot voice. According to the test results, it can be concluded that intelligent
voice robots can accurately recognize the intentions of user voice commands. In order to further verify the
recognition performance of robots in human-machine voice interaction for user intentions, a multi category
topic dialogue and communication were conducted with robots through voice input. In the five categories of
dialogue communication, each representative is selected, and the results of robot intelligent voice interaction
are shown in Table 4.3.

From the Table 4.3, it can be seen that the robot’s response content is consistent with the user’s voice input
intention, which proves that the robot can perform intention recognition through an intelligent voice interaction
system equipped with the Glove2BiGRU-Self attention intention recognition module, and search and output
results based on the user’s instruction intention.

(2) Mobile instruction recognition. In order to further verify the application effect of the design intent
recognition method in intelligent voice interactive robots, the robot is controlled for movement through voice
commands. Custom dialogue construction is carried out in the intent recognition module, and the constructed
mobile command information includes the following content:

Instruction 1:“move_go_ forward”
Instruction 2:“move_rotate left”
Instruction 3:“move_ rotate_ right”
Instruction 4:“move__go_ back”

The program matches keywords based on the text output of voice commands. When the flag is 0, it
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indicates the inclusion of any keyword, indicating that the program matches successfully. The robot will move
based on the successfully matched instructions. According to the command "forward left right backward”, the
little turtle made corresponding movements, proving that the intelligent voice interaction system built using the
proposed Glove2BiGRU-Selfattention intention recognition method can control the robot’s actions by matching
the command content, and the movement results meet the requirements of voice commands.

5. Conclusion. In summary, the designed intelligent speech interaction robot based on intention recogni-
tion is constructed by introducing the Glove2BiGRU-Self attention classification prediction model, completing
the construction of the system intention recognition function module, and integrating various functional mod-
ules of the system using ROS distributed architecture to achieve intelligent speech interaction between users
and robots. The results show that compared to the intent recognition methods based on DCNN model, CNN-
LSTM model, and unidirectional GRU Self attention model, the proposed intent recognition method based
on GloveBibGRU-Self attention model significantly improves the recognition accuracy, reaching 88.88%. In
addition to accuracy, the recognition efficiency of the model has also improved. In terms of feature extraction,
compared to traditional BiILSTM based feature extraction methods, the BiGRU feature extraction method re-
duces training time by 4 times and has higher training efficiency. When applied to actual robot voice interaction
systems, it still has high performance, achieving rapid interaction between human-machine speech. Through
research, using GRU instead of traditional LSTM for speech feature classification simplifies the model structure,
improves model training efficiency, and through the bidirectional modeling of GRU, the feature nodes contain
richer information, resulting in higher generalization of extracted features. This enables the model to learn
features more effectively, improve classification accuracy, and enable robots to accurately and quickly respond
to user speech instructions. However, there are still shortcomings in this study. With the increase of training
data, the classification and recognition time of the model also increases, and the recognition accuracy corre-
spondingly decreases. Further research and improvement are needed to ensure that the model still performs
well in more diverse and flexible speech instructions in reality.
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POWER DATA ANALYSIS AND PRIVACY PROTECTION BASED ON FEDERATED
LEARNING

YAJIE LI¥ SHUTING CHEN} XINMIAO HU f SEN XU § AND MAO FANTY

Abstract. In order for active distribution network operators to carry out power business such as load forecasting without
meter reading rights, the author proposes a research on power data analysis and privacy protection based on federated learning.
The author proposes a federated learning load forecasting framework for industry user data protection by selecting weather and
time factors as the correlation factors of load. On this basis, the author constructed an industry user dataset and established a
load forecasting model based on Long Short Term Time Series Network (LSTNet). At the same time, the FedML framework was
used to establish a sub industry load forecasting framework based on federated learning. The results indicate that: The accuracy
of the industry specific load forecasting framework based on federated learning proposed by the author is less than 9 p.u., and the
theoretical maximum value of SMAPE is 210 p.u., indicating that this method has universality and universality and can be applied
in different industries. The training method of this scheme is parallel, although it increases the interaction time by 1 minute,
the interaction time accounts for a smaller proportion compared to the training time, and the time consumption is interaction
time (1 minute)+single training time (94 minutes). Conclusion: The method can enable users in the same industry to conduct
federated training without sharing load data, and support active distribution network operators in related business operations while
protecting user electricity privacy. It has better predictive performance, fewer model numbers, and shorter time consumption.

Key words: Long short-term time series network, Load forecasting, Federated learning, FedML framework, Privacy protection

1. Introduction. With the increasing number of distributed power generation resources such as renewable
energy and the extensive integration of various intelligent terminal devices such as smart homes, a large amount
of data flow will be generated between power grid enterprises and power users, as well as between electrical
equipment and control centers. The smart grid has generated an unprecedented amount of raw information that
can accurately assess situational awareness, improve the intelligence, efficiency, and sustainability of multiple
industrial systems [1]. Researchers generally believe that the true value of smart grids lies not in the physical
interconnected devices themselves, but in the vast amount of crude and unrefined information they contain, as
well as how to efficiently, quickly, and meaningfully process this information. Therefore, in recent years, the
analysis and processing of data in smart grids have received widespread attention, among which data privacy
protection and anomaly detection have always been hot and difficult research topics [2]. On the one hand,
due to the collection, transmission, and processing of massive data, frequent communication among various
participants in the smart grid has led to increasingly serious data privacy issues, such as sensitive data directly
exposing user privacy information [3]. Therefore, privacy protection technology is needed to process smart grid
data to ensure the privacy and security of data in the smart grid and promote the practical development of
smart grid applications.

On the other hand, the problem of false data injection, which has not been effectively solved in traditional
power grids, has become more serious in the information-based and digital smart grid environment. More
smart meters and other devices provide malicious users with more opportunities to modify power data. Due to
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Fig. 1.1: Power Data Analysis for Federated Learning

the fact that the power supply of smart grids is generally provided based on real-time electricity consumption
data [4]. If real-time electricity consumption data is not accurate, resulting in a mismatch between electricity
supply and actual electricity consumption, it will not only disrupt the normal power supply order, bring huge
economic losses to power companies and legitimate users, but also cause damage to the stability of the power
grid. Therefore, how to effectively detect abnormal data in smart grids is an important research direction at
present. As shown in Figure 1.1:

2. Literature Review. For anomaly detection of electricity consumption data in smart grids, researchers
are committed to improving detection models to obtain more efficient and accurate model performance, such as
from ordinary neural network models to convolutional neural network models, and then to XGBoost (Xtreme
Gradient Boosting), hybrid models, etc. [5]. Truong, N uses the XGBoost model to detect normal and abnormal
users, which is based on multidimensional smart meter data such as electricity consumption data, longitude and
latitude data, and communication protocol data of instruments. The final accuracy is as high as 91% [6]. Ma, C.
proposed a hybrid neural network model that combines convolutional and fully connected methods, specifically
combining convolutional computation as a wide component and fully connected as a deep component to detect
abnormal users, resulting in an AUC of up to 78% [7].

Li, Z attempted to use feedforward neural networks (FFN) to implement privacy protected abnormal
electricity consumption data detection based on inner product function encryption, which is one of the function
encryption methods. In addition, the scheme also achieves dynamic billing and load monitoring, without the
need to learn fine-grained power consumption readings [8]. However, this scheme currently does not support
the combination with convolutional neural networks. In addition, function encryption can only provide one
ciphertext for a general function, which has the drawback of not being able to provide any number of keys
for multiple general functions. This limits its ability to adapt to smart grid frameworks that are currently
developing towards distributed frameworks.

Federated learning is a distributed machine learning environment, whose core concept is to model data
without moving, make data available but not visible, and achieve collaborative joint modeling of data without
leaving the local client [9]. Federated learning solves the problem of ”data silos” caused by data fragmentation
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and can fully utilize participant data, at the same time, the data does not leave the domain, protecting the
data security of the participating parties and reducing the possibility of leakage at the original data level.

Liu, X. first proposed a user level differential privacy federated learning framework, which provides users
with different privacy protections by calculating the upper bound of the sensitivity of any user to protect all
data of any user. The purpose of differential privacy protection is to hide the contribution of individual users
in model training, balancing privacy loss and model performance. Users who trust the server will use user level
differential privacy. This way, users can safely join federated learning [10]. Mothukuri, V. proposed a differential
privacy federated learning protection method based on Gaussian mechanism, which can more accurately obtain
privacy loss during model training [11]. Wang, Y. proposed a new framework NbAFL, a staged differential
privacy federated learning model, which calculates gradients for each client, adjusts its variance, adds noise
that follows a Gaussian distribution to prevent parameter information leakage, and meets the requirements of
global DP. While protecting user privacy, the accuracy and convergence speed of the model are guaranteed. In
addition, this method compares the convergence performance of the model under different pruning thresholds
through pre training and selects the best pruning threshold [12]. Wang, R. proposed a federated learning
protection method based on localized differential privacy mechanism, which mainly adds noise disturbance to
user local data and passes it to the central server, improving model accuracy and reducing performance loss [13].

The author designed a federated learning load forecasting model for active distribution networks to protect
industry user reading data. Industry user datasets and corresponding data preprocessing schemes were con-
structed according to industrial industry categories. Based on long and short time series networks (LSTNet), a
customer local load forecasting model was established. The model parameters were aggregated using the Fed-
erated Average (FedAvg) algorithm, and a sub industry power load forecasting framework based on federated
learning was established using the FedML framework. The industry load forecasting model was obtained while
protecting user data privacy. The analysis results of the example show that this scheme has better predictive
performance, fewer models, and shorter time consumption, and can obtain accurate predictive models without
mastering user data.

3. Research Methods.
3.1. Load forecasting based on LSTNet.

3.1.1. Factors affecting load. The load curve can be decomposed into regular components, uncertain
components, and noise components; The regular component is the periodic variation of load in the time di-
mension; The uncertain component is the non cyclical changes in load caused by factors such as weather and
economy; The noise component refers to the impact of other factors that cannot be physically explained on the
load [14]. Common weather factors include temperature, humidity, precipitation, and air pressure, which have
a significant impact on short-term load changes; The time factor is reflected in the combined effect of short-term
and long-term repetition patterns, mainly including the influence of workdays, holidays, and seasons.

3.1.2. Construction of Industry User Datasets. The author selects weather, load, and time as the
characteristic types of input data for the load forecasting model. Weather includes temperature, relative
humidity, precipitation, wind speed, and pressure to reflect the impact of weather factors on load; Time data
includes holiday information, workday information, year, month, day, hour, and week information, used to
reflect the periodicity of load, among them, holiday information is determined based on the statutory holidays
in China in 2019 and 2020, and workday information includes workdays generated during the week due to
compensatory leave. These constructed industry datasets only need to be retained locally by users and do not
need to be provided to active distribution network operators, effectively protecting user data privacy.

3.1.3. Load forecasting model based on LSTNet. The author uses LSTNet as the load forecasting
model, which consists of three parts: convolutional layer, loop layer, loop jump layer, fully connected layer,
and autoregressive layer. LSTNet can use convolutional layers to extract short-term patterns and dependencies
between variables from the input multivariate time series, and then use loop layers and loop jump layers to
capture long-term and longer-term dependencies between variables [15]. The input of the model is a multivariate
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time series
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where n represents the number of features of the multivariate time series, where there are a total of 27 features
including load, weather, and time; M represents the length of the input time series.

The weight coefficients corresponding to the convolutional layer are W and be, the weight coefficients
corresponding to the cyclic layer are Wr and bg, the weight coefficients corresponding to the cyclic jump layer
are and , the bias of the fully connected layer is bp, the weight coefficients corresponding to the autoregressive
layer are Wagr and bag, respectively. Record the weight coefficients W = {We, Wg, W, Wagr} and b =
{bc,br,bs,bp,bar} bias of each layer in LSTNet as equation 3.1:

w e {W,b} (3.1)

In the formula, w represents the weight coefficients and biases of each layer of neurons, i.e. the model
parameters of LSTNet.

3.2. Industry specific load forecasting framework based on federated learning.

3.2.1. Overview of Federated Learning. Federated learning is a machine learning method based on
distributed datasets, first proposed by Google’s McMahan. Federated learning includes two processes: Model
training and model inference. During the model training process, multiple clients train locally with their own
datasets, and the server collects model parameters to update the global model. Each client continues to train
based on this update, ultimately obtaining a model that can be shared by multiple parties [16]. Model inference
is the application of trained federated learning models to new data. Federated learning is divided into horizontal
federated learning, vertical federated learning, and federated transfer learning based on the overlap between
feature space and sample space of data from different clients [17]. Among them, horizontal federated learning
is suitable for situations where the client has overlapping feature spaces but different sample spaces. The
applicable conditions for horizontal federated learning are shown in equation 3.2.

L+ I

In the formula, D; and D; represent the datasets of client i and client j, respectively; X; and X; represent
the feature spaces of client i and client j, respectively;l; and I; are the sample spaces for client i and client j,
respectively.

In the author’s application scenario, different power end-users in the same industry each have their own
dataset, with different samples in the dataset, but the corresponding features of the samples are similar and the
same (load shape, weather information, time information). If future users refuse to share their meter reading
data from a privacy protection perspective, active distribution network operators can use the author’s proposed
federated learning algorithm framework for industry user load forecasting, users only need to train their own
load forecasting model locally using their own load data, and share the load forecasting model parameters with
active distribution network operators instead of specific user reading load data. Active distribution network
operators use the FedAvg algorithm to aggregate these model parameters, and use the FedML framework to
establish a sub industry power load forecasting framework based on federated learning. Under the premise of
protecting user data privacy, they obtain the industry’s load forecasting model.

X; = X,
{ 7DDy i # (3.2)

3.2.2. Federated training process based on FedAvg algorithm. Federated learning is based on
the FedAvg algorithm to obtain a global model. The FedAvg algorithm is a horizontal federated optimization
algorithm proposed by McMahan, which runs gradient descent algorithm in parallel on multiple user side clients.
In each round of interaction, the central server collects parameters for aggregation and sends them back to the
client for further training.
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Fig. 3.1: Federated training flowchart based on FedAvg algorithm

The users participating in federated learning are responsive users, and the model parameters are the weight
coefficients or biases of neurons in each layer of LSTNet. The active distribution network operator/power supply
company sets up a central server to aggregate local model parameters uploaded by response users. Response
users use local datasets for local training based on LSTNet load forecasting models, and do not share datasets
with each other. After the local training reaches the set training batch, the corresponding user uploads the local
model parameters to the central server. After collecting the local model parameters uploaded by all responding
users participating in federated training, the central server generates global model parameters based on the
FedAvg algorithm and sends them back to each responding user. Respond to users updating their local model
parameters with global model parameters and continue training, repeating this process until the set interaction
round is reached. The specific process is shown in Figure 3.2.

Firstly, the central server located in the active distribution network operator sends the initialized model
parameters to wg to all responding users. After the user receives the model parameters, the LSTNet model is
trained locally based on the gradient descent algorithm. In the t-th round of interaction, the application user
k first performs local training, and the model parameters wy, ; after training are shown in equation 3.3.

Wit = W t—1 — NV f(wr—1) (3.3)

In the formula, wy+ represents the weight coefficients or biases of neurons in each layer of LSTNet in
response to user k’s completion of local training in the t-th round of interaction; n is the learning rate; V f
represents gradient descent.

Then, each responding user will input the trained model parameters from equation 3.3 wk. Send to the
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central server located in the active distribution network operator/power supply company. The central server
collects model parameters updated by all responding users wk. After t, aggregate the parameters according to
equation 3.4 to generate global parameters [18].

K

n
Wt = Z %Wht (34)

k=1

In the formula, njy represents the number of samples in response to user k; N is the total number of
samples for all responding users; K is the total number of responsive users. The central server sends the global
parameter w; to all responding users, who update the local parameters based on the global parameters and
continue training until all interaction rounds are completed, that is

Wkﬂg = Wt (35)

3.2.3. Industry specific load forecasting framework based on federated learning. The main body
of the industry specific load forecasting framework based on federated learning includes active distribution
network operators/power supply companies, central servers, users, and electricity sales companies. The entire
process is divided into the following 7 steps:

Step 1: The active distribution network operator/power supply company sends a training request to the corre-
sponding users in a certain target industry.

Step 2: Considering that users need to complete training locally, they can decide whether to participate in
federated training. The participating users are response users who preprocess their own dataset locally
and input it into the LSTNet load forecasting model for local training. After completing one round of
training, the neuron parameters of each layer of LSTNet are passed to the central server [19].

Step 3: The central server aggregates local model parameters passed by response users based on the FedAvg
algorithm to generate global model parameters, and passes the global model parameters to the response
users. After multiple interactions, the central server obtains the industry global model.

Step 4: The central server transfers the industry global model to the active distribution network operator /power
supply company.

Step 5: The active distribution network operator/power supply company distributes corresponding rewards
based on the contribution level of the responding users to the overall industry model.

Step 6: The electricity sales company submits a model demand application to the active distribution network
operator/power supply company based on the required industry.

Step 7: Actively return the required industry global model to the distribution network operator/power supply
company and obtain profits.

3.3. Example analysis. The author verifies the effectiveness of the proposed scheme through numerical
examples. The experimental environment used is described as follows: CPU is 3.70 GHz Intel Core i7-8700K,
GPU is NVIDIA TITAN XP 12 GB, memory is 30 GB, operating system is Ubuntu 18.04 LTS, Python version
is 1.7.2, CUDA version is 11.3, Python version is 3.8, federated learning is implemented based on FedML library,
federated optimization algorithm is FedAvg algorithm, and single machine deployment mode is adopted [20].
The parameter settings for the LSTNet model used for load forecasting are shown in Table 3.1.

3.3.1. Dataset Description. The dataset selected for the calculation is a 730 day multivariate feature
dataset classified by industry in a certain city from January 1, 2021 to December 30, 2022, with a time gran-
ularity of 48 points per day. Randomly select three responsive users from three industries: pharmaceutical
manufacturing, food manufacturing, and rubber and plastic products in the constructed dataset. Each respon-
sive user dataset is divided into training, validation, and testing sets in a ratio of 8:2:2 (corresponding to 584,
74, and 74 d, respectively).

3.3.2. Evaluation indicators. In order to measure the predictive performance of the model, it is neces-
sary to use evaluation indicators to calculate the prediction error of the model. Common evaluation indicators
include mean absolute error (MAE), root mean squared error (RMSE), mean absolute percentage error (MAPE),
and symmetric mean absolute percentage error (SMAPE) [21]. The author selected RMSE and SMAPE (their
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Table 3.1: LSTNet model parameters

Parameter Name Parameter values
The number of hidden units in convolutional layers 130
Convolutional layer convolution kernel width 7
The length of convolutional kernels in convolutional layers 28
Number of hidden units in the loop layer 129
Loop - skip layer hidden unit count 129
Loop skip layer skip hidden unit count 50
Learning rate 0.002
Loss rate 0.3
Number of samples in a batch 65
Training batch 210 times

Table 4.1: Federated Learning Training Scenario Settings

Scene Interaction round/time Local training batch/time Is it divided by industry

1 15 20 yes
2 15 25 yes
3 20 15 yes
4 25 15 yes
5 25 15 no

values are A RMSE and A SMAPE, as an evaluation indicator for short-term load forecasting results, is expressed
in equations 3.6 and 3.7, respectively.

200 <~ [9i — il
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In the formula: N represents the total number of samples; 3; and y; are the predicted and actual values at
time i, respectively. RMSE amplifies the difference between larger and smaller errors using the square term,
making it more sensitive to data with larger prediction deviations. A smaller RMSE indicates better model
prediction accuracy. SMAPE is a revised version of MAPE, which solves the problem of MAPE being unable
to calculate when the actual value is 0 and MAPE punishing negative errors more than positive errors. The
range of SMAPE values is [0210], and a smaller SMAPE indicates better predictive performance.

4. Result analysis.

4.1. Analysis of Federated Learning Optimization Results. This section sets up federated learning
training scenarios based on Table 4.1. Among them, the interaction round refers to the number of times the
central server in each industry updates global parameters to each responding user, while the local training
batch refers to the number of local iterations for each responding user. The load forecasting model based on
industry electricity consumption characteristics is trained on an industry basis. This section sets up three indus-
tries, namely pharmaceutical manufacturing, food manufacturing, rubber and plastic products. Each industry
uses three datasets that respond to users. The FedAvg algorithm is used to capture the common electricity
consumption characteristics of a single industry and obtain the final industry load forecasting model [22].

According to Tables 4.2 and 4.3, it can be seen that Scenario 4 has the best predictive performance.
Comparing scenarios 1 to 5, it can be seen that under the same total number of training iterations, the
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Table 4.2: Comparison of RMSE for Predictive Accuracy of Federated Learning in Different Scenarios

RMSE/kW

Scene  pharmaceutical Food manufacturing Rubber and plastic
industry industry products industry

1 131.57 79.56 162.58

2 130.48 80.79 166.43

3 129.78 80.02 167.36

4 127.12 76.55 160.78

5 131.79 84.37 178.34

Table 4.3: Comparison of SMAPE prediction accuracy for federated learning in different scenarios

SMAPE/p.u.
Scene Pharmaceutical Food manufacturing Rubber and plastic
industry industry products industry
1 3.58 5.68 4.53
2 3.57 5.85 4.52
3 3.55 5.72 4.65
4 3.47 5.45 4.38
5 3.58 5.99 4.89
]
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Fig. 4.1: Comparison of SMAPE prediction accuracy in different industries

interaction round has a greater impact on the performance of load forecasting than the local training batch.
Comparing Scenario 4 and Scenario 5, it can be seen that the scenario based on different industries has better
predictive performance than the scenario based on no industry, as it captures the electricity consumption
characteristics of the industry.

Apply scenario 4 to more industries to test the generalization and adaptability of this method in different
industries. The prediction accuracy SMAPE under different industries is shown in Figure 4.1.

From Figure 4.1, it can be seen that the author’s proposed federated learning based industry specific
load forecasting framework has a prediction accuracy SMAPE value of less than 9 p.u. in different industries,
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Table 4.4: Comparison of RMSE prediction accuracy between this scheme and scheme 1

RMSE/kW
Programme pharmaceutical Food manufacturing Rubber and plastic
industry industry products industry
Option 1 126.59 79.56 158.83
Author’s Proposal (Scenario 4) 127.11 76.55 160.74

Table 4.5: Comparison of RMSE prediction accuracy between this scheme and scheme 1

SMAPE/p.u.
Programme pharmaceutical Food manufacturing Rubber and plastic
industry industry products industry
Option 1 3.45 5.68 4.38
Author’s Proposal (Scenario 4) 3.45 5.45 4.37

while the theoretical maximum value of SMAPE is 210 p.u., indicating that the method has universality and
universality and can be applied in different industries.

4.2. Industry specific prediction plan. In industry specific prediction schemes that do not consider
privacy protection, all users are required to upload raw table reading data. The smart meter uploads the
user’s local meter reading data to the server of the active distribution network operator/power supply company
through a gateway, and accumulates it by industry. The active distribution network operator/power supply
company establishes an industry load forecasting model based on the accumulated data of all users [23]. This
section takes Scenario 4 in Table 4.1 as an example to compare and analyze it with industry specific prediction
schemes that do not consider privacy protection. For the convenience of expression, scheme 1 in the following
text refers to industry specific prediction schemes that do not consider privacy protection.

Tables 4.4 and 4.5 show the comparison of prediction accuracy between the proposed federated learning
scheme and scheme 1 by the author. It can be seen that in predicting the cumulative load of industry users,
the performance of this scheme is similar to that of scheme 1, indicating that the performance of the proposed
privacy protection based federated learning prediction model for power load in different industries is similar
to that of traditional independent prediction schemes without considering privacy protection. However, this
scheme does not require uploading original meter reading data to active distribution network operators/power
supply companies, effectively protecting user privacy.

4.3. Independent prediction scheme for individual users. In a user independent prediction scheme
that does not consider privacy protection, users need to upload raw meter reading data, and the active distri-
bution network operator/power supply company establishes different prediction models for each user’s meter
reading data. This section takes scenario 4 in Table 4.1 as an example to compare and analyze it with the
sub user independent prediction scheme that does not consider privacy protection [24]. For the convenience
of expression, scheme 2 in the following text refers to a sub user independent prediction scheme that does not
consider privacy protection.

The accuracy of this scheme is slightly inferior to scheme 2, but it considers privacy protection and only
requires the establishment of three industry prediction models, which has advantages in computing speed and
memory usage.

4.4. Comprehensive comparative analysis. Table 4.6 provides a comprehensive comparison between
this scheme and the scheme that does not consider privacy protection.

In terms of predictive performance, this scheme is similar to scheme 1 but slightly inferior to scheme 2. In
terms of the number of models, this scheme is the same as scheme 1, both representing the number of industry
users. However, compared to scheme 2 (where the number of models and users is the same), this scheme has a
relatively fewer number of models, and its advantage is more pronounced as the number of users participating
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Table 4.6: Comprehensive comparison between this scheme and traditional schemes

Do you SMAPE/p.u. Number Transfer  time
Programme consider pharmaceutical Food Rubber and of data consuming
privacy industry manufacturing plastic products models volume /min
protection industry industry /piece  /MB
Option 1 no 3.46 5.68 4.38 3 65.06 278
Option 2 no 3.56 5.48 4.32 8 65.07 838
Author’s proposal yes 3.48 5.45 4.37 4 1070 94

in training increases. In terms of data transmission, traditional solutions only require the transmission of user
read table data, which is the number of users (8) x the number of features (27) x the number of days (730)
x the number of load points within a day (49) x the size of floating-point numbers (8). In this scheme, each
responding user needs to transmit local model parameters to the central server during each interaction round,
with a data transmission amount of users (8) x the number of model parameters x the number of interaction
rounds (20) x the size of floating-point numbers (8). The number of model parameters is very large, with
only the convolutional layer, loop layer, and loop skip layer having 129 x 129 x 49 parameters . Due to
the consideration of privacy protection, this scheme generates a large amount of communication data, and the
transmission cost is higher compared to traditional schemes. In terms of time consumption, the average time for
a single training session is 94 minutes. Scheme 1 requires the establishment of a model for each industry dataset,
so the time consumption is the number of industries (3) X the time for a single training session (94 minutes);
Option 2 requires the establishment of a model for each user’s dataset, so the time required is the number of
users (9) multiplied by the single training time (94 minutes); The training method of this scheme is parallel,
although it increases the interaction time by 1 minute, the interaction time accounts for a smaller proportion
compared to the training time, and the time consumption is interaction time (1 minute)+single training time
(94 minutes). In summary, although this scheme increases the amount and cost of data transmission, it ensures
the privacy of table reading data, maintains better predictive performance, fewer models, and shorter time
consumption.

5. Conclusion. The author proposes a sub industry power load forecasting framework based on federated
learning from the perspective of data protection for meter reading. Firstly, select weather, economic, and
time factors as the main influencing factors of load to construct a dataset; Then, establish a load forecasting
model based on LSTNet; Finally, a sub industry load forecasting framework based on federated learning was
established using the Fed Avg algorithm and the FedML framework. Case analysis shows that active distribution
network operators can obtain predictive models without knowing user data. Although it increases the amount
of transmitted data, it has better predictive performance, fewer models, and shorter time consumption.

Federated learning has high requirements for communication, and in situations where the required global
model size is large, network bandwidth limitations and the number of working nodes may exacerbate the
communication bottleneck of federated learning. Subsequently, feature filtering can be performed on weather
features to determine the optimal weather features to reduce irrelevant meteorological interference, reduce the
amount of data transmitted by the model, improve prediction accuracy, and enhance the generalization ability
of the prediction model. At the same time, further consideration will be given to quantifying and certifying the
contribution of users to the model. Rewards will be distributed based on the contribution of responsive users
to the prediction model. Economic measures will be used to encourage more users to actively participate in
federated learning, resulting in economic benefits for users. Active distribution network operators will have a
more accurate understanding of industry load forecasting models, forming a virtuous cycle.
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DESIGN OF SECURITY AND PRIVACY MODELS FOR OPTIMIZING THE SELECTION
OF CLOUD SERVICE PROVIDERS IN CLOUD COMPUTING ENVIRONMENTS

FAN YANG? FUQIANG TIAN} HONGYU WUf JUN MOU$ SHILEI DONGY AND MAONAN LIN

Abstract. In order to solve the problem of difficult access to personalized and high-quality services for cloud users, the author
proposes a security and privacy model for optimizing the selection of cloud service providers in the cloud computing environment.
This model first divides user nodes into three types based on historical transactions between nodes: familial nodes, unfamiliar
nodes, and ordinary nodes; Secondly, in order to protect the privacy information feedback from nodes, a trust evaluation agent is
introduced as the subject of trust evaluation, and a trust value evaluation method based on user type is designed; Finally, considering
the dynamic nature of trust, a new trust update mechanism based on service quality is proposed by combining transaction time
and transaction amount. The experimental results show that compared with the AARep model and PeerTrust model, this model
not only has advantages in scenarios with a lower proportion of malicious nodes, but also improves interaction success rates by
12% and 18%, respectively, in harsh scenarios where the proportion of malicious nodes exceeds 72%. This model overcomes the
low success rate of interaction between user nodes and service nodes in cloud environments and has strong resistance to malicious
behavior.

Key words: Trust model, Personalized cloud services, User type, Privacy protection, Service quality, Update mechanism

1. Introduction. Cloud computing represents the convergence of various computing and networking tech-
nologies like distributed computing, parallel computing, and virtualization, delivered over the internet to gov-
ernments, businesses, and individuals. It offers three primary service models: Infrastructure as a Service (TaaS),
Platform as a Service (PaaS), and Software as a Service (SaaS). These models enable users to access IT re-
sources and services remotely, facilitating tasks such as storage, computing power, and software applications
without the need for on-site infrastructure [1].

Cloud computing is an emerging network computing model. Compared with traditional information tech-
nology, it has overwhelming advantages such as saving I'T investment, fast and simple deployment, on-demand
resource allocation, low usage costs, powerful computing power, and unlimited storage capacity. It has been
strongly advocated and promoted by governments and enterprises around the world, bringing about signifi-
cant changes in the computing and business fields. In order to quickly seize the high ground in the field of
cloud computing and enhance enterprise competitiveness, global IT giants such as Amazon, Microsoft, Google,
Alibaba, etc. are actively developing cloud computing platforms and have successively launched their own
cloud computing products. The currently recognized cloud computing platforms include Amazon Simple Stor-
age Service Platform (S3) and Elastic Computing Platform (EC2), Google’s App Engine, IBM’s Blue Cloud,
Microsoft’s Azure Cloud Platform, and Alibaba’s Alibaba Cloud [2]. With the strong promotion of the govern-
ment, the domestic cloud computing industry chain has gradually formed, and innovative achievements such
as virtualization technology, distributed computing technology, big data processing and mining, and artificial
intelligence have begun to be applied. Cloud applications in industries such as transportation and automotive
cloud, logistics cloud, medical cloud, and financial e-commerce cloud are emerging and developing [3,4].

With the rapid development and popularization of cloud computing, more and more individual and enter-
prise users are considering outsourcing their private data to cloud service providers to enjoy affordable data
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storage and computing services. However, the emergence and development of any new thing is a double-edged
sword, and cloud computing is no exception. Compared to traditional information technology, it has enormous
technological advantages and commercial potential, but also brings many new problems and challenges [5-6].
Among them, cloud security issues bear the brunt and have become the main factor restricting the further
development and application promotion of cloud computing. According to a 2009 cloud computing survey
report by Gartner, over 70% of businesses do not adopt cloud computing primarily due to concerns about data
security and privacy. In a research report by Gartner and IDC, data security and privacy issues have been
consistently listed as the top challenges in cloud computing technology [7,8]. This is because once user data is
outsourced to a remote cloud service provider, the data will be detached from the direct physical control of the
data user, and user data stored in the cloud will face a dual threat from the cloud service provider and external
malicious attackers.

2. Literature Review. Cloud computing services are highly valued by companies for their myriad ad-
vantages. Nevertheless, safeguarding data privacy remains a paramount concern for users, as existing laws in
this domain exhibit numerous inconsistencies that necessitate refinement. Alkhasawneh, A. et al. explored
the legal framework governing privacy concerns in cloud computing, highlighting deficiencies and advocating
for additional provisions to enhance consumer experiences, bolster service quality, and fortify personal data
protection. The paper concluded with a set of recommendations directed towards both government entities
and private companies, aiming to augment the accountability of cloud computing service providers in safe-
guarding personal data from privacy breaches[9]. Haipeng, S. et al. introduced a novel cross-domain identity
authentication protocol with a focus on privacy protection. This protocol offers several key advantages, in-
cluding a self-authentication key generation algorithm which allows mobile terminals to generate their own
public/private key pairs, thus eliminating security vulnerabilities associated with third-party key distribution
and custody. Additionally, cross-domain identity authentication is facilitated through blockchain technology,
enabling the calculation of alliance keys between edge servers. The protocol ensures simplicity and efficiency
in the cross-domain authentication process. Moreover, it ensures the revocability of identity authentication,
ensuring that once a mobile terminal is logged out or exits the system, its legitimate identity immediately
becomes invalid to uphold the security of system resources. The protocol’s security has been demonstrated and
its effectiveness verified under the assumptions of the discrete logarithm problem and the Diffie-Hellman prob-
lem[10]. Wang et al. introduced an innovative privacy protection approach grounded in K-anonymity principles.
This method not only safeguards the query and location privacy of cloud users but also reconciles the tension
between privacy protection and service quality. Through simulation experiments, the efficacy of this approach
has been validated, affirming its ability to uphold user privacy while maintaining service standards[11]. YiD-
ING et al. investigated a trusted privacy service computation model tailored for common application scenarios
of convolutional neural networks. They delved into data and model computation techniques that leverage ho-
momorphic encryption to safeguard data privacy. Additionally, they devised a method for service certificate
storage and rights allocation computation utilizing blockchain and smart contract technology, ensuring the
transparency, reliability, and traceability of service computation. This research also pioneered a novel cloud
environment resource and data service model, facilitating the seamless integration of resources and fostering
a sharing economy among resource providers, model owners, and users. Finally, they conducted experimental
analyses to scrutinize the efficacy of the privacy protection methods integrated into the model [12].

The author proposes a Trust Model based on User Types and Privacy Preservation for the Personalized
Cloud Services (P3Trust) for personalized cloud services. This model first transforms the subject of trust eval-
uation from selfish user nodes to objective and fair trust evaluation agents. The trust evaluation process is
transparent to user nodes and service nodes, and user nodes will not be able to obtain sensitive historical infor-
mation. It also improves the security of entity privacy information such as identity, interests, and evaluations
on the transmission channel, effectively suppressing malicious behaviors such as collusion fraud and malicious
recommendations, making the results of trust evaluation more realistic; Secondly, an efficient trust value eval-
uation method based on user types is proposed. This method divides users into three types based on historical
transactions between user nodes and service nodes: familial users, unfamiliar users, and ordinary users. Differ-
ent trust value calculation methods are used for different user types, which not only improves the efficiency of
trust evaluation, but also reasonably solves the initialization problem of trust relationships between new user
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Table 3.1: Trust Relationship Table

User Historical comprehensive Last transaction Last transaction Last transaction

trust value interest review request time

1 1
U1 T1; Q1 E(Q1j) (tg%):"' 7tg{3)
uz Ty Q2 E(Qx;) (57, t5)
w T Qns E(Qxy) (b th)

nodes and service nodes; Finally, a trust update mechanism based on service quality is proposed, taking into
account the transaction time and amount between user nodes and service nodes. The experimental findings
indicate that the trust evaluation outcomes of P3Trust accurately, impartially, and authentically portray the
trust dynamics between user nodes and service nodes. Moreover, these results underscore the robustness of
P3Trust even in challenging environments, highlighting its reliability and effectiveness.

3. Research Methods.

3.1. Trust Relationship. Trust relationship fundamentally relies on the subjective endorsement of one
entity by another, encompassing subjective, ambiguous, and uncertain traits that resist precise measurement.
Currently, trust lacks a standardized definition, with trust value serving as the sole quantitative metric for
assessing the trust dynamics between user nodes and service nodes.

3.2. Definition and representation of models.

Definition 1: User node. The individuals who make service requests in the system and the processes
representing them are represented by U, which represents the set of all user nodes. u;(u; € U)represents the
i-th user node.

Definition 2: Service nodes. The individuals and representative processes that provide services to user
nodes in the system, represented by O as the set of all service nodes, and o0;j(0; € O)as the j-th service node.

Definition 3: Trust evaluation agents. Individuals deployed by cloud computing authorities who can fairly
and objectively evaluate the trust level of U in O on behalf of user nodes, represented by A as the trust
evaluation agent in the cloud environment.

Definition 4: Personalized services. Services that reflect the U feature and are of interest, or services that
reflect the O feature and are good at, are represented by @;; as the personalized service vector for the last
request of o; by w;, and E(Q;;) as the evaluation vector for the personalized service Q;; by ui[13,14].

Definition 5: Trust Relationship Tables (TRTs). The trust information table saved by the trust evaluation
agent records the historical interaction information between U and O, and its structure is shown in Table 3.1.

Definition 6: Historical related direct trust. The current direct evaluation of U on O based on the direct
interaction experience between U and O history is quantitatively represented by historical related direct trust
values.

Definition 7: Historical related indirect trust. The current indirect evaluation of U on O based on the
similarity between U and the reference node is quantitatively represented by historical related indirect trust
values [15].

Definition 8: Comprehensive trust related to history. The overall evaluation of U on O is obtained by com-
bining the direct evaluation of U on O and the indirect evaluation of U on O, and is quantitatively represented
by historical related comprehensive trust values.

3.3. Trust Model Design. The design concept of a trust model for personalized cloud services based on
user type and privacy protection is that the trust evaluation agent is the main body of trust evaluation, and the
trust evaluation agent adopts corresponding trust value evaluation methods based on user type to dynamically
obtain the degree of trust of user nodes in service nodes. The goal of this model is to enhance the accuracy
of trust assessment while protecting the privacy of user nodes, and help them obtain high-quality services to
improve resource utilization. Based on the historical transactions between user nodes and service nodes, the
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Table 3.2: Classification of User Nodes and Their Trust Value Evaluation Methods

Customer type Is there a historical >T, <t Service
transaction record Node O
Family nodes Yes Yes  Yes 0 = {o|T{™ = max_q (T, IEJ"))}
Unknown node No 0 = {o|T™ = max?zl(RE?\itj:g’oj))}
Yes No Yes
Ordinary node Yes Yes  No 0 = {oT{™ = max;_y (T ® R;))}
Yes No No

trust evaluation agent defines user nodes as familial nodes, unfamiliar nodes, and ordinary nodes, and the trust
value evaluation method for each type of node is different, as shown in Table 3.2.

Definition 9: Family nodes. User nodes in the system who have had historical transactions with service
nodes, and whose historical comprehensive trust value is greater than the minimum trust value Tb acceptable to
the user node, and whose transaction time interval does not exceed the time threshold tb. The trust evaluation
method between family nodes and service nodes is shown in section 3.3.1.

Define 10: Unfamiliar nodes. The user node that requests service for the first time has no historical
transactions with the service node, that is, a new user node. The trust evaluation method between unfamiliar
nodes and service nodes is shown in section 3.3.2.

Definition 11: Ordinary nodes. All user nodes in the system, except for familial and unfamiliar nodes. The
trust value evaluation method between ordinary nodes and service nodes is shown in section 3.3.3.

3.3.1. Trust evaluation of family nodes on service nodes. If the user node is a family node and
;)_1)| < tp) , it indicates that the user
node has requested a transaction again in a short period of time. Generally, the user node’s interests (that
is personalized needs) will not change significantly; Secondly, when the historical transaction trust value of a
user node is not less than its minimum acceptable trust value (Ts(g;l) > Tp), it indicates that the transaction
record has high reference value. Therefore, the trust evaluation agent selects the appropriate service node for
the family node among the service nodes it has traded with. Trust has a time-dependent characteristic, which
is reflected in the fact that family nodes are more willing to trust recent transaction records. Therefore, the

author introduces a time decay function and defines it as follows 3.1:

. 1 _ t(1)1
s — o (3.1)
Z?:1(t§'1) - t;1—)1)

where tl(-l) represents the i-th transaction request time; The larger the S(™)| the longer the time interval between
the last transaction between the family node and the service node and the current transaction.
Using lim e* = 0, define the time decay factor At(™) = e=5(") to measure the freshness of transactions.
r—

— 0o

its transaction interval is within the time threshold range of ( |t£11) — tE

Based on the comprehensive time related characteristics, the trust evaluation agent calculates the histor-

ical related direct trust value CZA“S(;LJ) based on historical transaction records, which is defined as the following
equation 3.2:

T =T s« A=Y (3.2)

Among them: ﬁﬁ?j‘” represents the comprehensive trust value of the previous transaction, At("~1 is the time
decay factor, and fg(gjfl)represents the reference value of historical transactions for this transaction. According
to equation 3.2, the trust evaluation agent calculates the historical related direct trust values between the family
node and the service node that has been traded, as shown in Table 3.2. The maximum fo(n) is selected as the
basis for this transaction of the family node. In theory, this trust value evaluation method can improve the
efficiency and accuracy of trust value evaluation.
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3.3.2. Trust evaluation of service nodes by unfamiliar nodes . One of the hotspots in trust research
is how to initialize the trust relationship between unfamiliar nodes (new users) and service nodes in a cloud
environment. In social networks, there is a saying that "different paths do not conspire”, which is reflected in
the following two aspects in cloud environments:

1) Strange nodes are more willing to refer to the historical transaction records of nodes with similar interests;

2) Strange nodes are more willing to refer to the historical transaction records of nodes with similar
evaluations. Indirect trust relationship is the basis for trust evaluation agents to help unfamiliar nodes determine
service nodes by referring to the historical transactions of other nodes when they have insufficient understanding
of the service node.

The author proposes an indirect trust value evaluation method based on interest similarity and evaluation
similarity to initialize the trust relationship between unfamiliar nodes and service nodes.

1) Interest similarity. In social networks, when unfamiliar nodes request personalized services, they are more
willing to refer to the historical transaction records of nodes with similar interests. Therefore, the similarity
of interests between unfamiliar nodes and reference nodes is an important influencing factor in indirect trust
evaluation. Interest similarity refers to the degree of similarity between personalized demand vectors of any two
nodes. Let Q(N_user) = (n_q1,n_qa, - ,n_qn),Q(O_user) = (o_q1,0_qga, -+ ,0_qy) be the personalized
demand vectors for the unfamiliar node N_ user and the reference node O_ user, and use the cosine similarity
between Q(N__user) and Q(O__user) to represent the interest similarity between N__user and Q__user (3):

Q(N_user) - Q(O__user)

P Sim@ (O user) = 3.3
- SImEO user) = [N user) [ = 1Q(O_user)] (3:3)

2) Evaluate similarity. Similarly, when a stranger node requests personalized services, in addition to con-
sidering nodes with similar interests, they are also willing to refer to the historical transaction records of nodes
with similar evaluations. Therefore, the evaluation similarity between the stranger node and the reference node
is another important influencing factor in indirect trust evaluation.

Evaluation similarity refers to the degree of consistency between any two nodes in evaluating the same behav-
ior. Let S’ = {S1,5%,---,5.} be the public service provided by the trust evaluation agent, and the evaluation
vectors for N_user,0 user.and S’ after interaction are E(s/)(Q(Niuser)) = (e(n_q1),e(n_q2), - ,e(n_gn)),
ECN(Q(O_user)) = (e(o_a1),e(0_g2),-++ ,e(0_an)).

Trust relationships originate from social networks, which have subjective characteristics, uncertainty, and
fuzziness. The essence of the above characteristics of trust relationships is their gray nature. Therefore, the
gray correlation coefficient between E(S)(Q(N_user)) and E()(Q(O_user)) is used to define the evaluation
similarity between N_ user and Q_ user 3.4.

A7nin Ama;ﬂ
E Sim@ (O_use) = Bmin + pAmaz

(3.4)
(N_user) A+ pAm.am

Among them: p for the resolution coefficient, it is usually taken as 0.5; Apsin, Anrrae, A is the minimum differ-
ence, maximum value, and absolute difference between the two poles of E(5) (Q(N_user)) and B3 g (Q(O_user))
3) The synthesis of historical related indirect trust values. In order to initialize the trust relationship between
unfamiliar nodes and service nodes, an indirect trust value evaluation method is proposed. The trust evaluation
agent combines the interest similarity P_Sim(®?) (N_user) and evaluation similarity £ Sim(?) (N_user) of
(O_user) (O_user)

N_user and O_ user, as well as the historical comprehensive trust value T((g_i)ser) of O_user. According

~

to equation 3.5, the historical related indirect trust value RE%“;:; )0-) of O _user and each service node is

calculated, as shown in equation 3.5:
5(Oquser; n— n—
RENl_use;,)Oi) = Pg;m@ (N_user) *T((Ousle)r) * Egi@ (N_user) A1) (3.5)
(O_user) (O_user)
As shown in Table 3.2, the trust evaluation agent selects the T(()") with the highest historical indirect
trust value as the basis for the initial transaction of the unfamiliar node, and feeds back the service node
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information to the user node. The trust evaluation method proposed by the author for unfamiliar nodes and
service nodes provides a solution to the problem of initializing the trust relationship of new user nodes, with
high accuracy [16].

3.3.3. Trust evaluation between ordinary nodes and service nodes . For ordinary nodes, they are
not unfamiliar nodes, but their historical transaction records do not meet the requirements of family nodes.
Therefore, they not only have their own historical transaction records, but also refer to the historical transaction
records of other nodes to evaluate trust relationships. Therefore, trust evaluation agents cannot only evaluate
the trust relationship between them and service nodes based on T (((Z)) or EEZ@Z?’;}J%N) On the basis of the
previous text, the author proposes a historical related comprehensive trust value evaluation method to evaluate
the trust relationship between ordinary nodes and service nodes, and defines the historical related comprehensive
trust value according to equation 3.6.

f ® ﬁ(oj) _ af(cz) + (1 . a)ﬁ(otheriusers) (36)

(04) (user,0;)

Among them: « is a historical related direct trust factor; f((:‘)) is the historical related direct trust value;
J

H(other _users)

(user,op) is the indirect trust value related to history. Finally, as shown in Table 3.2, the trust evaluation

)

agent selects the largest f(()n as the basis for this transaction of the ordinary node.

3.4. Trust Update Mechanism Based on Service Quality. Given the dynamic nature of trust in
cloud computing environments, the trust relationship between any two nodes is not static. Therefore, after
the transaction between the user node and the service node is completed, it is necessary to update the trust
relationship between the user node and the service node in a timely manner [17]. The author proposes a new
Quality of Service based Trust Updating Mechanism (QoS UM). The steps of QoS UM are: After the user node
completes the transaction with the service node, the user node pays the fee to the service node and provides
feedback on the service evaluation. The trust value update mechanism is activated, and the trust evaluation
agent updates the TRT based on the user node’s satisfaction with the transaction. Firstly, the evaluation of
the service by the user node is the most important reference factor for trust updates. Therefore, the trust
evaluation agent defines the satisfaction N(®) of the user node with this transaction based on the Q and E(Q)
of the user node according to equation 3.7, as follows:

N@ =Q«E@Q)" (3.7)

Secondly, the transaction volume between user nodes and service nodes can reflect the quality of service
provided by the service node. Therefore, the transaction volume between user nodes and service nodes is one
of the important factors for trust updates. The transaction volume related factor M is defined according to
equation 3.8:

(M)~
L (M)

j=1

MM = (3.8)

Among them: w represents the adjustment factor for transaction volume, taking values based on actual circum-
stances; M; represents the j-th transaction amount between the user node and the service node.

Finally, user nodes are more willing to trade with service nodes that can cooperate stably in the long term.
If the transaction time between user nodes and service nodes is longer, it reflects that the service node can
provide high-quality services. Therefore, the transaction time between user nodes and service nodes is another
important reference factor for trust updates. The transaction time related factor I is defined according to
equation 3.9:

(2) (D\k
n _tn
= 75 5 )1 (3.9)
Yo (1P — i

J=1\"j J

7™

Among them: k Represents the adjustment factor for trading time, taking values based on actual circumstances;

tz(-l) represents the request time for the i-th transaction; tEQ) represents the end time of the i-th transaction.
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Table 4.1: Experimental Parameter Settings

Parameter Parameter values Parameter Parameter values
Number of service nodes 100 « 0.5
Number of user nodes 50 Ty 0.3

Types of interests 3 T 0.5

P 0.5 ty 0.003

w 2 K 2

The trust evaluation agent obtains the service quality N M I, of this transaction by integrating the satisfac-
tion N(@), transaction volume related factor M (") and transaction time related factor I(™ of this transaction,
which is defined as the following equation 3.10:

NMI,, = N@ s M 5 [0 (3.10)

The trust evaluation agent integrates historical transaction records and the service quality of this transac-
tion, and updates the trust relationship according to equation 3.11. The following equation 3.11:

() — o« T 1 (] —
T =« T + (1 — ) * NMI ) (3.11)

Among them: v represents the weight of historical transaction records, taking values based on actual circum-
stances.

4. Result analysis. This section verifies the effectiveness and correctness of P3Trust through simula-
tion experiments. As a reference, both the PeerTrust model and AARep model were implemented simultane-
ously [18].

4.1. Experimental Environment. The simulation experiments were conducted on a hardware setup
consisting of an Intel Core2 Quad processor clocked at 2.83 GHz with 2.00 GB of RAM. The software envi-
ronment utilized for the simulation experiments comprised Windows XP operating system and the Matlab 7.1
simulation platform. The experimental scenario is file download service, personalized service attribute vector:
Download service=[file quality response time download speed], user interest vector: Interest vector=[0.5 0.2
0.3]. The evaluation index is the transaction success rate between user nodes and service nodes 7). define it as
the following equation 4.1.

n=Nm,>n/Y N (4.1)

Among them: 7 is the minimum acceptable comprehensive trust value; N7y, >-) represents a trust value that
exceeds the minimum acceptable comprehensive trust value 7 total number of times; > N represents the total
number of transactions.
In real situations, there are many types of service nodes, and this experiment sets the following two types
of service nodes:
1. General node: This type of service node can provide high-quality services based on the corresponding
services registered in the trust evaluation center.
2. Malicious nodes: The services provided by these service nodes do not match the service information
registered in the trust evaluation center [19].
The experimental parameter settings are shown in Table 4.1.
This experiment sets the following three types of user node transaction situations:
1. 40% of transactions are related to family nodes;
2. 20% of transactions are first-time transactions, that is transactions with unfamiliar nodes;
3. 40% of transactions are ordinary node transactions.
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Fig. 4.1: Comparison of interaction success rates under 30% malicious nodes

During each simulation cycle, user nodes make personalized requests to the trust evaluation agent to
download resources they have never owned. The trust evaluation agent first searches for TRT and determines
the type of user node; Then, corresponding trust evaluation methods are used to evaluate the trust relationship
between user nodes and service nodes, and suitable service nodes are selected for user nodes; Finally, after the
transaction is completed, the user node evaluates the service and feeds it back to the trust evaluation agent.
The trust evaluation agent updates the trust relationship based on QoS UM and saves it in the TRT.

4.2. Experimental Results.

4.2.1. Efficiency and accuracy of P3Trust trust assessment . This section examines the efficiency
and accuracy of trust assessment in P3Trust, and compares it with the PeerTrust model, AARep model, and
random selection model [20]. In scenarios where the proportion of malicious service nodes is 30% and 70%, the
curves of the interaction success rate obtained through P3Trust model, PeerTrust model, AARep model, and
Random model with respect to the number of transactions are shown in Figure 4.1 and Figure 4.2, respectively.

As shown in Figure 4.1, in the interaction scenario of 30% malicious service nodes, except for the Random
model which is irregular, the other three models can all lead to an increase in interaction success rate. When
trading around 600 times, the interaction success rate of the PeerTrust model can remain stable at around
0.5, the interaction success rate of the AARep model can remain stable at 0.7-0.8, and the P3Trust model can
remain stable at around 0.9 after trading around 200 times. This is because P3Trust provides a reasonable
trust value initialization method. In the harsh scenario of 70% malicious service nodes, the P3Trust model still
has a higher interaction success rate than the other three models, as shown in Figure 2. Therefore, P3Trust
can improve the accuracy of trust assessment while improving the efficiency of trust assessment [21].

4.2.2. Robustness of P? Trust. This section examines the ability of P3Trust to withstand harsh envi-
ronments and analyzes its differences in resistance to harsh environments compared to the PeerTrust model,
AARep model, and Random model. The curves of the success rate of interaction with the proportion of mali-
cious nodes after 2000 transactions for P3Trust model, PeerTrust model, AARep model, and Random model
are shown in Figure 4.3.

From Figure 4.3, it can be seen that as the proportion of malicious nodes increases, the interaction success
rate of the other three trust models decreases continuously, except for the random model which is irregular.
P3 Trust can achieve an interaction success rate of around 0.8 in a good environment with a malicious node
proportion of about 20%, and in a harsh environment with a malicious node proportion of about 72%, P? Trust
maintains an average transaction success rate that is 12% and 18% higher than AARep and PeerTrust [22].
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Fig. 4.3: Comparison of interaction success rates under different malicious nodes

Respectively, the reason is that the subject of trust evaluation in the P3Trust model is a fair and objective trust
evaluation agent, and an efficient trust value evaluation method has been proposed. Therefore, the P3Trust
model has strong resistance to harsh environments.

5. Conclusion. Through the discussion of existing trust models in cloud environments, the author pro-
poses a trust model for personalized cloud services based on user types and privacy protection - P3Trust. The
model first classifies user nodes based on historical transactions between nodes; Secondly, in order to improve
the efficiency and accuracy of trust evaluation, a trust evaluation agent was introduced as the main body of
trust evaluation to protect the privacy information feedback from nodes, and a trust value evaluation method
based on user type was proposed; In addition, in order to reflect the dynamism of trust and improve the in-
tegrity of trust models, fully considering the transaction time and transaction amount of cloud services, the
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author proposes a trust update mechanism based on service quality. The simulation results show that compared
with existing trust models, P3Trust has significant improvements in the effectiveness and robustness of curbing
malicious behavior, and improves the accuracy of trust evaluation.

[10]
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ANALYSING THE CLASSIFICATION OF ARTISTIC STYLES OF PAINTING IN ART
TEACHING FROM THE PERSPECTIVE OF EMOTIONAL SEMANTICS

YAN SONG *

Abstract. With the advancement of Internet information technology, a great number of art paintings have appeared on
key small network platforms. These art paintings include not only a huge quantity of representational information, but also a
large amount of semantic information; yet, there is currently a dearth of more systematic research on sentiment semantic analysis
in painting art works. To provide basic support for study into the sentiment semantics of art paintings, we present a machine
learning-based classification algorithm for painting art in art education from the standpoint of sentiment semantic analysis. To
begin, we build machine learning models of different painting styles. Once machine learning is realized, we convert the color space
into Lab color space and use the weighting function and the color values of the a and b channels to obtain the image’s color entropy;
to obtain the chunking entropy, we use the art image’s chunking machine learning and the mean of the chunking machine learning;
and to obtain the contour Entropy, we use the Contourlet transform to extract the image’s contour information. With significant
novelty and practical application value, this study presents a new direction for the study and practice of emotional level adaptive
interaction in intelligent learning environments.

Key words: Sentiment semantic analysis, Machine learning, Deep learning, Painting classification

1. Introduction. Traditional culture is the spiritual source of a nation, and painting is one of the forms
of expression of traditional cultural heritage[l]. Mankind’s knowledge and understanding of the world, as well
as his perception and emotion of real life, are expressed through the form of painting. From ancient times
to the present, human civilization has progressed continuously and accumulated a huge amount of painting
resources, such as Eastern landscape paintings, Western oil paintings, Dunhuang frescoes [2], and so on. These
painting images are not only an effective carrier for passing down human civilization, but also an important
force for human development and progress in the course of history[3]. In the current era of rapid social growth,
smart mobile gadgets have been increasingly integrated into people’s daily lives, and at the same time, digital
painting images are gradually integrated into people’s lives, and can be enjoyed anytime and anywhere through
the Internet and electronic devices, which also makes it more convenient for researchers to explore them at a
deeper level [4].

While research on computer cognitive science and artificial intelligence has reached a significant degree, it is
still early in the development of machine cognitive aspects of emotion perception and expression [5]. Emotion is
an essential element of human functioning and plays a crucial part in many human activities, including cognition,
logic, planning, creation, and communication, as demonstrated by research in neurophysiology, brain science,
and other fields [6]. The American study [7] is the first to propose allowing a computer to have emotions. The
author made the argument that an intelligent machine can only be one that has emotions. According to study
[8], since then, emotional computing research has drawn interest from nations all over the world in the field of
information science. Affective computing aims to enable computers to perceive, comprehend, and communicate
a wide range of emotional traits, among other things, with the ultimate goal of enabling computers to freely
express and interact with one another just like people. The method of affective computing states that the
gathering, analyzing, and modeling of emotional data, as well as the interpretation of emotional signals, are
the principal areas of research [9]. The primary area of study in emotion computing is image emotion semantic
recognition, and emotion computing will play a major role in experiments and research on artificial intelligence
in the future [10].

The amount of image resources is currently increasing quickly, especially in the constantly updating Internet
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Fig. 1.1: Example of style painting.

network, necessitating the efficient organization, administration, and application of these enormous image
information resources. The majority of semantic-based research on the emotional semantics of images uses
images from a variety of sources, such as landscape photographs, paintings, and life photographs in a variety
of perplexing and complex categories. There is still a dearth of dedicated image resources in the field of image
semantic research. The establishment of a comprehensive and applicable image material library for the analysis
of the emotional semantics of images is a very necessary basic work. While the difficulty of experimental
research may be lessened by the arbitrary selection of image resources, the accuracy of the experimental results
for the study of the emotional semantics of images will be diminished.

Further systematic emotion semantic research on painting art works is now lacking. The thesis develops
a semantic annotation system of painting emotion from the perspective of user cognition and based on the
hierarchical semantic model of paintings, and offers an easy-to-use research platform for more scholars in the
study of image emotion. The goals of this system are to establish a semantic dataset of Yunnan art paintings
that has been annotated with standardised descriptions, and to provide basic support for the research on
emotion semantics of art paintings.

2. Related work. Japan from the 1990s conducted research on perceptual engineering (kansei engineer-
ing), which is the combination of human emotions and engineering to design and manufacture goods [11]. In
terms of market applications, the German multi-model shopping assistant EMBASSI, which mainly takes the
psychology of shoppers and the demand for the goods environment in shopping malls as its research goal, es-
tablishes a convenient Internet e-commerce system [12], the multi-functional perception machine successfully
developed and applied by the Harbin Institute of Technology [13], the research on robots with emotions based on
artificial intelligence proposed by Tsinghua University, which is capable of controlling its own architecture [14],
the research conducted by Beijing Jiaotong University to integrate multifunctional perceptual machines and



Analysing the Classification of Artistic Styles of Painting in Art Teaching from the Perspective of Emotional Semantics 653

emotional computing with each other [15], the research conducted by the University of Science and Technology
of China on interactive perceptual image retrieval technology based on image content [16], and the research
conducted by Zhejiang University to create a virtual character and emotional system in E-Teatrix [17].

In contrast, there is still a lot of room for growth and little research being done in the subject of picture
emotional semantics, both domestically and internationally. Low-level visual characteristics like color, texture,
and edge outlines can be directly used to extract emotional semantic information from an image, which will
then naturally reflect the image’s rich emotional content. As a result, low-level visual features and machine
learning techniques (e.g., SVM, Adaboost, neural networks, fuzzy clustering, etc.) are used in the great majority
of current image-based emotion semantic studies for emotion annotation and recognition as well as emotion-
based image categorization and retrieval. A fuzzy similarity based emotion classification method for color
photos was proposed by study [18], which used color as a key characteristic. Study [19] used an adaptive
fuzzy system and neural network based approach to study and compare two emotion models based on color
templates. An emotion prediction system developed by Study [20] uses visual characteristics to automatically
identify particular emotions in textile imagery. According to the link between color and emotion, study [21]
suggests an emotion retrieval model based on the semantic description of visual colors.

More methodical studies on the semantics of emotion for pictorial artworks are still lacking. Most of
the work that has already been done only focuses on a small number of specific issues related to emotion
computation (such as semantic-based painting retrieval, painting art style classification, etc.), or compares and
identifies a particular painter or painters, a particular type of painting style, etc. A multi-resolution Hidden
Markov (MHMM) technique was presented in study [22] to classify traditional Chinese black-and-white ink
drawings. An approach based on SVM classifiers and low-level characteristics was reported in study [23] to
divide traditional Chinese paintings into two style categories: writing and brushwork. Research [24] examined
the brushstroke features of Van Gogh’s paintings in an effort to pinpoint his original creations. Study [25] used
an RBF neural network to automatically classify historical western artworks according to both local and global
visual characteristics. Study [26]: Using clustering and vector quantization (VQ) based on MPEG-7 descriptors,
high-level visual features are extracted to classify and retrieve semantic information from artworks of 18 Western
FEuropean artists from 6 categories representing various stylistic periods. In order to conduct scientific research
on the scientific understanding of visual art, the study [27] uses the Curvelet transform, information theory
technology, and Sparse Code coding on the paintings of six painters: Xu Beihong, a representative of Chinese
ink painting, and Van Gogh, a representative of Western painting. These techniques are used to extract the
digital features of each school of painting and to summarize the statistical characteristics and the correspondence
between painting styles. In a comparative study on the influence that artists have on one another, Research [28§]
first created a two-level painting classification model and then used knowledge discovery techniques to analyze
the influence that artists have on one another. These works do not address sentiment analysis, even if they
target paintings and concentrate on the connection between low-level characteristics and high-level semantics.

2.1. Emotion in color. It is widely recognized that color has the power to awaken emotions, and the
symbolic nature of color can trigger associations, so that color is associated with certain emotions and feelings,
and it can be said that color has emotionality. Although the emotions evoked by color can vary somewhat
because of different cultural backgrounds, personal experiences and psychological factors, there are still many
common feelings in the psychology of color under factors such as human physiological structure and the physical
characteristics of color. In art, architecture, design and painting, the use of color is used to make the picture
"pleasant, powerful, melancholic” and other emotions, which is a common daily experience [12].

In the study of image sentiment, [13]and others in Japan used a color vector composed of the average
of the RGB components of the L row and column colors to establish a mapping between them to sentiment
words, while [14] divided the image into 32 x 32 sub-blocks, calculated the average color intensity values of
the image sub-blocks, and they composed a vector as the image color features. In these studies, basically, a
simple extraction approach is taken for the color features and not much consideration is given to the connection
between features and sentiment.

The approach of [15] is pioneering, and based on Itten’s theory about the semantics expressed by colors
and lines in art paintings, he integrates the lower-level image features with several rules, logical and relational
operations into features with certain semantic descriptive ability, i.e., higher-level image expressive features,
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and then uses the expressive features for the derivation of image emotional semantics, so that the extracted
features have a stronger ability to express emotion capability.

In general, color features are rarely used in current image retrieval systems to describe from the perspective
of emotion, and emotion-based image color feature extraction must fully consider human feelings and psychology
to construct appropriate color features, which is a further research trend for emotion-based image feature
extraction.

2.2. Emotion in shapes and contours. Shapes also have their own aesthetic expression value, and
certain shape features in images can stimulate people to produce perceptual awareness. For example, lines have
rich expressive forms; vertical lines are clear and solemn, symbolizing dignity and eternity; horizontal lines are
wide and still, indicating silence and stability; diagonal lines are vivid and energetic, with a sense of movement;
circles and curves are soft, elegant, and rhythmic, in various shapes and forms.

Different shapes also convey different visual effects, and people often assign different shapes to different
thoughts and emotions. For example, geometric shapes have a simple, simple, clear mechanical and indifferent
sense; shape gives stability and solemnity; S shape gives change and liveliness; C shape causes centripetal
flow, shape gives proper concentration; O shape gives a sense of roundness and relaxation; V shape produces
instability; shape gives seriousness and silence; organic shape has a sense of liveliness and "human feelings and
ignorance ”.

Commonly used shape and contour features are boundary-based and region-based methods, and methods
with better description are Fourier descriptors and invariant moment methods, which are invariant to translation,
rotation, and expansion of the shape . In recent years there are some new methods such as finite element
matching methods and wavelet transform description methods.

Emotion-based shape feature extraction should be relatively simple, its purpose is different from general
shape feature extraction, and it does not require to identify the object type from the shape, so the requirements
for shape are not strict, only need to judge the general line shape (straight line, curve, fold) or the basic area
shape belongs to geometric shape ( shape or V shape, etc.) or organic shape (O shape, S shape or natural
shape, etc.). However, there are not many studies linking shape features with image emotion, and it is worthy
of further in-depth exploration.

2.3. Emotion in texture. All images have surface texture, which is also called texture in design, and
the material is different, the structure of the surface is different, and it gives different feelings. Smooth to give
a sense of delicacy, soft to give a sense of warmth, rough to give a sense of old, hard to give a sense of strength,
can produce different visual psychological effects, and people’s emotions are closely linked.

Texture is an important and difficult to describe feature of an image, and there is still no accepted precise
definition. An early typical representation of texture features is the symbiotic matrix approach based on
traditional mathematical models. The so-called grayscale co-occurrence matrix M (<z,<y) is mathematically
represented as the joint frequency distribution of the simultaneous occurrence of two grayscale pairs in the
image at positions (<z,<y) apart, so that it can reflect the spatial dependence of the grayscale level texture.
The drawback of the grayscale co-occurrence matrix method is that some of the texture properties it obtains
(e.g., entropy) would have no corresponding visual content.

3. Methods. The goal of the picture feature extraction process, as seen in Fig. 3.1, is to recover objective
underlying features like colour, texture, shape, etc. from the image, and the features are extracted mainly using
computer vision and digital image processing techniques to obtain objective visual content features directly from
the image, and the algorithms they correspond to are becoming increasingly mature. In the process of studying
the emotional semantics of images, the feature extraction part of images is very heavy, and it is necessary
to construct or select psychological and physiological models in combination with human physiological and
psychological characteristics to find features, and to describe them using appropriate ways in order to play a
positive role in the extraction of emotional semantics.

First, the edges were filtered and closed by morphological manipulation. Finally, the top six emotional
semantic sub-images of the formed painting images in terms of density are used as the input features needed
for classification. The flowchart of the emotion-semantic feature extraction method proposed in this chapter is
shown in Fig. 3.2.
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Fig. 3.2: Flowchart of extracting sentiment semantic features.

3.1. Methods of extracting sentiment semantic features in this paper.

3.1.1. Sobel operator edge detection method. Edge detection is one of the common methods for
processing image edges. It is independent of the image content and acts mainly on the edges. Thus, in our
model, we choose the edge as the first place if it contains the number of pixels between two thresholds (200 and
900).

Among them, the Sobel operator is an algorithm for edge detection based on the first-order gradient
operation, which uses the convolution kernels Gx and Gy to convolve in the X and Y directions of the
image, respectively, in the process of extracting sentiment semantic features. The results computed from the
convolution in X and Y directions are algebraically weighted and summed to obtain the edge results for the
whole image. The convolution kernel Gx, Gy is shown in Eq. 3.1:

-1 0 +1 -1 -2 -1
Gx=|-20 42| Gy=| 0 0 0 (3.1)
-1 0 +1 +1 42 41

The Sobel operator matrix has the following form:

-1 0 1 -1 -2 -1
G, = fx(xvy) = -2 0 2 Gy = fy(il?,y) = 0 0 0 (3-2)
-1 0 1 1 2 1

The edge operation method, which is essentially a gradient change in the grey value of a pixel point, is
carried out by the drawing image, and the edge location of a certain region is where the gradient change is
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located. The combined grey value represents the portion of the grey value that has changed in this instance.
The following formula determines the point’s grey value size.

G=,/G2+G2 (3.3)

In the process of extracting the emotional semantic features, the painting images are firstly converted into
grayscale images, and the edge detection Sobel operator is used to perform the operation through a 3*3 filter.

3.1.2. Morphological operation. We have to select representative sentiment semantic features as the
input for classification, because too sparse sentiment semantics will interfere with the classification results. The
top six emotional semantic features with density extracted according to the above algorithm are used as the
most representative emotional semantics of this painting image, and we call it selectable emotional semantics.
As shown in Fig. 3.3, the process of extracting selectable sentiment semantics is shown.

Fig. 3.4 shows the block diagram of the system implementation.

3.2. Classification model based on sentiment semantic features. With the expansion of data set,
CNN has been widely used in various fields of image processing, such as target recognition, classification
and tracking. Therefore, based on the above mapping data set, we establish a convolution neural network
classification model based on emotional semantic features.

3.2.1. CNN. This study uses morphological manipulation, segmentation, and extraction of the image
after edge detection, and then uses the 64x64 image size as the CNN’s input for learning and training. Fig. 3.5
depicts the architecture, and the structure is as follows:

1. Create six 60 x 60 mappings in the C1 layer in order to extract certain edge features from the original
image pixels.

2. Each mapping in the S1 layer is lowered using a subsampling rate of 2, which aids in the extraction of
important edge characteristics while lowering the model’s parameters.

3. The second convolution layer in the C2 layer creates 12 mappings with a size of 26 x 26 in order to
identify basic shape features from the edge features.

4. By creating fully connected layers, 2028 dimensional vectors are created in one layer of the S2 layer.
In the output layer, 1014-dimensional features are finally obtained.

3.2.2. SVM. The essential idea of SVM is to transform the nonlinear problem in classification into a
linear problem and finally get the optimal solution. SVMs maximize the distance between two types of images
in a dataset and the hyperplane. Its diagram is shown in Fig. 3.6.
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Fig. 4.1: Flow chart of the experiment.

For the test painting images, it is assumed that their affective semantic features are described as z, which
is classified as a positive sample if f(x) = 1 and a negative sample if the opposite is true. In the algorithm
of SVM for classification, we used generic values as parameters. The final decision of whether the test image
belongs to good painting image or bad painting image is made by SVM.

4. Experiments. The experimental flow is shown in Fig. 4.1.

Step 1: To extract colour, block, and contour entropies, respectively, 100 paintings are randomly exhibited as
simulation samples from seven genres, such as painting and sketching.

Step 2: The entropy is combined with [mxn] (m to show the training samples, and N to provide the sample
attributes), and the associated tag set is established.

Step 3: Utilising the characteristic matrix as the training kit, choose the radial basis function kernel function,
train the training kit repeatedly using libsvm, and obtain pattern classification for art instruction.

Step 4: Seven image styles such as patterns and patterns are selected as test samples, and the recognizable
vectors of the images are obtained according to steps 1 and 2. The recognizable vectors are input into
step 3 after the classifier is well trained for recognition, and the accuracy and results of the recognition
are obtained.

Step 5: To retrieve the sorting results, set any label on the image to be recognised and enter it into the style
to draw the classifier.

4.1. Accuracy and completeness. All experiments in this paper were conducted in Windows 7, 32-bit
operating system, based on 2.3 GHz AMD Turion II CPU, 4 G memory, and programmed in Matlab2016. In
this paper, experiments are conducted for seven different painting arts in art teaching: cartooning, drawing, oil
painting, watercolor painting, branding, ink painting, and mural painting, and the proposed method is mainly
validated by accuracy and completeness. One hundred paintings of each style were chosen at random from
the remaining dataset to create the test set, while the other hundred paintings of each style comprised the
experimental training set. Fig. 4.2 displays the outcomes.

Table 4.1 shows the accuracy of the classification. The findings of the experiment indicate that the catego-
rization accuracy of oil, mural, and watercolor paintings is quite high, whereas that of cartoon and ink paintings
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Table 4.1: Rate of classification accuracy.

Painting animal species | Quantity of results for clas- | Quantity of accurate catego- | Accurate classification (%)
sification rizations
Cartoon 48 40 83.32
Sketch 50 44 88.00
Oil Painting 50 48 92.14
Painting in water colors | 48 45 93.63
Pyrography 51 45 88.47
Chinese brush painting | 55 44 79.62
Mural 46 46 95.75

is relatively poor. 309 of the 350 test photos that were selected had an average classification accuracy of 88.28%,
meaning that they were accurately classified. Because cartoons and oil paintings have a particular style that
is simpler to recognize than other types, the recognition accuracy is good. It is very difficult to identify and
classify style paintings.

Table 4.2 shows the completion rates. Because branding and oil painting have such high recognition accu-
racy, their completion rates are comparatively high, often exceeding 90%, and they are not easily misidentified
as other paintings, so the completion rates are high. The search rate of cartoons is relatively low, only 80%,
because the recognition accuracy of cartoons is low, and they are easily classified as other types of paintings, so
the search rate is low. The categorization accuracy has an impact on the search completion rate, and increasing
the accuracy rate helps to increase the search completion rate.

4.2. Comparative analysis. The system finally achieves the classification of 5 types of paintings with
different art styles by setting multiple classes of SVM classifiers and classifying them layer by layer, and each
class of SVM classifiers adopts the specified image features to achieve their respective classification functions
(see Fig. 4.3).

Fig. 4.4 shows the multiclass binomial tree classification system in the literature[7], which uses a 3-layer
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Table 4.2: Classification rate.

Painting animal species | Quantity of results for clas- | Quantity of accurate catego- | Accurate classification (%)
sification rizations
Cartoon 40 10 82
Sketch 45 5 86
Oil Painting 46 4 95
Painting in water colors | 44 5 87
Pyrography 45 5 91
Chinese brush painting | 44 8 88
Mural 45 4 92
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Fig. 4.3: The accuracy of painting samples.

4-class SVM classifier to progressively achieve classification of 5 classes of art style paintings, and each classifier
uses different features to achieve classification of the specified style paintings from top to bottom layer by layer,
and its overall classification accuracy is 85.56%. The classification accuracy of the algorithm in this paper for
art painting styles is 88.28%, and the accuracy is improved. In addition, both the literature[7] and this paper
use SVM classifier for classification, including 2 processes of training and classification. The literature [12] uses
a hierarchical approach to perform at least three time-consuming SVM calculations on samples. The SVM is
then used to train and classify the data set once, which speeds up the computational process when there are a
lot of samples, improving the efficiency of the classification calculation.

We examined the teachers’ level of satisfaction with the system after verifying the algorithm’s accuracy.
The particular outcomes are displayed in Fig. 4.5. As can be shown, the great majority of educators support
the use of the algorithm, with 44% of educators between the ages of 35 and 39 being the largest group.

5. Conclusion. In this work, we suggest a painting-related machine learning-based categorization method
for art education. The algorithm takes seven kinds of representative painting art in art teaching: cartoons,
drawings, oil paintings, watercolor paintings, branding paintings, ink paintings and murals as objects, and uses
neural networks and machine learning algorithms to train, test and classify different painting art in art teaching.
The establishment of image semantic emotion model and accurate image semantic description standard model
is a very challenging topic, in which the mapping relationship between the layers of image semantics, the
normalisation of image emotion semantic feature description and the integration of theories from other related
disciplines are important research directions, and the next research work includes the following:

1. Wearable devices based on psychological experiments can be added to the construction of the emotional
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Fig. 4.5: Teachers’ satisfaction with the method.

space model, such as human heart rate, visual attention area and brain waves and other physiological
data.

2. Based on the visual human-computer interaction annotation to obtain the emotional semantics of the
paintings, and find a better solution to solve the problem of semantic gap between the bottom visual
features of the image to the higher level emotional semantics.

Data Availability. The experimental data used to support the findings of this study are available from the
corresponding author upon request.

Acknowledgments. The author thanks the anonymous authors whose work largely constitutes this sample
file.

REFERENCES

[1] CHEN, C. L., Huang, Q. Y., Znou, M., Huang, D. C., Liu, L. C., & DENG, Y. Y. Quantified emotion analysis based on
design principles of color feature recognition in pictures. Multimedia Tools and Applications,(2023) 1-25.

[2] Kong, F. Application of artificial intelligence in modern art teaching. International Journal of Emerging Technologies in
Learning (iJET), 15(13),(2020) 238-251.

[3] Zuong, S. H., HuaNG, X., & X1A0, Z. Fine-art painting classification via two-channel dual path networks. International
Journal of Machine Learning and Cybernetics, 11(1),(2020)137-152.



662

(9]
[10]
[11]

[12]

13]
[14]
[15]
[16]
(17)
(18]
(19]
[20]
(21]
22]
23]
24]
[25]
[26]
(27]

(28]

Yan Song

D1 Wu, YIN LEl, MAOEN HE, CHUNJIONG ZHANG, L1 J1, "Deep Reinforcement Learning-Based Path Control and Optimization
for Unmanned Ships”, Wireless Communications and Mobile Computing, vol. 2022, Article ID 7135043, 8 pages, 2022.
https://doi.org/10.1155/2022/7135043.

SANTOS, 1., CASTRO, L., RODRIGUEZ-FERNANDEZ, N., TORRENTE-PATINO, A., & CARBALLAL, A. Artificial neural networks
and deep learning in the visual arts: A review. Neural Computing and Applications, 33(1), (2021)121-157.

PALANISAMY, S.; THANGARAJU, B.; KHALAF, O.1.; ALOTAIBI, Y.; ALGHAMDI, S.; ALASSERY, F. A Novel Approach of Design
and Analysis of a Hexagonal Fractal Antenna Array (HFAA) for Next-Generation Wireless Communication. Energies
2021, 14, 6204. https://doi.org/10.3390/en14196204.

ALSUBARI, S. N., DESHMUKH, S. N.; ALQARNI, A. A., ALSHARIF, N., H., T. Data Analytics for the Identification of Fake
Reviews Using Supervised Learning. CMC-Computers, Materials & Continua, 70(2),(2022) 3189-3204.

AL-MEKHLAFI, FAHD A., REEM A. ALAJMI, ZAINAB ALMUSAWI, FAHD MOHAMMED ABD AL GALIL, PAWANDEEP KAUR, MUHAM-
MAD AL-WADAAN, AND MOHAMMED S. AL-KHALIFA. ”A study of insect succession of forensic importance: Dipteran flies
(diptera) in two different habitats of small rodents in Riyadh City, Saudi Arabia.” Journal of King Saud University-Science
32, no. 7 (2020): 3111-3118.

GANCZAREK, J., PIETRAS, K., STOLINSKA, A., & SzZUBIELSKA, M. s and Semantic Violations Affect Eye Movements When
Viewing Contemporary Paintings. Frontiers in Human Neuroscience,(2022) 16, 808330.

ZHANG, J., DUAN, Y., & Gu, X. Research on emotion analysis of Chinese literati painting images based on deep learning.
Frontiers in Psychology, (2021)12, 723325.

BEERMANN, U., HosoyA, G., SCHINDLER, I., SCHERER, K. R., EID, M., WAGNER, V., & MENNINGHAUS, W. Dimensions and
clusters of aesthetic emotions: A semantic profile analysis. Frontiers in psychology, (2021)12, 667173.

JINGCHUN ZHOU, QIAN Liu, QIurPING JiaANG, WENQI REN, KIN-MAN LaM, WEISHI ZHANG*. Underwater image restoration
via adaptive dark pizel prior and color correction. International Journal of Computer Vision, 2023. DOI :10.1007/s11263-
023-01853-3.

Guo, H., Liang, X., & YU, Y. Application of big data technology and visual neural network in emotional expression analysis
of o0il painting theme creation in public environment. Journal of environmental and public health, 2022(1), 7364473.
Xiu, D., HE, L., KiLLIKELLY, C., & MAERCKER, A. Prolonged grief disorder and positive affect improved by Chinese brush

painting group in bereaved parents: A pilot study. Journal of social work in end-of-life & palliative care, 16(2), 116-132.

JiaNG, W., WaNg, X., REN, J., L1, S., SUN, M., WANG, Z., & JIN, J. S. MTFFNet: a Multi-task Feature Fusion Framework
for Chinese Painting Classification. Cognitive Computation, 13(5),(2021) 1287-1296.

TiAN, W. Emotional information transmission of color in image oil painting. Journal of Intelligent Systems,(2022) 31(1),
428-439.

L1, J., CHEN, D., Yu, N., ZHAO, Z., & Lv, Z. Emotion recognition of Chinese paintings at the thirteenth national exhibition
of fines arts in China based on advanced affective computing. Frontiers in Psychology,(2021) 12, 741665.

BiaN, J., & SHEN, X. Sentiment analysis of Chinese paintings based on lightweight convolutional neural network. Wireless
Communications and Mobile Computing, 2021(1), 6097295.

Zuu, Y., Zuu, Y., GE, N., Gao, W., & ZHANG, W.Visual Emotion Analysis via Affective Semantic Concept Discovery.
Scientific Programming, 2022(1), 6975490.

DuAN, Y., ZHANG, J., & Gu, X. A novel paradigm to design personalized derived images of art paintings using an intelligent
emotional analysis model. Frontiers in psychology, 12, 713545.

WANG, D. Research on the art value and application of art creation based on the emotion analysis of art. Wireless Commu-
nications and Mobile Computing, 2022(1), 2435361.

FENG, Y., CHEN, J., Huang, K., Wong, J. K., YE, H., ZHANG, W., ... & CHEN, W. {Poet: interactive painting poetry
creation with visual multimodal analysis. Journal of Visualization,(2022) 1-15.

Zuao, W., Zuou, D., Qiu, X., & JIANG, W.How to represent paintings: A painting classification using artistic comments.
Sensors, (2021)21(6), 1940.

KLETTNER, S. Affective communication of map symbols: A semantic differential analysis. ISPRS international journal of
geo-information,(2020) 9(5), 289.

URQUHART, L., & WODEHOUSE, A. The emotive and semantic content of pattern: an introductory analysis. The Design
Journal,(2021) 24(1), 115-135.

MULLENNIX, J. W., HEDZIK, A., WOLFE, A., AMANN, L., BRESHEARS, B., & TicJak, N. Affective context and the interpre-
tation of facial expressions in portrait paintings. EMPIRICAL STUDIES OF THE ARTS,(2022) 40(2), 174-191.

YAN, J., WANG, W., & YU, C. Affective word embedding in affective explanation generation for fine art paintings. PATTERN
RECOGNITION LETTERS, (2022)161, 24-29.

DEMUTH, A., DEMUTHOVA, S., & KEGELI, Y. A Semantic analysis of the concept of Beauty (Giizellik) in Turkish language:
Mapping the semantic domains. Frontiers in Communication, (2022)7, 797316.

Edited by: Bradha Madhavan

Special issue on: High-performance Computing Algorithms for Material Sciences
Received: May 14, 2024

Accepted: Jun 26, 2024



k)
(J
.. Scalable Computing: Practice and Experience, ISSN 1895-1767, http://www.scpe.org
© 2025 SCPE. Volume 26, Issues 2, pp. 663-672, DOI 10.12694/scpe.v26i2.3957

QUALITY ANALYSIS AND PREDICTION METHOD OF SMART ENERGY METER
BASED ON DATA FUSION

SIWEI WANG JI XIAOf YINGYING CHENG! YU SU$ AND WENLI CHENY

Abstract. In order to study the quality analysis method of key links in smart energy meters, the author proposes a data fusion
based quality analysis and prediction method for smart energy meters. This method is based on the relevant data of key links in the
electric energy meter, and selects the data of the electric energy meter in research and development design, material procurement,
production and manufacturing, acceptance testing, installation and operation, dismantling and scrapping as the sample data for
model construction. The XGBoost algorithm classification method is used to establish an intelligent electric energy meter quality
analysis model. Taking the dismantled electricity meter data of a certain power company as an example, this paper conducts
modeling analysis and prediction of various quality issues of smart electricity meters, and conducts on-site verification. Based
on the verification results, the model is continuously optimized. The results indicate that: The model was optimized using cross
validation and grid search methods, and the final model achieved an accuracy rate of 0.74 and a recall rate of 0.82 on the validation
set. This method can meet the actual needs of power grid business and objectively reflect the quality situation of key links in
smart energy meters.

Key words: Energy meter failure rate, Time series, Fault characteristics, XGBoost algorithm, multiple linear regression

1. Introduction. With the development of human living standards and society, more and more power
electronic components are being applied to the power system. With the integration of national photovoltaic
poverty alleviation projects, the proportion of distributed photovoltaic grid connection is increasing. These
devices have relatively superior performance, but they have caused an impact on the power quality, making
the problem of power quality in the low-voltage platform area increasingly severe. How to comprehensively
monitor and evaluate the power quality of low-voltage substation areas has become one of the hot topics for
power supply enterprises and researchers [1].

Excellent power quality is an important guarantee for the safe and economic operation of the power grid.
Power quality issues not only cause losses to electricity consuming enterprises and customers, but also seriously
affect the power supply service indicators of power supply enterprises. Even serious power quality problems
will impact the brand image of power supply enterprises [2]. If there is a voltage quality issue, excessive
voltage can cause damage to equipment such as transformers, energy meters, and electrical appliances used by
customers; Low voltage can bring huge obstacles to social production and human life, and serious low voltage
problems may cause machines to malfunction and cause economic losses [3]. For example, the three-phase
imbalance problem in the low-voltage substation area can slightly reduce the efficiency of low-voltage lines and
distribution transformers, but in severe cases, it may cause serious consequences such as wire overload burning,
switch burning, and even single-phase burning of distribution transformers [4]. How to carry out power quality
monitoring in low-voltage substations is the primary issue in analyzing power quality issues. The power quality
monitoring device can provide real-time data monitoring for power supply enterprise staff, and assist them in
recording and analyzing the basic situation of power quality in low-voltage substation areas. The monitored
operational data can also be used to analyze the problems of electricity customers and provide effective solutions
for grassroots grid managers [5].
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Fig. 1.1: Quality Analysis of Intelligent Energy Meters Based on Data Fusion

The power quality monitoring device can also record the type and geographical location of faults in power
supply equipment, which helps to carry out power supply repair services and improve the efficiency of restoring
power supply. With the deployment of digital transformation strategies for power supply enterprises, more and
more perception devices are being applied to power supply, and a plethora of new technologies (big data, cloud
platforms) are gradually being applied to various fields of power supply enterprises. Like the right wing front
flag of Horqin, the power supply service resource scheduling and control system covers the entire area, and the
perception ability of power grid equipment has been greatly improved [6]. The promotion and construction of
business systems such as electricity information collection, online power grid, and power supply service resource
scheduling and control provide strong data support for comprehensive monitoring of the operation status of the
power grid. According to the author’s statistics, all provincial companies of State Grid Corporation of China
have established data service platforms and massive data platforms, but progress in data value mining, data
analysis applications, data cleaning and integration is relatively slow [7] (Figure 1.1).

2. Literature Review. The price of power quality monitoring devices is expensive, and considering
their cost, it is not possible to configure them in large quantities in the distribution network. Therefore,
the optimization goal of minimizing power quality monitoring points has always been a research hotspot for
power quality monitoring schemes. The goals of power quality monitoring are different, and the methods of
configuring power quality monitoring points are also different, making it difficult to form a unified standard.
Himeur, Y. proposed a monitoring device configuration scheme that takes into account the severity of voltage
sag in substations, taking into account the number and observability of substation monitoring, and taking into
account the number of monitoring points and the observability of voltage sag at each node of the entire network
as constraints [8]; Chen, Y. proposed an equipment configuration optimization scheme for monitoring the entire
network voltage using the fault point method, taking into account the number of monitoring points and the
observability of voltage dips at each node, in response to voltage dips caused by line short circuits [9]; Nakutis, Z.
proposed in [10] a method of using particle swarm optimization algorithm to optimize equipment configuration
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for monitoring points with voltage sag; Spertino, F. proposed a monitoring point configuration algorithm using
an improved particle swarm optimization algorithm by reasonably setting the minimum number of monitoring
points [11]; Karngala, A. K. proposed an equipment configuration optimization plan that takes into account
the severity of voltage sag in substations, addressing the issue of existing power quality monitoring point layout
schemes not taking into account the type, management requirements, and equipment configuration sequence of
each monitoring point [12].

Electricity information collection data is usually stored as historical data in historical databases, and some
scholars have begun to explore the value of this data; Zhou, M. analyzed electricity information collection
data and proposed an electricity theft identification method based on electricity feature analysis, which can be
used to screen suspected electricity theft users [13]; Ma, J. studied the fast clustering and anomaly detection
techniques for power data flow in large-scale power information collection, and designed and implemented a
flow clustering algorithm based on the clustering characteristics of power behavior in vertical and horizontal
spaces, achieving fast clustering and anomaly detection [14,15].

The author reviews the quality related data of key links in electric energy meters and studies the method
of extracting quality impact features; Compare various big data analysis technologies and establish a quality
analysis model for smart energy meters; Use this model to predict and analyze potential quality hazards of
smart energy meters, and conduct on-site verification. Continuously optimize the model based on the verification
results.

3. Research Methods. The task of the electricity meter quality analysis model is to mine the patterns
of faults in dismantled electricity meters based on relevant data of key links of electricity meters, predict the
probability of faults in operating electricity meters with the same characteristics, and conduct on-site data
verification.

The research and development design, material procurement, production and manufacturing, acceptance
testing, installation and operation, and dismantling and scrapping processes that have a significant impact on
the quality of electric energy meters are defined as key links. The data situation of each link is sorted out to
facilitate subsequent data selection [16].

For key link data, use Pearson correlation coefficient and chi square test to conduct correlation analysis
on data fields. Based on the threshold reference given by business experts, delete some fields with correlation
coeflicients greater than 0.5, and finally use the key link data of the electricity meter. After cleaning and
transformation, generate data that can be used for modeling and analysis. The sample data of the model
training set is based on historical data from Henan. In the data selection stage, a total of 130 fields were
selected from the original data.

Analyze the 132 original features based on the key links of the electricity meter according to the following
steps:

The first step is data visualization. In order to visually present the relationship between the characteristics
and whether the electricity meter is faulty, these 132 original features were used to draw the distribution graphs
of the faulty electricity meter and the normal electricity meter in each feature [17]. The distribution of fault
table and normal table on several typical features is shown in Figure 3.1. As shown in the figure, there is
no significant difference in the distribution of faults in each feature of the energy meter, and further feature
extraction is needed through quantitative indicators.

The second step is to select features based on the Gini impurity method. The calculation formula is shown
in equation 3.1.

Io() =Y L(—f)=) fi—ff=1=Y_ 1 (3.1)
i=1 =1 =1

In the formula, m represents the total number of categories; f; is the probability that the sample points belong
to class 7.

Calculate the Gini importance of each feature by taking the reciprocal of Gini impurity, as shown in equation
3.2, and the results are shown in Table 3.1.

1
Ic(f)

gini = (3.2)
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Fig. 3.1: Comparison of distribution of fault table and normal table on various features

Table 3.1: Feature Importance (Partial)

Name Characteristic Importance
The number of days the

electric energy meter ran during DAYS_BEFORE_FIRST_FA 122

the first abnormal collection

The region code of the payment terminal AREA__CODE 102
Running time of electric energy meter OPS_MONTHS 88
Asset model MODEL__CODE 76
Manufacturing unit MANUFACTURER 64

Table 3.2: Preserved Features

Feature Name describe

Ay The number of days the electric energy meter ran during the first abnormal collection
Ao The region code of the payment terminal

As Running time of electric energy meter

A, The wiring method of the electricity meter

We calculate the proportion of the importance of each feature in the total importance of all features as
shown in equation 3.3.

gini;

i i o

Ijimportance =
In statistics, events with a probability of less than 4% are generally considered as low probability events.
Here, 4% is selected as the proportion threshold for feature selection, and features with an importance greater
than 4% are retained [18]. Model by retaining 12 features through filtering. All features are shown in Table
3.2, represented by symbol A.
Step three, construct features. The construction feature is based on business and expert experience, con-
structing new features for warning records and abnormal code records of electric energy meters according to
business logic, and dividing the features into one vote veto feature and important feature [19].
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Table 3.3: Construction features (partial)

Feature Name describe

B: Is there any abnormality in the electricity meter

B> Does the abnormal setting of electricity meter rates occur

Bs Does voltage exceeding the limit occur

B, Does the abnormality of phase B of the high supply and high meter occur

Table 3.4: Construction features (partial)

Feature Name describe
C1 Does the meter fly away
Cn Does the electricity meter stop running

ALARM__CODE_ 0201 Does voltage phase failure occur

If there is an abnormality corresponding to a veto feature in an electric energy meter, then the meter must
have malfunctioned; If there have been anomalies corresponding to important features in an energy meter, it is
possible that the meter has malfunctioned. The construction features include 13 veto features and 30 important
features. Some features are shown in Table 3.3, represented by symbol B.

Step 4 summarize a total of 55 feature fields mentioned above. This part of the features is shown in Table
3.4, represented by the symbol C, where C = AU B.

Based on the key links of the electricity meter, establish a fault rate prediction model according to the above
characteristic data, and complete the batch fault prediction of the electricity meter. There are two solutions
to predicting batch failure rates: One is to directly predict the failure rate of batch energy meters; The second
is to predict whether a single meter has failed, and then calculate the failure rate of the batch of electricity
meters based on the number and total number of failures in the batch.

The direct prediction of failure rate can be achieved by: (1) Using a regression model to fit the linear
relationship between the features obtained and the batch failure rate. This method can obtain the optimal
weight relationship between the batch failure rate and each feature; (2) By using the data from the split table
to obtain failure rate data at different times, and applying a time series model, the trend prediction of batch
failure rate on the timeline can be obtained.

Another approach is to first predict single table failures, and then divide the number of failures by the total
number of batches to obtain the failure rate of the batch [20]. Predicting whether a single table is faulty is a
binary classification problem, and simple classifier models such as decision trees, SVM, Bayesian, etc. can be
used. The results of these models are easy to interpret, but their accuracy is average and they are prone to
overfitting; Ensemble learning models can also be used, including random forest algorithm, XGBoost algorithm,
lightgbm algorithm, etc, such models are integrated on the basis of simple models. Compared with a single
model, they are often more accurate and can effectively avoid over fitting. However, the calculation rules are
complex, and the interpretability of the model is poor.

Recording the process of random event changes and developments in chronological order constitutes a time
series. Observing and studying the time series, searching for its patterns of change and development, and
predicting its future trends is called Time Series Analysis.

Time series prediction only requires a set of historical data of the variables to be predicted. Compared
with regression prediction models, this method does not require the effort to determine the causal relationship
between variables, but only needs to extend the historical trend determined by the time series model outward
to predict future changes. Time series prediction is often suitable for situations where the independent variable
data required for regression models is relatively scarce, and the historical data of the variables to be predicted
is relatively complete, which is sufficient to reflect their changing trends.
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Regression analysis is a statistical analysis method aimed at determining the quantitative relationship of
interdependence between two or more variables. According to the type of relationship between the independent
and dependent variables, it can be divided into linear regression analysis and nonlinear regression analysis. In
big data analysis, regression analysis is a predictive modeling technique that studies the relationship between
the dependent variable (target) and the independent variable (predictor) [21]. This technique is commonly used
for predictive analysis, time series modeling, and discovering causal relationships between variables.

Ensemble learning is a framework of machine learning that combines multiple models to improve their
overall generalization ability. There are three types of ensemble learning: Bagging, Boosting, and Stacking.
The XG Boost algorithm is an improved gradient boosting learning algorithm, which is a method in Boosting.
The algorithm principle is different from the traditional GBDT algorithm. Traditional GBDT only utilizes first-
order derivative information during the training process, while the XG Boost algorithm performs second-order
Taylor expansion on the loss function and adds a regularization term outside the loss function to obtain the
optimal solution. This not only ensures model accuracy but also limits the complexity of the model, avoiding
overfitting. The XGBoost algorithm is based on a tree model. The XGBoost algorithm is an additive model
composed of k base models. Assuming that the tree model we want to train in the t-th iteration is f;(z), the

prediction result widehaty§t) of sample i in the t-th iteration satisfies equation 3.4. The model loss function
satisfies the equation Y . | 1(7;,y;). In the formula, n represents the number of samples.

(t) ka x;) = ’yzt Y + fi(x4) (3.4)

The definition of the model objective function is shown in equation 3.5. In the formula, t represents the
number of trees, and () represents the regularization term.

n

Obj =3 _1Fi,y:) + ) _ ) (3.5)

i=1

Performing a second-order Taylor expansion on equation 3.3 and removing the constant term yields the
objective function for the t-th iteration as shown in equation 3.6. In the formula, g; is the first derivative of
the loss function, and h; is the second derivative of the loss function.

Zg@ft - hft<o:z)]+ﬂ<ft> (3.6)

According to equation 3.6, it can be seen that the XGBoost algorithm’s loss function can be customized
(there must be first and second derivatives), and the use of second derivatives makes gradient convergence faster
and more accurate.

Establish linear regression, time series, and XGBoost algorithm models using existing Henan split table
data. The hyperparameters of the three models are set to default values, and 98% is selected as the fault
probability threshold. If the prediction result exceeds the threshold, it is judged as a fault Table, among them,
linear regression and time series are used to determine batch fault tables, while XGBoost algorithm is only
used for single Table fault determination. The model selected a total of 1190582 data from the first quarter
of 2021 for training. Take archive information, R&D design data, material procurement data, production and
manufacturing data, collected abnormal data, and measurement abnormal data as independent variables, and
dismantle the sorting data to determine whether the electricity meter is faulty as the dependent variable to
input into the XG Boost algorithm and linear regression model; Model batch failure rate as a time series.
The model obtains the optimal joint probability distribution of the data through training, and applies this
distribution to determine whether the smart energy meter is faulty in operation, achieving quality analysis of
key links in the smart energy meter.

Under the same judgment criteria, the accuracy comparison of the three models is shown in Figure 3.2.

The XGBoost algorithm model has much higher prediction accuracy than other models, so the XGBoost
algorithm model is chosen for subsequent analysis and prediction of electricity meter quality.
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Fig. 3.2: Comparison of Model Accuracy

Table 4.1: Model Validation Results

Index Value/piece  Proportion /%
Total 973621

Actual number of faults 289178 8.00
Predict the correct quantity 695527 71.62
Number of prediction errors 276136 28.35
Predict the fault table as a fault Table(TP) 39342 4.06
Predict the fault table as a normal Table(FP) 48075 4.94
Predict a normal table as a faulty Table(FN) 61542 6.32
Predict the number of faults 100802 10.37

4. Result analysis. Using a total of 21157686 historical faulty electricity meter data from May 2019 to
May 2021 in a certain area, a quality analysis model for intelligent electricity meters is established. The model
predicts the fault data for three quarters from May to December 2021 in a certain area, and compares and
verifies it with the actual dismantled data at the end of 2021.

The verification situation is as follows. The total number of electricity meters participating in the prediction
is 3251317, involving 6112 arrival batches. Each meter is predicted for failure and compared with the actual
results at the end of 2021 [22].

The validation data for the pre training stage of the model is that in the first quarter of 2021, there
were 973621 electricity meters and 2313958 correctly predicted ones, accounting for 71.62%; The number of
prediction errors is 917347, accounting for 28.35%. The detailed results are shown in Table 3.5.

After initial training, the accuracy of the model reached 0.73 and the recall rate reached 0.38. After
verification, the model can recognize 44.65% of the fault tables, but there is also a 28.35% misjudgment situation.
The accuracy of the model needs to be improved, and the evaluation indicators of the model performance are
shown in Table 3.6 [23]. The definitions of model accuracy P and recall R are shown in equation 3.7:

P =TP/(TP + FP) (4.1)

R=TP/(TP + FN) (4.2)

After the first introduction of the model, the evaluation of the model results of training and test set, the
accuracy of the training process is close to 1, while the accuracy of the test the index is stable around 0.70.



670 Siwei Wang, Ji Xiao, Yingying Cheng, Yu Su, Wenli Chen

Table 4.2: Model Performance Evaluation Indicators

Evaluating indicator  Value

Accuracy 0.73
Accuracy 0.46
Recall 0.38

Finally, the validation process was evaluated and an accuracy of 0.46 was obtained. The results confirm that
the general model is weak and overfitting may occur, requiring the optimization of the model parameters.

In order to improve the training model’s performance, increase the generality, and reduce the risk of
overwork, the model is gradually added to the electronic damage test data. set in the third and fourth quarters
of 2021. pattern matching. Generalizability of the model to unknown data is verified using data augmented
validation. Follow the pattern in two steps below:

1. The basic idea of good modeling based on K-fold cross-validation method is to group the original data
in one way, one part is used as training set and the other factor is used as the test, and the classifier
is first trained using the training method, and then as a performance test to evaluate the model to
evaluate the training model using the test procedure. During the initial stage of model fitting, K-fold
cross validation was used to improve the generalizability of the model [24].

The main idea of K-fold cross-validation is to divide the original data equally into K sections, divide
the data into K sections, select section i as the test set for section 3, and use the section K-1. based
on the training set [25]. The average of the evaluation results of the K index was taken as the final
evaluation of the model. The model is limited by this parameter in order to find the best combination
for the model. Here, 5-fold cross-validation was used to select the correct one as the measurement
parameter.

With K-fold cross-validation, the precision of the training process was 0.66, the recall rate was 0.63,
the measurement precision was 0.56, the recall rate was 0.55, and the acceptance precision was 0.46,
and the reproducibility was increased. rate increased to 0.46. Up to 0.43, although the accuracy of
training and testing has improved, the accuracy of the system is below 0.50, which is difficult to meet
the needs, and it is necessary to take advantage of the model’s hyperparameters;

2. Optimize the model a second time according to the network search method. Use the grid search method
to optimize the hyperparameter values of the model.

The mesh search method involves partitioning the hyperparameters of the model into finite-valued elements.
The program iterates over the composite values of all hyperparameters and selects the best model parameters
based on parameter values as negative parameters.

Using the network search method, a precision of 0.82 for the training set, a recall rate of 0.84, a precision
rate of 0.81, and a best return value of 0.78 for the parameters were obtained. 0.74 for the validation process
and 0.82 for the recovery rate. A comparison of the effects before and after model development is shown in
Figure 3.3.

The validation data of the model for each quarter from Q2 to Q4 2021 are shown in Figure 3.4.

Through optimization and adjustment, the model’s parameters can quickly converge during the training
phase, demonstrating excellent fitting ability in the training set. The accuracy rate in the validation set reaches
0.74, and the overall evaluation effect is relatively ideal, which can meet the actual needs of power grid business.

5. Conclusion. The author mainly focuses on the quality data of key links in electric energy meters,
predicts the occurrence patterns of faults, and constructs an electric energy meter quality analysis model to
study the quality analysis methods of key links in intelligent electric energy meters. The main research content
includes the following two aspects:

1. Sort out the quality related data of key links in electric energy meters, study the key link data and
quality impact feature extraction methods that affect the quality of electric energy meters, extract the
regular features of faults in dismantled electric energy meters, use XG Boost algorithm model to learn
the rules in dismantled electric energy meters, and construct a fault prediction model;
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Fig. 4.2: Monthly Model Validation Results

2. Use the quality analysis model to identify the quality problem of the smart meter, model using the
historical data, predict the explosion data at a specific location in April 2020, compare with the actual
split data, and check. In May 2020, the model is optimized according to the confirmed results. The
model was refined by using cross-validation and network research, and the final model achieved an
accuracy of 0.74 and a recall rate of 0.82 of the validation process, which can be based on the real
economy of the electricity project.

The author suggests a method to analyze and estimate the quality of smart meters during operation. This
method is based on the important information from the main connection of the energy meter, and the selection
of energy meter information for research and development, production, production, manufacturing, certification,
installation, operation, demolition and disposal. sample data for design. The classification method of XGBoost
algorithm is used to create intelligent models for the effective evaluation of power meters. After proving the
accuracy, the results show that the accuracy of this method reaches 0.74, which can show the true value of the
connection between smart meters.
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HYBRID DATA PUBLISHING BASED ON DIFFERENTIAL PRIVACY

TAO WANG* KAINING SUN | RUI YIN} TENG ZHANG{ AND LONGJUN ZHANG ¥

Abstract. The advent of the information and intelligence era has led to explosive growth of data. The author proposes a
hybrid data model based on differential privacy. The main content of this model is based on the study of differential privacy,
processing the data through a noise mechanism, using the calculation of tuple attribute differences and noise addition, and finally
constructing a mixed data model based on differential privacy through experiments. The experimental results indicate that: as the
value of k increases, the clustering results tend to be optimal, verifying that clustering the original data can reduce noise addition.
However, ICMD-DP anonymizes the original dataset, resulting in much higher information loss than DCKPDP and prototype
algorithms. A mixed data model based on differential privacy enables better clustering performance of the original dataset, thereby
utilizing differential privacy to better protect the data.

Key words: Differential privacy, Mixed data, Information, Clustering

1. Introduction. In the era of big data, the release and utilization of data are key to promoting knowl-
edge economy and social progress. Relevant research institutions will utilize these data resources for mining
and analysis, in order to provide better services to the public. However, while providing significant benefits,
publishing personal data to the public poses a significant threat to user privacy. In order to ensure user privacy
and security, it is necessary to protect them. However, how to ensure that the published data is both usable
and does not leak the privacy information contained in the data has become a major challenge in research on
data publishing privacy protection.

The explosive growth of data, the release of which can provide scientific decision-making, predict market
trends, and promote social development, truly promoting the flow of data value [1]. However, these data often
contain a large amount of sensitive information, and direct publication will inevitably lead to user privacy
leakage. Therefore, how to protect sensitive user information and maximize the availability of published data
during the data publishing process has become an urgent problem to be solved. In recent years, some methods
have been proposed to address privacy protection issues in data publishing, mainly based on data anonymity
publishing methods and data distortion publishing methods. Although using such methods can to some extent
protect sensitive information in the data, they require the assumption that the attacker does not have back-
ground knowledge, and therefore cannot resist background knowledge attacks and combination attacks. With
the rapid development of the Internet, big data analysis technology and cloud computing, individuals, enter-
prises and institutions will generate a continuous stream of massive data every day. These massive amounts of
data, when applied to research, can improve people’s lives, promote development, and bring great convenience
to their lives. However, while enjoying convenience, people are also facing the problem of personal privacy being
violated. How to protect the privacy and security of user data while meeting the research needs of providing
reasonable data is one of the hot topics of discussion and research in today’s era (Figure 1.1).
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Fig. 1.1: Mixed data based on differential privacy

2. Literature Review. With the rapid development of mobile communication Internet and cloud comput-
ing technology, smart phones, wearable devices, sensors and other IP mobile devices with GPS chips can submit
users’ location information to location aware applications, providing consumers with convenient personalized
services. But these mobile terminals can expose users’ location tracks and personal information on the Internet
in real time, which poses a great threat to people’s privacy and security. Therefore, how to obtain valuable
information from massive data while preventing privacy breaches is a current research hotspot in the field of
data mining. With the rapid development of the Internet era, people find that deep learning models have great
advantages in image processing, speech recognition and other fields. Deep neural networks have appeared in
all aspects of human life. Among them, generative adversarial networks is one of the most promising deep
learning models in the field of unsupervised learning. It consists of two parts: a generator and a discriminator.
The generator generates "fake” data, which is then dynamically adjusted with the discriminator to ultimately
generate the data that users need. But generating adversarial network models not only brings convenience
to users, but also provides attackers with an opportunity to steal sensitive user data. For example, when a
cancer diagnosis model is attacked by member inference, attackers can analyze the data information in the deep
learning model to infer whether a patient has a certain type of cancer, and the user’s privacy information is
likely to be stolen by the attacker. Currently, there have been some research results on differential privacy data
publishing methods, but these methods all have certain problems. Yang, J. proposed a new CMFD algorithm
with the following workflow. Firstly, use the keypoint extraction method with the lowest contrast threshold
to extract more keypoints from the input image. Secondly, a new technique, gradient hash matching, uses a
hash table to quickly and effectively find similar pairs of key points, where the hash value is calculated using
the gradient of the key points. Subsequently, a new method called simplified clustering filtering utilizes the
density pattern of key points in the copy move region to remove mismatched key point pairs [2]. Huang, Z. et al.
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believe that the accelerated mode matrix splitting method and the recently proposed generalized accelerated
mode matrix splitting method are special cases.

Compared with existing methods, this method can use more information in each iteration, thereby improv-
ing computational efficiency. And the convergence of the method was studied, and the convergence of the
method was proved under certain assumptions [3]. Zhang, P. proposed a data level fusion model that involves
the integration of multiple information sources and unsupervised attribute selection of fused data [4]. Panfeng
Zhang believes that excessive gradient perturbation noise in deep model differential privacy protection can lead
to decreased usability, and proposes a differential privacy deep learning model based on particle swarm opti-
mization algorithm. According to the particle swarm optimization strategy, the position of particles is mapped
to network parameters to search for individual and global historical optimal positions. After perturbing the
gradient obtained from the global optimal particle position, the model is re trained [5]. Liang, W proposed a
differential privacy data publishing method based on DBSCAN clustering, but this method is also suitable for
publishing numerical attribute data [6].

In response to the above issues, in order to ensure that the published data does not affect personal privacy
and security, the author proposes a mixed data model research based on differential privacy. The differential
privacy model, as a well-known privacy protection model, can provide privacy assurance by adding a certain
amount of noise to the data query or analysis results without making any assumptions about the attacker’s
background knowledge. In a non interactive framework, data managers can publish datasets processed using
differential privacy protection technology for researchers to mine and analyze.

The author reviews the quality related data of key links in electric energy meters and studies the method
of extracting quality impact features; Compare various big data analysis technologies and establish a quality
analysis model for smart energy meters; Use this model to predict and analyze potential quality hazards of
smart energy meters, and conduct on-site verification. Continuously optimize the model based on the verification
results.

3. Research Methods.
3.1. Differential privacy protection.

3.1.1. Definition of Differential Privacy. Differential privacy was initially used to limit the disclosure
risk when returning query answers on a database, but its application in interactive scenarios strictly limits data
analysis, because it only allows a limited number of queries to be answered, it promotes privacy protection
research for data publishing in non cross five scenario scenarios.

Differential privacy is a model that provides strong privacy protection. In a non interactive framework,
data managers can publish datasets processed using differential privacy protection techniques for researchers
to conduct mining and analysis.

The main method for publishing differential privacy datasets in non interactive scenarios is based on
histogram publishing. However, as the number of attributes increases, histogram based methods have serious
limitations: For fixed attribute granularity, the number of histogram intervals increases exponentially with the
number of attributes, which has a serious impact on computational cost and accuracy [7]. In addition, the
histogram publishing method only provides approximate counts of partitioned data and cannot provide data
details, thus limiting the utility of data analysis. Therefore, this limitation can be overcome by generating a
universal dataset that satisfies differential privacy. The simplest method is to collect a set of query results that
satisfy differential privacy, which requires querying each individual record in the original dataset. However,
such queries require too much noise to meet the requirements of differential privacy, making it impossible for
differential privacy datasets to maintain availability. The availability of differential privacy protection data can
be improved by reducing query sensitivity and reducing the amount of noise added [8].

Differential privacy protection technology perturbs data by adding quantitative noise to the query results,
ensuring that the insertion, modification, and deletion of records in any dataset will not affect the query results,
thereby achieving privacy protection [9].

Differential privacy has a random algorithm K, as well as any adjacent datasets D1 and D2. If algorithm
K satisfies differential privacy, it can be expressed as formula 3.1:

PriK(D; € S)] < exp(e)Pr[K(D3) € 5] (3.1)
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Fig. 3.1: Country Attribute Generalization Tree

3.1.2. Noise mechanism. Sensitivity refers to the maximum amount of change in the query result when
the dataset changes and only one record changes. Differential privacy typically perturbs the return value of the
query function with noise, and the magnitude of the added noise is closely related to the global sensitivity of
the query function [10,11].

In practical applications, commonly used noise mechanisms include Laplace mechanism and exponential
mechanism. The amount of noise can affect data security and availability, and is closely related to global
sensitivity. Global sensitivity can be expressed as formula 3.2:

Af =mazxp, p,||f(D1) = f(D2)]| (3-2)

3.2. Differential Privacy Hybrid Data Publishing Algorithm.

3.2.1. Calculation of Tuple Attribute Differences. In the context of privacy data dissemination,
data dissemination can be viewed as the collection of answers to continuous queries for each record in the
dataset. The author proposes a hybrid data publishing algorithm based on differential privacy: using the k-
prototype clustering algorithm, the initial class center is randomly selected first . Cluster the dataset based on
an improved method for calculating the difference in tuple attributes, and then calculate the cluster center for
each numerical attribute in each cluster based on the best clustering result. Generate a set of attribute values for
categorical attributes. Next, traverse each data record and determine its clustering category. Replace numerical
attributes with cluster center values and use Laplace mechanism to add noise. Use exponential mechanism to
select categorical attributes. Finally, generate a differential privacy dataset. Due to the sensitivity of the query
function being differentiated into k records in each set of data, it can reduce the amount of noise added and
improve data availability.

Most existing data tables are mixed data Tables, which means that the data attributes in the tables are
divided into numerical and categorical types. There are different methods for calculating attribute differences
for data with different types of attributes [12].

Unlike numerical attributes, categorical attributes require the establishment of a generalized hierarchical
tree to calculate attribute differences. Each subtyping attribute needs to establish a generalized hierarchical tree
[13]. Figure 3.1 shows the generalized hierarchical tree of the Country attribute, with leaf nodes representing
the values of each attribute on the Country attribute.

3.2.2. Noise addition method. For numerical attributes, the Laplace mechanism is used to add noise
to the cluster center, which can be expressed as formula 3.3:

Af

Centroid (Cy,(A)) = Centroid(C,, (AY)) + Lap(?) (3.3)
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Table 3.1: adult Dataset

Attribute Number of Attribute Number of
Attribute type attribute values Attribute type attribute values
Age Numerical type 75 Education level Classification 15
Weekly working hours Numericaltype 88 Gender Classification 3
Education duration = Numerical type 18 Occupation Classification 15
Marital status Classification 8 Original nationality Classification 42

Unlike numerical attributes, categorical attributes obtain values from a limited set of categories. Since
adding Laplacian noise to cluster centers is meaningless, another method of obtaining differential privacy
output is to select cluster centers in a probabilistic manner, which can be achieved through an exponential
mechanism [14]. This mechanism selects the closest optimal center point based on input data, differential
privacy parameters, and quality standards. In this case, the quality standard is the probability of each subtype
attribute value appearing.

The differential privacy static data publishing algorithm based on k-prototype clustering is mainly used to
publish mixed datasets containing numerical and subtype attributes. The algorithm is divided into a clustering
and grouping stage and a data publishing stage. In the first stage, an improved k-prototype clustering algorithm
is used to cluster and partition the data. In the second stage, differential privacy data publishing is achieved.
If it is a numerical attribute, replace it with the cluster center value, and then use the Laplace mechanism to
independently add noise to each attribute value; If it is a categorical attribute, the output attribute value is
selected using an exponential mechanism based on the selection criteria of the central candidate of the attribute
in the cluster attribute value set to which it belongs [15].

3.2.3. Algorithm Description. The DCKPDP algorithm is designed for publishing datasets containing
mixed attributes, and the process mainly includes two parts: a) Cluster the original dataset using an improved
k-prototype algorithm; b) Using differential privacy technology to add noise to the clustered dataset and output
a dataset that satisfies differential privacy.

3.3. Experimental research.

3.3.1. Experimental Environment and Datasets. The experimental dataset used the adult dataset
from the UCI machine learning database, which contains a total of 48943 data records. After deleting records
with missing attributes, a total of 31257 records were obtained, due to the author’s publication on a mixed
attribute dataset, three numerical attributes and five categorical attributes were selected from the adult dataset
as experimental attributes. The adult dataset is shown in Table 3.1.

3.3.2. Algorithm performance evaluation criteria. The author improved the k-prototype clustering
algorithm to achieve better clustering performance on the original dataset, thereby incorporating less noise
and improving data availability when using differential privacy protection. Therefore, the main purpose of this
experiment is to demonstrate that the algorithm proposed in the article can improve data availability while
ensuring a lower risk of data leakage [16].

Regarding the DCKPDP algorithm, adjust the privacy budgete values are set to {0.02, 0.2, 2, 6}, and
the number of attributes q is taken as 3 and 7 for comparative experiments, among them, when q is set to
3, two numerical attributes (age, age, weekly working hours) and two subtype attributes (original nationality,
education level) are taken, and the information loss SSE caused by the DCKPDP algorithm is shown in Figure
3.2 (a) (b).

As shown in Figure 3.2, when q=3, the value of SSE is much smaller than when q=7. This is because as the
number of attributes increases, more and more noise is added to the original data, resulting in more information
loss in the data and a larger corresponding SSE value. Whene taking 0.02, although SSE shows a downward
trend, the change is not significant because a large amount of noise is added when the privacy budget is too
small. Using the author’s improved k-prototype clustering algorithm to process the original dataset resulted
in very low data availability; Whene taking 0.2, the change in SSE is most significant; Whene taking 2 and 6,
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Fig. 3.3: When e taking 0.002 and 0.2, the variation of RL with k value

the SSE values of the two are lower and the difference is small, because whene taking a larger value, the added
noise is small and has little impact on the SSE value of the data.

As the value of k increases, the number of clustering clusters increases. Data records with lower dissimilarity
are divided into the same cluster, and the clustering effect is close to optimal. The less noise is added, so the
overall trend of SSE is decreasing, which also proves the feasibility of the algorithm [17].

Compare the RL values of DCKPDP, ICMD-DP, and DP k-prototype algorithms, as shown in Figures 3.3
(a) (b) and 3.4 (a) (b).

From Figures 3.3 and 3.4, it can be seen that the privacy budget whene taking different values, the RL value
of ICMD-DP is lower compared to DCKPDP and DP k-prototype, indicating a lower risk of privacy leakage.
This is because ICMD-DP anonymizes the dataset and applies differential privacy protection to the anonymized
dataset, which will inevitably provide stronger protection for the data. The RL values of DCKPDP and DP-k-
prototype are not significantly different, with a difference of about 3%. However, from the experimental results,
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Fig. 3.4: When € taking 2 and 6, the variation of RL with k value

even if ICMD-DP uses anonymization and differential privacy to process the original dataset, the difference in
RL values between them and DCKPDP is still controlled within 7%. Therefore, from the perspective of data
leakage risk alone, the dataset processed by DCKPDP can still meet the requirement of ensuring data privacy
is not leaked. When privacy budgete value of RL is 0.02, and the value of RL is the smallest, which means
the risk of privacy leakage is minimized. This is because a large amount of noise is added to the data, and
the data availability is also the lowest at this time; When privacy budget e values are 0.2 and 2, it can be
seen that the RL values of both DCKPDP and DP k-prototype are not significantly different, with a difference
of about 4% and a difference of 7% compared to ICMD-DP; When privacy budgete value of k is 6, as the
value of k increases, the RL value increases significantly, and the risk of data leakage also increases. Therefore,
considering the DCKPDP comprehensively whene is taken 2, the algorithm performance is optimal [18].

4. Result analysis. The experimental settings for q are 3 and 7, when € value is set to 2, the experimental
results are shown in Figure 4.1(a) (b) to compare the changes in information loss of DCKPDP, ICMD-DP, DP
k-prototype algorithm, and standard difference privacy algorithm on the adult dataset.

As shown in Figure 4.1, when € taking 2, as the value of k increases, the clustering results tend to be optimal.
The information loss of DCKPDP, ICMD-DP, and DP k-prototype algorithms gradually decreases, and the in-
formation loss is much lower than that of the standard difference privacy algorithm. This verifies that clustering
the original data can reduce noise addition, however, ICMD-DP anonymizes the original dataset, resulting in
much higher information loss than DCKPDP and DP k-prototype algorithms. The clustering algorithm pro-
posed by the author adaptively selects the initial center point and improves the dissimilarity calculation formula
compared to the DP-k-prototype algorithm. The clustering effect is improved, and the information loss caused
by adding noise to it through differential privacy is also reduced, resulting in improved data availability [19,20].
Therefore, from the experimental results, it can be concluded that compared to ICMD-DP and DP kprotype
algorithms, DCKPDP can reduce information loss and significantly improve data availability while ensuring a
lower risk of information leakage, proving the superiority of the DCKPDP algorithm.

5. Conclusion. The author studied the privacy protection issue of mixed attribute data publishing and
proposed a new data publishing protection method. In response to the research question, the author first
improved the traditional k-prototype clustering algorithm’s dissimilarity calculation method and proposed a
method that can adaptively select the initial clustering center point, improving the accuracy and stability of
clustering. Finally, differential privacy was applied to the classified dataset to ensure data privacy was not
leaked. Through experimental verification, the DCKPDP algorithm can improve the availability of data while
ensuring a lower risk of data leakage compared to similar algorithms. However, the author used a lower data
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Fig. 4.1: When € taking 2 and q with different values, the variation of SSE

dimension during the experiment, which may lead to efficiency issues when publishing high-dimensional data;
And the author has adopted the principle of equal distribution for the allocation of privacy budget, which may
result in waste of privacy budget and loss of data information, reducing the utility of data.
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GREEN DIGITAL OPERATION AND MAINTENANCE TECHNOLOGY OF POWER
EQUIPMENT BASED ON DEEP LEARNING

QIA YANG* GE QU | QIZHEN SUN { XIAOFEI DING{! AND JUE YANGY

Abstract. In order to solve the problem of low accuracy in traditional digital operation and maintenance of power equipment,
the author proposes a research on green digital operation and maintenance technology of power equipment based on deep learning.
The author first analyzed the text characteristics and segmentation difficulties of work orders, summarized seven types of entities,
and manually annotated 3452 work orders to form a training set, Secondly, pre train the BERT module using relevant equipment
testing and fault analysis reports to obtain power word vectors, Then use the BiLSTM module to predict entity labels, Finally, the
CRF module was introduced to optimize the prediction labels and conduct Chinese entity recognition experiments on 1000 work
orders. The experimental results indicate that: Compared with LSTM, BiLSTM, and BiLSTM-CRF models, the BERT BiLSTM-
CRF model has better entity recognition performance in power primary equipment operation and maintenance work order texts,
with an F1 value of 85.7%, which is 11.6%, 7.3%, and 4.8% higher than the other three models, respectively. This system can
effectively improve the work efficiency of operation and maintenance personnel, reduce their communication costs, achieve efficient
management of on-site equipment, and assist enterprises in achieving production goals of improving quality and efficiency.

Key words: Power primary equipment operation and maintenance work order, BERT model, Bidirectional Long Short Term
Memory Network, Conditional random airport

1. Introduction. In the construction process of the new power system, we will vigorously promote the
research and development of ultra-high voltage power equipment and the application of power electronic devices,
and bear the long-term impact of impact energy loads such as wind power and photovoltaic in the new power
system. Conducting on-site operation and maintenance tests on them will incur a significant cost [1]. Applying
digital twin technology to the field of state perception and operation and maintenance of ultra-high voltage
power equipment in the "dual high characteristic” new power system should overcome numerous key links [2].
Multi domain simulation of high-voltage power equipment involves structural analysis models, flow field anal-
ysis models, multi-body dynamics models, fatigue analysis models, acoustic analysis models, electromagnetic
simulation models, and electronic heat dissipation analysis models [3]. This physical model realizes the virtual
construction and visual analysis of high-voltage power equipment, and also has the ability to simulate and
calculate multiple physical fields. It can achieve real-time simulation calculation and dynamically display the
distribution status of electrical/thermal/mechanical/fluid multiple physical fields through external loads and
boundary conditions [4]. Physical space mainly includes performance, functionality, and structural strength;
The digital space mainly includes models, algorithms, and visualization [5]. Flow field and electric field distri-
bution can be effectively achieved in twin bodies, while visualizing and analyzing vibration, deformation, fluid,
electric field potential current, fatigue, and life information.

Since the launch of the Power Production Management System (PMS) in the power grid, the operation and
maintenance work order data of primary power equipment has shown explosive growth [6]. These data contain
rich information on the health of power assets, but they are mainly stored in unstructured text format, which
is difficult to effectively utilize. Therefore, it is particularly important to structure unstructured operation and
maintenance work orders. With the development of named entity recognition technology in natural language
processing, possible solutions have been provided for the above-mentioned problems.
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Fig. 1.1: Power Equipment for Deep Learning

Through the research and development of intelligent control technology for power equipment, a digital
operation and maintenance management system for equipment is formed to enhance the information and in-
telligent management capabilities of key equipment in the installation process, testing and experiments of
enterprises, assist in enterprise transformation and upgrading, complete delivery on time, and improve the core
competitiveness of enterprise production activities [7] (Figure 1.1).

2. Literature Review. In the new situation of economic development, the construction of the power grid
remains at a high level. As the core equipment of power grid construction, power equipment is a prerequisite
for ensuring the safe and stable operation of the power grid [8]. Against the dual background of the ”dual
carbon” goal and digital transformation strategy, power equipment is a key component of the power industry
and an important support for achieving carbon reduction and digital transformation goals [9]. As a leading
enterprise in the power industry, strengthening the management of power equipment suppliers is of practical
significance for power grid enterprises to operate themselves and collaborate with suppliers to achieve their
goals [10]. On the basis of analyzing the value chain of power grid enterprises, the author aims to build an
evaluation system for power equipment suppliers from the perspective of value chain synergy, based on the
simulation results of the system dynamics model, optimization suggestions for power equipment management
under this evaluation system are obtained, providing a basis for the evaluation and management of power
equipment suppliers in power grid enterprises. Gilani, H. When selecting green water plants, one of the best
methods is to use sustainable selection methods. In addition, the model solves the problem of improving
all communications, choosing the right equipment for the treatment plant by choosing different equipment,
and controlling the water loss [11]. Zahedi, R. believes that the demand for power equipment in power grid
enterprises is complex and vast, and they face a large and uneven number of power equipment suppliers.
The evaluation and selection of suppliers in the process of power equipment management become the key to
selecting equipment. Building an efficient and reasonable power equipment evaluation system is conducive to
comprehensively and effectively feedback information and behavior of power equipment suppliers in the big
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data environment, thereby forming data resources and helping power grid enterprises to do a good job in power
equipment supplier management [12]. With the operation and development of enterprises, the activities of
realizing value appreciation in the value chain extend from product production activities to services and other
activities. Mehmet Mithat i ner focuses on organizing internal audits of power grid enterprise business processes
from a value chain perspective, with value creation, value-added activities, and corresponding business processes
as the main audit objects, in order to achieve value added for the enterprise [13]. Ali, Z. predicts the value chain
operation of power equipment manufacturing enterprises from multiple aspects such as production, marketing,
and service, effectively improving the accuracy of business risk prediction for power equipment manufacturing
enterprises [14].

At present, named entity recognition technology has begun to penetrate into the field of electricity. The
author constructed a model based on BERT BiLSTM CRF for unstructured operation and maintenance work
order data of primary power equipment, and achieved named entity recognition for operation and maintenance
work orders of primary power equipment [15]. Firstly, the text characteristics and segmentation difficulties of
operation and maintenance work orders were analyzed, and seven types of entities were summarized: ”equipment
name”; "equipment voltage level”, “equipment line”, "equipment substation”, “equipment damaged parts”,
“equipment maintenance situation”, and "equipment maintenance time”. More than 3400 work orders were
selected for entity annotation, forming a training set; Then, a BERT model suitable for the power field was pre
trained, and BiLSTM was used as the entity label prediction layer and CRF was used as the processing layer
for the global optimal solution of the label. Together, a power equipment operation and maintenance work
order entity recognition model was constructed; Finally, a high accuracy recognition experiment for work order
text entities was completed.

3. Method.

3.1. Overall demand analysis. In order to make the functions of the platform more in line with pro-
duction reality, the designers started from the daily work of municipal station operation and maintenance
management personnel, fully considered the business needs of three types of roles: decision-making, manage-
ment, and execution. Based on 3D visualization and web related technologies, the key production elements of
individual and various production equipment in the station were mapped to the 3D visualization scene, making
it closely related to the management of daily production processes, and achieving dynamic monitoring and
digital management of the entire life cycle of assets and equipment in the station. As shown in Figure 3.1, the
system needs to achieve the following functional requirements.

Integrating multi-dimensional data with 3D models can dynamically display the overall and constituent
units of the model, and users can query information such as pro