Scalable Computing:

Practice and Experience

Scientific International Journal
for Parallel and Distributed Computing

ISSN: 1895-1767

din Timisoara

Volume 26(3) May 2025



EDITOR-IN-CHIEF

Dana Petcu

West University of Timisoara, Roma-
nia

SENIOR EDITOR

Marcin Paprzycki
Systems Research Institute of the Pol-
ish Academy of Sciences, Poland

EXEcUTIVE EDITOR

Katarzyna Wasielewska-
Michniewska
Systems Research Institute of the Pol-

ish Academy of Sciences, Poland

TECHNICAL EDITOR

Silviu Panica
Institute e-Austria Timisoara, Roma-
nia

EDITORIAL BOARD

Peter Arbenz, Swiss Federal Institute of Technology,

Giacomo Cabri, University of Modena and Reggio Emilia,

Philip Church, Deakin University,

Frederic Desprez, INRIA Grenoble Rhéne-Alpes and LIG
laboratory,

Yakov Fet, Novosibirsk Computing Center,

Giancarlo Fortino, University of Calabria,

Gianluca Frasca-Caccia, University of Salerno,

Fernando Gonzalez, Florida Gulf Coast University,

Dalvan Griebler, Pontifical Catholic University of Rio Grande
do Sul,

Frederic Loulergue, University of Orleans,

Svetozar Margenov, Institute for Parallel Processing and
Bulgarian Academy of Science,

Fabrizio Marozzo, University of Calabria,

Gabriele Mencagli, University of Pisa,

Viorel Negru, West University of Timisoara,

Wiestaw Pawlowski, University of Gdansk,

Shahram Rahimi, Missisippi State University,

Wilson Rivera-Gallego, University of Puerto Rico,

SUBSCRIPTION INFORMATION: please visit http://www.scpe.org



Scalable Computing: Practice and Experience

Volume 26, Number 3, May 2025

TABLE OF CONTENTS

PAPERS IN THE SPECIAL ISSUE ON INTERNET OF THINGS AND AUTONOMOUS UNMANNED
AERIAL VEHICLE TECHNOLOGIES FOR SMART AGRICULTURE RESEARCH AND PRACTICE:

Smart Agriculture: Integrating Air Quality Monitoring with Deep
Learning for Process Optimization 1005

Shobana J, Venkata Subramanian A, Balamurugan P, Sivakumar
Perumal, Sankari V, Eldho KJ, Nareshkumar R

PAPERS IN THE SPECIAL ISSUE ON EFFICIENT SCALABLE COMPUTING BASED ON 10T AND
CLouDp COMPUTING:

Research on Improved RBM Recommendation Algorithm Based on
Gibbs Sampling 1017

Qian Xiaodong, Lan Jiabao

Task Offloading and Collaborative Backhaul System based on

Multi-level Edge Computing in the Internet of Vehicles 1035
Jin Lin, Zeqin Li, Ruofei Wang, Ruyue Gong, Hongjing Wu

Study on Cost-sharing Method of Power Grid Engineering Operation

and Maintenance based on DEMATEL Method and Random Forest 1048
He Puyu, Zhao Mengzhu, Wang Qian, Yu Guangxiu, Zhao Kuiyun, Wang
Chao

Smart Lavatory Solution: Integrating IoT and Deep Learning Models

for Enhanced Hygiene 1057
Jigna Patel, Aeshwi Shah, Chaudhari Rushali, Jitali Patel, Vijay Ukani

PAPERS IN THE SPECIAL ISSUE ON ADAPTIVE AI-ML TECHNIQUE FOR 6G/ EMERGING
WIRELESS NETWORKS:

Innovation-Driven E-commerce Growth, Constraints, and Adoption in
Organizational Practices in the 5G Era 1071

Jigna Patel, Aeshwi Shah, Chaudhari Rushali, Jitali Patel, Vijay Ukani

Computer Network Attack Detection based on Joint CNN-LSTM

Model with Attention Mechanism 1083
Miao Jiang, Pei Li



PAPERS IN THE SPECIAL ISSUE ON UNLEASHING THE POWER OF EDGE Al FOR SCALABLE
IMAGE AND VIDEO PROCESSING:

Enhancing Security of Cloud Data Using Cryptographic Algorithm
Based on PFECCRS 1092

Amruta Gadad, Devi A

Enhanced Early Diagnosis of Liver Diseases Using Feature Selection

and Machine Learning Techniques on the Indian Liver Patient Dataset 1104
Arun Gangi, D. Usha, P.S. Rajakumar

Cloud Computing-based Dynamic Resource Allocation, CC-DRAM, for

Online learning Platform 1116
Yu Hu, Huir Wang, Jiangting Tang, Jie Yang

Development of Deep Learning-based Media Content Recommendation

System, DL-MCRS, for User Satisfaction 1132
Qi Luo

Deep Learning based Stacked Probabilistic Attention Neural Network

for the Prediction of Bio Markers in Non-Hodgkin Lymphoma 1147

Stwaranjini Nagarajan, Gomathi Muthusamy

Energy Efficiency Task Re-scheduling in Virtualized Cloud Computing 1165
P. Hanumantha Rao, P.S. Rajokumar, S. Geetha

Application of Big Data Analysis in Intelligent Industrial Design Using

Scalable Computional Model 1180
Zhe Zhang, HeShuai Zhang

Product Optimization Design of Electromagnetic Emission Net Catcher

Based on TRIZ Theory Using Scalable Computing 1196
Xiaobo Jiang, Zequn Xu, Wanyi Lu

PAPERS IN THE SPECIAL ISSUE ON HIGH-PERFORMANCE COMPUTING ALGORITHMS FOR
MATERIAL SCIENCES:

Construction of a Power Market Trading Platform Based on Regional
Blockchain Technology 1212

Hongxzi Wang, Xudong Zhang, Fei Li, Lun Shi, Yidi Wu, Chunhai Li

Load Demand Prediction based on Improved Algorithm and Deep

Confidence Network 1222
Wei Xu, Yi Yu, Yaqin Qian, Xu Huang, Ming Zhang, Zhongping Shen

Interpretable AI Architecture of Machine Learning Algorithm for

Intelligent Video Surveillance based on Fog and Edge Computing 1231

Jie Zhang, Weiping Song, Wenkui She, Huanhuan Li, Feihu Huang, Fan
Yang



The Application of Artificial Intelligence Technology in Human
Centered Manufacturing in Industry 5.0

Jiawei Zhang

Optimization Method of Calibration Cycle Based on State Evaluation
Results of Electric Energy Meters

Ying Zhang, Wenjing Wang, Shi Chen, Zilin Chen, Shu Cao, Yinting Guo
The Application of Artificial Intelligence in Logistics Management
Optimization Research

Chunziang Wu, Rong Wang

Logistics Path Planning based on Improved Particle Swarm
Optimization Algorithm

Longjiao Tang

Alex/ELM Network Detection based on Improved Firefly Swarm
Optimization Algorithm

Xiaoyan Wang

Electronic Information Image Processing Based on Convolutional
Neural Networks

Hongming Pan
Modeling of Security and Privacy Architecture for Protecting
Databases in Cloud Computing Infrastructure

Xiaohui Zhang, Songkun Jiao, Junfeng Wang, Cuilei Yang

Design of Power Gateway Based on edge computing and Research on
Data Transmission Security

Yajie Li, Tao Ming, Jiangtao Guo, Yuan Cao, Hong Li

Online Evaluation of Error State of Current Transformer based on
Data Analysis

Tengbin Li, Qingchan Liu, Fengyi Zheng, Yong Chen, Zhaozhu Li

Dynamic Scheduling of Multi-agent Electromechanical Production Line
based on Biological Iterative Algorithm

Yan Zhang, Zipeng Li

Research on Identification and Detection of Unsafe Behaviors of
Construction Workers Based on Deep Learning

Meiyu Zhang, Hongming Chen, Xuefeng Han
Exploring a New Model of College English Translation Classroom via
Natural Language Processing and Communication Technology

Yuchen Guo

1242

1257

1267

1276

1284

1293

1300

1308

1317

1326

1336

1348



Deep Learning and Supply Chain based Enterprise Strategic Marketing
Operation Management System Construction 1363

Xiaoteng Ma, Liufeng Wang

PAPERS IN THE SPECIAL ISSUE ON DEEP LEARNING IN HEALTHCARE:

Design of Electrical Load Prediction System Based on Deep Learning
Algorithm 1377

Yuanli Xu

Construction of Information Management Model for College Students

Based on Deep Learning Algorithms and Data Collection 1386
Lin Zhu

Personalized Optimization of Sports Training Plans Based on Big Data

and Intelligent Computing 1395
Zhong Ding

Improvement and Optimization of Machine Learning Algorithms based
on Intelligent Computing 1403

Jindi Fu, Xiaojie Liu, Pengkai Ma, Changzin Song

Whale Optimization Algorithm for Efficient Task Allocation in the

Internet of Things 1412
Wanchang Shu

Innovation of Precision Medical Service Model Driven by Big Data 1422
Fujun Wan, Xingyao Zhou, Chongbao Ren, Yuchen Zhang

Building Energy Systems Using Digital Twins and Genetic Algorithms 1429
Jifeng Han, Ligin Ai

The Construction of Mathematical Model of Swimmers’ Technical

Movements using Multimodal Deep Learning Framework 1440

Mengmeng Wang, Yangwen He

Intelligent Evaluation and Prediction Model of Mental Health Status
Based on Deep Learning 1448

Bingsai Chen

The Application of Image Recognition Technology Based on Deep

Learning in Data Analysis 1457
Wei Shi, Kai Guo, Weilan Liu, Jingwei Guo

Design of Virtual Roaming System of Art Museum based on VR

Technology 1466
Jia Yang, Xiaying Wu



The Interactive System of Music Emotion Recognition based on Deep
Learning 1474

Jing Chen

Application of Data Visualization Interaction Technology in Aerospace

Data Processing 1482
Tianfeng Li

The Design and Testing of Intelligent Orchard Picking System for

Agricultural Machinery based on Image Processing Technology 1489
Guiming Qian

Multi-target Vital Sign Detection by Fusion of Biological Radar and

Convolutional Neural Network 1496
Hongbin Yuan, Chenyao Yuan, Huiqun Cao

Athletes’ Physical Fitness Evaluation Model based on Data Mining 1504
Dacheng Gu

Virtual Reality Assisted Teaching System for Improving English

Reading Comprehension Ability 1511
Hongying Yang, Zhenqiu Yang

Information Data Flow Verification Model based on Blockchain

Technology 1522
Yingziong Nong, Cong Huang, Ying Lu, Zhibin Chen, Zhenyu Yang

PAPERS IN THE SPECIAL ISSUE ON DISRUPTIVE I0T-ENABLED WEARABLE SYSTEMS FOR
SCALABLE COMPUTING TECHNOLOGIES:

Depth Estimation of Monocular VR Scenes based on Improved
Attention Combined with Deep Neural Network Models 1529

Guang Hu, Peifeng Sun

PAPERS IN THE SPECIAL ISSUE ON TRANSFORMATIVE HORIZONS: THE ROLE OF Al AND
COMPUTERS IN SHAPING FUTURE TRENDS OF EDUCATION:

A Study on Fast English Sentence Retrieval based on Simhash and
Vector Space Model TF-IDF in an E-learning Environment 1539

Yuehua Li, Xinxin Guan

PAPERS IN THE SPECIAL ISSUE ON COGNITIVE COMPUTING FOR DISTRIBUTED DATA PRO-
CESSING AND DECISION-MAKING IN LARGE-SCALE ENVIRONMENTS:

Educational Data Mining for Student Performance Prediction 1551

Lingiang Tang, Chen Sian



© SCPE, Timisoara 2025



k)
(J
.. Scalable Computing: Practice and Experience, ISSN 1895-1767, http://www.scpe.org
© 2025 SCPE. Volume 26, Issues 3, pp. 9-16, DOI 10.12694 /scpe.v26i3.3980

DEVELOPING A FRAMEWORK FOR DETECTING PLANTATION-ROWS THROUGH
UAV IMAGE DATA

NISHA M. SHRIRAO? VINAY KUMAR SADOLALU BOREGOWDA] JAGMEET SOHAL} ANJALI SINGH§ SACHIN S.
PUNDT AND RISHABH BHARDWAJI

Abstract. With the introduction of cutting-edge technologies, especially Unmanned Aerial Vehicles (UAVs) or drones, agricul-
tural surveillance and management have seen tremendous changes. These aerial platforms have the ability to obtain high-resolution
images across extensive agricultural regions, which can provide crucial information about the health of crops, patterns of growth,
and field conditions. Precision agriculture relies on precise identification and monitoring of plantation rows for crop yield esti-
mation, resource allocation, and farm management, requiring labor-intensive physical examination or satellite imagery. The aim
of the articles is to create an entire framework that uses a deep learning (DL) approach called the Hungarian optimized fully
convolutional deep neural networks (HO-FCDNN) approach, advanced image processing methods, and spatial analysis to identify
plantation rows in UAV image data. The UAV image data was first pre-processed using gray-scale Transformation techniques such
as feature extraction employing Scale Invariant Feature Transform (SIFT) and image segmentation using vegetation index. Then,
using the collected features, novel HO-FCDNN was used to create prediction models that could identify plantation rows. Through
the integration of UAV technology with state-of-the-art computational methodologies, the proposed HO-FCDNN technique im-
proved more significantly with the matrices like recall (98.9%), MAE (1.03), Fl-score (96.7%) and precision (97.2%). This research
aims to enhance sustainable farming practices, improve precision agriculture, and facilitate a more effective use of resources in
agricultural production.

Key words: Hungarian optimized fully convolutional deep neural networks, Unmanned Aerial Vehicles (UAVs), plantation
rows, agriculture

1. Introduction.

1.1. Unmanned Aerial Vehicles (UAVs) in Plantation Row Detection. The UAVs or drones made
incredible progress in the 20 years at past in the creation of an affordable platform and imaging sensors [3].
Using UAVs is a currently developed, reliable, and growing fine-scale remote sensing technique in precision
agriculture that offers several advantages over older field-based and space-borne methods. To capture very-
high-resolution (VHR) images in the optical, infrared, and thermal parts of the electromagnetic spectrum, the
UAVs are flown with previously unheard-of spatiotemporal resolution [4]. In contrast to human operators and
ground-based systems, a UAV was able to fly at any selected time and date without being constrained by ground
conditions or clouds. Utilizing advanced remote sensing technology, like light detection and range (LiDAR) has
demonstrated outstanding developments in remote sensing technology, as well as wide-area coverage to produce
three-dimensional point clouds of agriculture and forests that are very accurate and of the highest quality,
facilitating the precision agriculture [5]. Figure 1.1 illustrates the advancements in plantation-row detection.
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Fig. 1.1: Plantation-row detection

1.2. Significance of Plantation-Rows Detection. Row plantation was a common preparation in gar-
dening systems or conventional horizontal farming. The system was composed of several plantations organized
linearly in one direction, often east-west. For optimal light exposure, optimum production enhancement, and
inventory ease, parallel equidistant rows and uniform seedling spacing are preserved. For the majority of plants
that are transplanted, directly seeded, or developed through vegetative or dormant sprouts, row planting was em-
ployed [20]. Row planting was beneficial for precision agriculture, as it facilitates the optimization of crop yield
while introducing cutting-edge and economical technology and techniques to streamline crop inventory and man-
agement procedures. These tools include global navigation satellites system (GNSS), visualization and scanning
sensors and geographic information systems (GIS). The automated monitoring of farms and forests requires the
precise location of trees to enable associated activities including plant counting, yield estimation, autonomous
vehicle navigation, and site-specific tasks. These methods can enhance precision farming applications, leading
to enhanced agricultural system management [10].

It is essential to advance agricultural precision by developing a system for detecting plantation rows employ-
ing UAV image data. This model improves crop monitoring and reliable management of the field by utilizing
high-resolution UAV images and DL methods known as HO-FCDNN; it is beneficial by providing reliable data
on crop health and development technologies. It enhances the allocation of research, reduces expensive field
control requirements, and facilitates sustainable farming methods.

1.3. Automated Plant Identification Techniques. In general, there are two types of automated plant
identification: detection and delineation. Plant size and the image’s spatial resolution might be regarded as
sufficient characteristics for detection. However, delineation can need knowledge of the objects’ spectral hetero-
geneity, the intricacy of the shadows, and background factors (such as soil brightness). Initially, plants in both
cultivated and wooded regions were counted using morphological procedures and algorithms for segmentation
such as Valley Following, Region Growing, and Watershed [9]. These techniques primarily depend on the har-
monic dispersion across the pixels (non-crop and crop), which shows that the border of the plant is represented
by dark pixels, which appear as shadows, and brighter pixels are identified as the plant.

1.4. Objective of this Research. To effectively detect the plantation rows from UAV image data, the
purpose of this study is to create a model called HO-FCDNN which is an efficient image processing and
spatial analysis technique. By enhancing crop condition detection, resource allocation, and general farm man-
agement, this method intends to improve precise agriculture and advance sustainable farming methods. The
HO-FCDNN framework can enable in precise identification of plantation rows in agricultural areas, improving
precision agriculture techniques and optimizing resource use for sustainable farming.

Structure of the paper. The literature survey is presented in section 2. Section 3 explored the materials
and methods. Results and discussions are represented in Section 4. Section 5 is showing the conclusions.
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2. Literature Survey. In sugarcane fields, the article [16] used digital image processing on aerial data
to automate crop row recognition and spacing measurements. As compared to manual approaches, the results
demonstrate a 1.65% relative inaccuracy. Graph-based DL strategy [8] was used to improve plantation de-
termination of lines in UAV-based Red Green Blue (RGB) imagery. It achieved superior performance with
98.7% precision, 91.9% recall and 95.1% F1-score. However, it needed to address generalizability and perfor-
mance in various environments. Using computer methods and aerial imagery, they attempted to automate
spacing measuring and crop row identification in Brazilian sugarcane fields [15]. The results demonstrated the
possibility of efficient sugarcane plantation monitoring, with an error rate of less than 2% when compared to
manual measurements. By utilizing digital computer vision, image processing, and machine learning (ML) [6],
sought to automate crop row recognition and spacing measuring in sugarcane fields. The findings indicate a low
mapping error of 1.65% when compared to human mapping; nevertheless, there could be restrictions on how
broadly the results can be applied in different field situations. They used DL to automate citrus orchards [18]
surveillance through gap identification, tree detection, and seedling identification using drone-captured aerial
images. Reaching great accuracy for fully grown trees, problems with gap and seedling recognition rather
exist and require more improvement. The article proposed a method to mitigate the high cost of human data
labeling in agriculture by improving plant row and spacing detection with the use of SegFormer and domain
adaption [7]. With an emphasis on ground-level camera placement [2], proposed to establish a direct strat-
egy of employing neural networks to recognize crop lines from RGB images in fields of crops. Findings indicate
precise row identification and location prediction; however, performance could be impacted by environmental
variability [1]. Paper [12] offered a convolutional neural network (CNN) method to address the challenge of
assessing the number of citrus trees in highly dense orchards from UAV multispectral images. The method
outperforms significantly object detection methods for counting and geolocation. The goal of the study [17] was
to use a novel approach to measure inequalities in crop fields and identify crop rows. Utilizing a tiny remotely
piloted aircraft, the mosaic of actual scene images was used to assess the suggested approach. In the areas
where there were absences in the curving crop rows, the planting regions’ relative error in the experimental tests
was lower than that of manual mapping. Using geometric descriptor data from remote sensing data collected
by UAVs, the study [13] established and deployed a system that used innovative DNN and initial maize plant
count using machine vision algorithms and finding emphasizes that have minimal emergence in the fields. It
was not constrained by the landscape and to achieve reliable performance, it could automatically modify its pa-
rameters based on the UAV’s flying position. Study [11] compared the three deep learning techniques (DL) for
identification of sorghum head with RGB UAV imagery EfficientDet, SSD, and YOLOv4. Following the model
parameters analyzed, it was found that the overlapping ratios, confidence, and IoU produced the most effective
results for sorghum head detection accuracy. Research [19] suggested an approach that estimates the perspec-
tive and uses positions of tree branches. The experimental analysis demonstrated that the suggested method
was more effective than the state-of-the-art. Study [14] categorized the images using the CNN and identified
the locations in crop rows or unplanted soil. The suggested task’s efficiency and viability were demonstrated
by the systems’ outcomes.

2.1. Research Gap. Through the application of digital processing, DL techniques, and UAV-based imag-
ing, the research on detecting plantation rows has advanced significantly, obtaining high accuracy and precision
across a variety of crops. There are some research gaps, mainly related to the robustness and generalizability
of the existing articles in a variety of crop types and climatic conditions. The existing approach’s versatility
is limited by its reliance on certain data sources like UAVs and ground-level cameras. More enhancements
are required to make it more effective in managing the field of challenging conditions such as modifying row
curvature, imperfections, and seedling recognition. To utilize those techniques for more extensive agricultural
applications, it is necessary to address the high cost of data labeling. Through the integration of advanced
DL algorithms with UAV images, the proposed HO-FCDNN approach resolves the above issues. It decreases
the cost of data labeling, effectively manages complicated environments, and improves generalizability and
durability in a variety of conditions. This proposed method advances precise performance in plantation row
detection and significantly increases the parameter’s performance.

3. Materials and Methods. In this section, the study areas, pre-processing by grayscale transforma-
tion, image segmentation, SIFT technique for feature extraction, and classification for detecting plantation
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Fig. 3.1: Proposed Methodology

rows utilizing an innovative HO-FCDNN technique development is explored. Figure 3.1 depicts the proposed
methodology.

3.1. Study Area. The article was performed utilizing citrus orchard (Citrus Sinensis Pera) trees. The
experiment was performed on a Citrus Sinensis Pera orchard in a rural region. Citrus trees in the mature stage
make up the area and because of the planting techniques, the trees are spaced differently. Later years allowed
the planting of more current trees in a more accurate area, resulting in varied densities and spacing in line from
each other than the original 3 meters. The area is around ten thousand square meters. Utilizing an X7-Spire
11 UAV equipped with an RGB sensor at an altitude of 80 meters during flight.

3.2. Image Pre-processing using Grayscale Transformation. Pre-processing is initially utilized to
distinguish green pixels (crops) from the remainder of the images (soil, stones, and other unexpected things)
utilizing fundamental image processing operations. Greyscale images were used for the analysis of images to
lower the computing cost. Techniques for removing image noise are needed since all the initial citrus images
of the cotton areas such as dirt, gravel, weeds, and other unwanted noise. Image noise could be decreased
with the right greyscale transformation. A 2G — R — B index method was proposed, which can protect various
vegetation types from others in various kinds of natural lighting situations, preventing segmentation. Generally,
the primary color element of green plants is green(G), while the color space of the gravels, soil surface, and other
background primarily consists of red (R) and blue (B) components. However, certain background areas also
exhibit pronounced G components that are insensitive to attenuation using the traditional 2G — R — B index.
If the G element is superior to the R and B elements, the color pixel Py’s greyscale is determined using the
2G — R — B index. If not, the greyscale of Py will be allocated a zero value. Thus, Equation (3.1) can be used
to generate the greyscale f(i,7) of Ppy:

e(a,b) = {2G(a, b) — R(a,b) — B(a,b), G(a,b) > B(a,b) > R(a,b) (1)

where (j, 7) denotes the pixel coordinates of Py and R (a, b), G (a,b) and B (a, b) denote the corresponding
red, green, and blue chromatic parameters for Py. It is possible to minimize background noise and distinguish
green plants from the backdrop more successfully using the enhanced 2G' — R — B index approach. After the
pre-processing stage, citrus image data are modified for additional analysis and recognition of features through
the segmentation phase, which improves the process’s accuracy and efficiency.

3.3. Image Segmentation. Vegetation index segmentation is used in the pre-processed images to sep-
arate and differentiate vegetation regions, hence improving the study of vegetation patterns and attributes
within the images. Segmentation process as much as feasible is important for real-time applications. Utilized
a learning-based approach, our objective was to determine the percentage of the green spectral component
compared to the rest, allows to classify a pixel as part of a green plant. This strategy contrasts with using
vegetation indices, which necessitate an image transforming a UAV image from RGB color space to gray-scale.
To determine differences among the 3 spectrum RGB elements that distinguish green plants, this relative per-
centage is meant to deal with light fluctuation. This is accomplished by using a fuzzy clustering technique. This
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method consists of two phases: a period of education where the threshold or relative percentage is calculated
offline during an activity and a choice stage at which the threshold is used without further calculation.

The structure of the learning phase proceeded as outlined below. First randomly selected m samples (W =
{wy,ws, .., w,} € Q°, where c is the dimensionality of the data) from the collection of accessible images. The
three RGB spectral components of each image’s pixel at the initial citrus image position (w, z) make up each
sample vector(w;). This indicates that the data dimensionality for these trials is ¢ = 3. Every sample must
be allocated to a specific cluster, denoted as w;, out of a total of ¢ potential clusters, or ¢ = 1, 2,...,d. Since
were only focused on two sorts of textures in natural plants (crops/weeds) and the break (detritus, stones
and soil) d are set to 2 in the suggested technique. The common fuzzy clustering technique assumes that the
number of clusters d is known to be utilized for categorizing the samples in X. It utilizes as input the samples
w; and creates to allocate. The procedure maintains the cluster centers u; and calculates each w;’s degree of
membership in the cluster x4} (s 4 1) at iteration s shown in equations (3.2) and (3.3).

i 1
i (s+1) = —
S (esi(s) fesala) T 2)
O [ ()
Uj (3 + 1) - 27;1 [/1,; (S)}a (3)

Euclidean distance squared is c?i = ¢?(wj, u;). The exponential weight, a > 1, is represented by the integer
a. When either a number tmax of iterations is reached or —for every ji, the iteration process stops meeting its
stopping requirement. To execute equation (3.2) at iteration S = 1, the procedure necessitates initializing the
cluster centers. To utilize the pseudo-random process mentioned as follows:
e The training sample values should be transformed linearly (Z = e (w)) such that they drop inside the
interval [0, 1].

e Set up u = 2CN o Q + Cn, where m represents the mean vector of the transformed training

samples into Z and n = max(abs(Z — n)), both of size 1 x ¢; C = [1... 1] of sized x 1; Qis
a d x cmeasures of arbitrary numbers in [0, 1], the operation o indicates the multiplication of individual
elements.

Following learning, clusters x; and zo have two cluster centers, u; and us, while u; denotes green plants.
The equation for differentiating between green and non-green plants is Sy = u1pg/(uig+u1m+ui4). Assuming
the matching RGB pixels have an H spectral value larger than Sy, the green areas of the images are recognized
once Sy is obtained. Transferring information to feature the extraction procedure, where pertinent features are
found and retrieved for additional evaluation and decision-making, is a step in the image segmentation process.

3.4. Extrating Features by Employing Scale-Invariant Feature Transform (SIFT). The differ-
ence of Gaussians is employed by the SIFT technique to determine the difference of Gaussian (DOG) scale-space.
The process involves extracting feature points from citrus plantation images with varying spatial scales, elimi-
nating unstable feature points, determining the primary direction of the characteristic points, and generating
a SIFT characteristic descriptor to prevent mismatches due to noise, rotation, illumination, and scale of plants.
Scale-space’s fundamental concept is to gather visual processing data at various sizes and use in-depth analysis
to identify the key components of these images. To determine the scale-space K(w, z, o) of plant image
k(w, z), which is shortened as K, by integrating with the Gaussian functions H(w, z, o) of scale component
o. Using scale-space K(w, z, o), SIFT further develops the DOG scale-space C'(w, z, o), which is shortened
as C, to increase the effectiveness of feature point extraction. Each pixel of crop images is compared with eight
neighboring pixels at the same scale and nine surrounding pixels of crop images at the two greatest levels in
the DOG scale-space C' of crop image k(w, z). This pixel is regarded as a feature point if it is the minimum
or maximum value. The low-contrast feature points must be deleted since the locations of the feature points
acquired in this manner are offset. To determine the location of feature point B’ with more accuracy, the Taylor
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series expansion of the scale-space functions C' at point B (Equation (3.5)).

ler 1 49°Cp
_ z 4
C=Cp+ 5 U3 9.2 w (4)

Here the offset via point B to point B’ is given by w = (w, z,0)T. To determine the exact position of feature
point B’ in (Equation (3.6)), is to compute the derivative on both sides of C'(w).

9?05 0Cp

52 Ow ()

/1/17:

To compute the DOG scale-space function C(@) of B’ (Equation (3.7)).

_ 19C%

C(w)=Cg 5 50 © (6)
Dc is employed to test the reliability of crop feature points and it is set to the contrast threshold |C'(@)| in the
DOG scale-space. Typically, Cy is set to 0.03; feature points with Cy less than 0.03 are eliminated. However,
several investigators observed that the standard Cj could not be optimal for every cropped image, leading
to reduced effectiveness and precision in the feature point extraction process. Therefore, the developers must
choose the proper contrast threshold in the DOG scale space for various UAV image types utilized for plantation
row detection. When characteristics are extracted from citrus plantation images, the HO-FCDNN approach is
employed to improve the precision and effectiveness of plantation row identification.

3.5. Detecting Plantation-Rows using Hungarian optimized fully convolutional deep neural
networks (HO-FCDNN).

3.5.1. Fully Convolutional Deep Neural Networks (FCDNN). A type of feed-forward neural net-
work known as FCDNNs is the neural network’s biggest category. Vector data is fed into an FCDNN, which
produces another vector. An FCDNN is composed of many completely linked layers, with numerous nodes
in each fully connected layer. The input layer nodes allow crop data to reach the FCDNN. Every node has
connections to every other node in the previous layer. All node elements are the weighted average of the nodes’
elements through the layer before it. The parameters in FCDNN that can be trained are called weights. Though
the output layer is usually linear, the hidden layer nodes’ outputs usually pass via exponential linear units are
the representation of a function of non-linear activation. In general, a plantation row predicted amount is
represented by the number of every output layer node. For this reason, numerous numbers can be plantation
rows predicted concurrently using FCDNNs. DNN consists of a subset of fully linked networks. These com-
pletely linked networks are referred to as ”Structure Agnostic” networks. The 6-layer network framework of
the FCDNN consisted of the input layer, 4 hidden ones, and the output layer in the research, each of which
was made up of many neurons that could be computed concurrently. An activation function linked the hidden
layers together, as well as the first hidden layer and the input layer. Figure 3.2 depicts the structure of FCDNN.
Following are the specifics of the suggested FCDNN'’s structure.

Fully connected layers or dense layer. A significant degree of efficacy in learning non-linear mixes of input
crop attributes was shown by the completely linked layers. The neurons in a completely connected layer are
linked with activation in the layer that came before it. The matrix multiplication and bias offset in equation
(3.8) can be used to determine their activations.

G(w) = Xw + a, (7)

Here the biased offset is a € Q¥ and the weight measure is X € Q(L, m).
Ezponential Linear Unit (ELU) Activation Layer. The ELU is a function that typically converges more
quickly and accurately in equation (3.9).

ELU(w)z{a(fwl) if w SO} (8)

wifw >0
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Fig. 3.2: Structure of FCDNN

Since the learning process can be increased, ELU leverages the activation function to arrive at mean zero. An «
value is selected for the function of ELU activation; a typical value falls between 0.1 and 0.3. Because it reduces
prejudice change obtained by reducing the mean activation lower to zero, it is a useful alternative function of
activation such as ReLU (Rectified Linear Unit).

Dropout layer. A kind of regularization known as dropout involves randomly removing a certain percentage
of the link streaming into a completely connected layer. When a connection is dropped, its influence on the
associated function of activation is set to 0, which stops the system from learning value by excessively fitting.
Even for large, deep networks, dropout will cause training loss to stop rapidly approaching zero.

Linear activation layer. Equation (3.10) describes the linear activation function.

B =dw 9)

Where crop input controls activation and d is a constant quantity. This makes it a non-binary activation
as it offers a variety of activations. The plant row detection process with FCDNN, the Hungarian-optimized
technique will be employed to improve and optimize the citrus plantation data.

3.5.2. Hungarian Optimization. The Hungarian method improves the relationship between the cen-
troids of the actual target positions and the centroids of the anticipated trajectories in the crop rows. The
FEuclidean distance from the targets’ actual crop locations and the center points of the projected trajectories
is the cost function. The task of assigning becomes the crop row challenge of determining a bipartite graph’s
best solution.

Phase 1. Determine the quantity that it will cost to map the targets’ crop locations onto the platforms.
The centroids of the anticipated tracks and the crop locations of the actual target that was found are divided
into Euclidean distances. The equation appears in Equation (3.11).

=/, (0 — a2)? (10)

Here the anticipated trajectories and the centroids of the actual target placements are denoted by ¢i;and gs;,
respectively. The Euclidean distance is expressed by the variable ¢ and all computed distance values are
retained.

Phase 2. The Hungarian method was employed to maximize the crop allocation of estimated trajectories
and real target centroids. The method has been modified to identify the best solution for a bipartite graph using
a N z 2 measure. For an accurate plantation row forecast of target positions, the Hungarian approach makes
several assumptions, such as a maximum of M target positions and one trajectory allocated to each target, as
demonstrated in Equation (3.12).

L= (W, Z, F, X) (11)
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Here L. x denotes the weight of each edge in the bipartite graph, L. z is a collection of all the locations of
the actual targets, and F' denotes the set of every edge in the partial graph. A collection of all the anticipated
tracks’ places is represented by Z. The crop row values of sets W and Z are given by equations (3.13) and
(3.14).

W = {wy,wa,...,wn} (12)

Z ={z1,22,...,2m} (13)

The label of a vertex in the bipartite graph, L, is thought of as mapping across the set of positive integers and
the set of edges in the bipartite graph. Equation (15) displays the weights of the edges in L.

X A Zo e YAV
Wy X1 X2 Xim
Wo Xo1 Xo2 aE Xoum (14)
W XN X2 XNm

The label of a vertex in the weighted bipartite graph L is referred to as an executable vertex when the weight
(z) of any edge is less than the minimum weight (") of any side of the present vertex.

To locate the ideal match for assigning the crop locations of the trajectories and targets, one must locate
the equal sub-graph, or L, of the bipartite graph. In the bipartite graph with weights, L is in equation (3.16).

Fy={wz € F(w)|U (w)+U (2) = X (wz) (15)

Here El is the equal subgraph of the bipartite graph L and F(L) is a collection of all the edges in the
partial graph G. U (z) represents the label of vertex W’s positive crop integer. U (z) is the label of the
positive crop integer of edge z. Then, it is possible to consider the subgraph El that was created in L as an
identical subgraph of L. The crop locations of the trajectories and targets can be optimally allocated, and the
non-assigned trajectories will be eliminated after a particular number of frames in plantation row detection.
An effective system for identifying plantation rows in agricultural images is the HO-FCDNN. DL is used to
extract complex characteristics and HO ensures sure that pixels are assigned accurately, improving efficiency
for applications like crop tracking and yield estimation. The HO-FCDNN design is a dependable and effective
precision agricultural solution as it is resistant to changes in weather, illumination, and crop varieties.

4. Result and Discussion. The gathered crop images were divided into 564 non-overlapping patches,
each measuring 256 x 256 pixels. The images of the citrus orchards were divided into 635 identical patches,
each measuring 256 x 256 pixels. Additionally, the line and point characteristics that were recognized as image
samples were citrus regions. 235 citrus plantation rows and 16925 trees were utilized in the study to create the
citrus orchard. Determining the generality and robustness of the HO-FCDNN technique required this kind of
testing using various plant phonologies, locales, and sensor features.

4.1. Experimental Setup. The HO-FCDNN techniques were implemented in an Intel i3 — 43307 E dual-
core CPU running at 120 GB, 4 GB of RAM, and a 2.4 GHz hard drive are the specifications of Jackal’s
computer. An external personal computer linked to the Jackal through Ethernet processes the UAV images,
while the Jackal uses a Robot Operating System (ROS) to control the device’s mobility.

4.2. Plantation Row Evaluation in Citrus Dataset. The variables for the citrus plantation are identi-
cal to those selected for the citrus plans (Gumaz, plant = 3, Tmin,row = 0.5, and Oumag, row = 3, and S = 6). The
only difference is the maximum pixel distance (15 pixels for the citrus radius, compared to 8 pixels in corn),
which makes sense given the variation in size between the canopy’s areas of the citrus trees. The obtained
findings demonstrate that requiring only minor simulation modifications, the HO-FCDNN methodology can be
used for many kinds of plantations (Figure 4.1 (a) and (b)). Furthermore, the HO-FCDNN technique continues
to function well and yield very accurate forecasts even in high-density plantations like the citrus data sets.
This demonstrates that the MSM program is beneficial not only for learning about plant development in many
phases but also for learning about different kinds of plantations with more difficult high-density.
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Fig. 4.1: (a) and (b): Outcome of HO-FCDNN method for citrus orchard dataset
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Fig. 4.2: Result of Precision

4.3. Performance Evaluation. This section compares the effectiveness of the recommended HO-FCDNN
approach and the traditional method using metrics: the Mean Absolute Error (MAE), precision, recall, and
fl-score. Some of the current methods are Conventional Neural Networks (CNN) [12], Faster Region-based
Convolutional Neural Networks (Faster R-CNN) [12] and RetinaNet [12].

Precision. Precision is a measure of how accurate a technique is at generating positive predictions. It is
calculated as the ratio of all the accurate forecasts to all the inaccurate forecasts. It pertains to plantation row
detection, accuracy would be the percentage of projected rows that match the actual number of rows. Figure
4.2 represents the comparison outcome of the suggested method. The HO-FCDNN method is attaining 97.2%
a greater result than current methods [12] like RetinaNet is 62%, CNN is 95%, and Faster R-CNN is 86%. The
HO-FCDNN approach is very useful for the detection of plantation rows.

Recall. Recall in the setting of plantation row detection would show the proportion of real rows that
the model properly detected. The proposed method is compared to current methods, shown in Figure 4.3.
The suggested HO-FCDNN strategy performs 98.9% of the greater numerical results compared to an existing
method [12] RetinaNet performs 92%, CNN performs 96% and Faster R-CNN performs 39%.

F1 Score. When there is an unequal distribution of classes, it can be beneficial as it takes into consideration
fake positives and false negatives. The suggested method is compared to the current approach. The comparison
result are showed in Figure 4.4. The HO-FCDNN technique achieves 96.7% and has higher values than existing
methods [12] like RetinaNet achieves 74%, CNN achieves 95% and Faster R-CNN achieves 54%, which indicates
the HO-FCDNN is a better performance result of detection of plantation row.

Mean Absolute Error (MAE). A model employed in the detection of plantation row is measured by MAE
that estimates the total variance average among its initial value and anticipated. The proposed method is
compared to current methods, shown in Figure 4.5. Table 4.1 depicts the overall numerical result of the HO-
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FCDNN strategy. The suggested HO-FCDNN strategy attained 1.13 has lower numerical results compared to
an existing method like RetinaNet [12] attained 30.87, CNN [12] attained 2.05 and Faster R-CNN [12] attained
37.85. The MOAC-ADenseNet has a significant effect on cost-effective UHPC material selection.

5. Conclusion. The article provided a complete framework that would enable precise identification of
plantation rows in UAV images for precision agricultural applications by utilizing ML, sophisticated methods
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Table 4.1: Overall Numerical Result of HO-FCDNN Strategy

Methods F1-Score (%) Recall (%) Precision (%) MAE
RetinaNet [12] 74 92 62 30.87
Faster R-CNN [12] 54 39 86 37.85
CNN [12] 95 96 95 2.05
HO-FCDNN [Proposed] 96.7 98.9 97.2 1.13

for image processing, and spatial evaluation. The procedure was pre-processing UAV images using gray-scale
transform, by segmenting UAV images employing vegetation indices approach and extracting features using
Scale-Invariant Feature Transform (SIFT) and then training newly developed Hungarian optimized fully con-
volutional deep neural networks (HO-FCDNN) to provide prediction models for plantation row identification.
To examine, the efficiency of the HO-FCDNN strategy with a various kind of farming achieved in the citrus
plantation dataset. It repaid an MRE of 0.0615 citrus trees per patch, MAE equal to 1.409, Fl-score (0.965),
recall (0.911), and precision (0.922). For the detection of citrus plantation row, HO-FCDNN strategy the
outcome in the recall, F1- scores, and precision are 0.970, 0.964, and 0.965 respectively. For the detection of
plantation-row compared to the existing methods, the HO-FCDNN strategy repaid recall (98.9%), precision
(97.2%), Mean Absolute Error (1.13), and F1- scores (96.7%) respectively.

6. Limitation and Future Scope. Different environmental factors like varied weather could provide
difficulties for the proposed model and have an impact on the reliability of feature extraction and image quality.
Its utilization in regions where drone connectivity or data supply exists could be limited by its dependency on
high-resolution UAV images. It could be possible in the future to integrate real-time processing for dynamic
areas and alter the model to fit a variety of agricultural environments. For further enhancement in row detection
and to expand the model’s reliability, the algorithm could be improved as more adaptable changes in the
environment and include multi-spectral images.
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SMART AGRICULTURE: INTEGRATING AIR QUALITY MONITORING WITH DEEP
LEARNING FOR PROCESS OPTIMIZATION*

SHOBANA J{ VENKATA SUBRAMANIAN Af BALAMURUGAN P § SIVAKUMAR PERUMAL JSANKARI VI ELDHO
K J**AND NARESHKUMAR Rff

Abstract. Modernization and intense industrialization have led to a substantial improvement in people’s quality of life.
However, the aspiration for achieving an improved quality of life results in environmental contamination. A primary consequence
of environmental degradation is air pollution, resulting from rising levels of poisonous chemicals in the atmosphere, which may
induce detrimental health conditions in humans. It is harmful to both humans and agriculture. Given that the effects of air
pollution on plants may not be readily apparent, it is important to analyse the necessary data and compute the outcomes. Farmers
prioritise on pests and plant diseases, frequently neglecting the detrimental impacts of air pollution. Some plant species can
withstand high amounts of pollution from suspended particulate matter and accumulated gases, while others are more susceptible
to harm. Therefore, plants’ reaction to air pollution is influenced by the kind of harmful compounds, their levels, and the plant’s
susceptibility to them. The LSTM +CNN Proposed Ensemble method may be used to analyse the impact of air pollution on
agriculture by examining trends in crop production over time and predicting which crop is more resistant based on the pollution
data. The initiative created for this aim may assist farmers in determining the most suitable crop to cultivate in their fields to
minimize the impact of air pollution on agricultural yield. The findings show deep learning algorithms correctly predict hourly
pollutant concentrations such as carbon monoxide, sulphur dioxide, nitrogen dioxide, ground-level ozone, and particulate matter
2.5, along with the hourly Air Quality Index (AQI) for California. A proposed model used test RMSE values as a measure to
evaluate prediction performance, achieving the best possible results.

Key words: Air quality, Deep Learning, Pollution Environmental, neural networks.

1. Introduction. The effects of air pollution on agricultural productivity are not readily apparent until
closely watched and analysed. Farmers often deal with challenges related to irritations and infections in their
plants. Even though the aforementioned problem is being addressed, the detrimental impacts that are brought
about by air pollution are not being addressed. The knowledge that is anticipated to differentiate and carry
out these advancements is not practical nor available at a practicable level, even though the modifications in
agricultural techniques may reduce the severity of these consequences|1].

Plant species that are distinct from one another react differently to pollution. Even though certain plant
species may be able to withstand critical levels of pollution brought on by suspended particulate matter and
buildup gases, other plant species are often susceptible to harm. As a result, how plants react to air pollution
is contingent upon the many kinds of harmful compounds that are present, the quantity of those pollutants,
and the extent to which they are susceptible to them [2].
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Urban areas are experiencing environmental pollution issues such water, noise, and air pollution due to
economic and technological advancements. Air pollution directly affects human health by exposing individuals
to toxins and particles, leading to a growing interest in its effect among scientists. The primary sources of
air pollution are the combustion of fossil fuels, agricultural activities, emissions from factories and businesses,
household heating, and natural calamities [2]. Air quality in the United States has been researched for the last
thirty years with the establishment of the Clean Air Act programme. Despite the program’s improvement in
air quality over time, air pollution remains a persistent issue. About 200,000 premature deaths per year in
the US are attributed to total combustion emissions, mostly caused by pollutants like particulate matter 2.5
(PM2.5), with an additional 10,000 fatalities per year linked to variations in ozone concentration.

The American Lung Association estimates that air pollution-related diseases cost about 37 dollars billion
annually in the US, with California accounting for 15 billion dollars [7].Air pollution is the introduction of
dangerous or excessive amounts of certain chemicals like gases, particles, and biological molecules into the
atmosphere.

The high emissions result in detrimental effects such as infections, fatalities among people and other living
species, and damage to crops. The primary air pollutants, referred to as criteria pollutants, include CO, SO2,
lead, ground-level ozone (03), NO2, and PM. The US Environmental Protection Agency (EPA) monitors the
levels of these pollutants to regulate air quality. Scientific studies have shown a connection between brief expo-
sure to these pollutants and various health issues, such as reduced capacity to meet higher oxygen requirements
during physical activity (especially for individuals with heart conditions), airway inflammation in healthy in-
dividuals, heightened respiratory symptoms in asthma patients, respiratory crises in children and the elderly,
and more.

The influence of air pollution on agricultural output is substantial, although frequently disregarded. While
farmers tackle plant irritations and infections, the wider detrimental impacts of air pollution remain unattended
to. Various plant species exhibit distinct responses to pollution, with certain species being more vulnerable to
harm caused by pollutants such as particulate matter and gases. Urban areas are exposed to pollution from
multiple sources, such as the burning of fossil fuels, emissions from industries, and agricultural practices. This
pollution has a negative impact on human health and leads to premature deaths. Despite the implementation
of initiatives such as the Clean Air Act, air pollution continues to be a significant problem. Machine learning
(ML) provides potential solutions for assessing and reducing these effects by extracting valuable information
from extensive datasets to forecast and enhance agricultural results.

Machine Learning(ML) is a subset of artificial intelligence(AL) that involves using statistical models to
extract important insights from large datasets. The main difference between the method of statistical analysis
and machine learning is that statistics focuses on representing data in numerical terms of probability or like-
lihood measures, rather than deterministic processes like cluster assignments, forecasting functions, etc. The
assignments and tasks to be completed are roughly equivalent. The learning techniques are referred to as
estimating strategies. Many researchers and analysts have already found that the basic concepts of machine
learning closely resemble non-parametric estimation terminology [5]. ML allows systems to learn and improve
from data without explicit programming. ML is distinct from AL and DL. ML’s benefit is in training the model
based on available data to predict future outcomes more efficiently. The subsections detail the individual
characteristics of several supervised and unsupervised algorithms that impact agricultural frameworks.

The paper is structured as outlined below. Section 2 provides a thorough review of the literature, analysing
past and relevant research. In Section 3, we present a suggested deep learning model, emphasising its predictive
capabilities. Furthermore, provide a detailed description of the data used in this study and elaborate on the
data pretreatment steps taken to create a more concise and informative dataset for analysis. Section 4 outlines
our experimental investigation, including details of the experimental setup and analysis of the data. Section 5
closes the work and presents suggestions for further research.

2. Related Work. Saritha et al [3] the article underscores the harmful impact of air pollution on agri-
culture, noting that while the impacts may not be immediately apparent, they may greatly reduce agricultural
productivity. The authors suggest using a machine learning method to examine the impact of air pollution
on agriculture, focusing on the trends in crop production over time. This technique seeks to identify crop
types that are more resistant by analysing pollution data, enabling farmers to make well-informed choices when
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selecting crops. The research explores the integration of air quality data with agricultural yield data to analyse
the impact of contaminants on crop production. It indicates that certain crops have decreased production when
exposed to high levels of pollutants, but others, such as sugarcane, are more resilient. The protocols offer an
overview of available supervised and unsupervised machine learning models [4] connected with agricultural yield
in literature. Highlighting the promise of machine learning in tackling difficult agricultural concerns including
crop improvement, yield prediction, crop disease diagnosis, and recognizing water stress. Exploring the com-
bination of agronomic elements with data analytic approaches to enhance crop yield forecasting. This might
be helpful for agricultural academics and practitioners who want to use data-driven methods to enhance crop
management and productivity.

The research [5] combines support vector regression (SVR) with a radial basis function (RBF) kernel to
successfully estimate the concentrations of pollutants and the air quality index (AQI) in California. The authors
show how employing the complete set of accessible variables is more successful than feature selection utilizing
principal component analysis. The report offers future research areas, such as examining additional approaches
for hyperparameter optimization and comparing SVR findings with additional algorithms for machine learning,
which may lead to further breakthroughs in air quality prediction and simulation.

A complete survey of the current achievements in the application of deep learning (DL) in the agriculture
industry. Highlights numerous uses of DL in agriculture, covering counting fruits, controlling water, crop
management, soil management, weed identification, seed categorization, yield prediction, disease detection, and
harvesting [6]. It underlines the problems encountered in applying DL in agriculture, including the complexity
of assembling datasets, the expense of processing resources, and the scarcity of DL professionals. Addressing
these difficulties may help overcome hurdles to the mainstream implementation of DL in agriculture.

The report provides an in-depth examination of recent developments and identifies areas for further in-
vestigation, such as robustness, interpretability, and integration of multiple data modalities. As such, it is an
invaluable resource for future research and development in the field of deep learning in agriculture.

The study’s methodology included a thorough examination of agricultural deep learning algorithms by
analysing secondary data from academic publications released between 2016 and early 2022. Data collecting
included using databases including Research Gate, IEEE Explore, Springer, Elsevier, Google Scholar, Frontier,
and Science Direct. The focus was on scholarly journal articles and conference papers that were pertinent to
the study goals. Studies predating 2016 were not included in the research. The paper utilised a range of deep
learning tools for agricultural model development, such as Python tools for image saliency, gradient explanation
technique, integrated gradient, DeepLIFT, guided backpropagation, class activation maps (CAMs), and layer-
wise relevance propagation (LRP). The technologies were used to improve the precision and comprehensibility
of deep learning models in the field of agriculture.

Assessing the current status of agricultural air quality research and pinpointing potential future research
avenues to investigate contaminants associated with agriculture and their effects on air quality, human health,
and regional climate. Developments in evaluations, modelling, emission controls, and farm operation manage-
ment are necessary to successfully limit emissions from agriculture [7]. The significance of implementing laws
and regulations to decrease agricultural emissions and their environmental effects. It is important to tackle
the issues and uncertainties in present air quality models used in agriculture since doing so would enhance air
quality, human health, agricultural settings, and biodiversity.

Examining recent studies and uses of artificial intelligence to lessen the negative impacts of climate change,
particularly in fields like energy efficiency, carbon capture and storage, weather and renewable energy predic-
tion, grid control, architectural design, transportation, precision farming, industrial operations, deforestation
reduction, and sustainable urban development.Al can play a crucial role in mitigating the effects of climate
change by improving energy efficiency, decreasing energy usage in buildings, and optimizing power systems to
lower electricity costs [8]. Integrating AT with smart grids can enhance the efficiency of power systems, resulting
in less energy wastage and reduced electricity costs. Al integrated with transportation systems can decrease
carbon dioxide emissions by around 60 percent. AI can assist in the conservation of natural resources by de-
creasing deforestation and encouraging sustainability. It can also help in designing resilient cities to reduce
damage from severe weather events.

In all history, humans have depended on intuition, shared knowledge, and sensory cues to make successful
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decisions in animal husbandry since the early days of domestication. This has significantly improved our
practices in animal husbandry and agriculture. The increasing need for food and the progress in sensing
technologies could enhance the centralization, size, and efliciency of animal farming. It can revolutionize animal
agriculture. This study delves into the challenges and opportunities posed by sensor technology in assisting
animal producers to increase meat and animal product production. This study [9]delves at how sensors, big
data, artificial intelligence, and machine learning may assist animal producers in reducing production costs,
improving efficiency, enhancing animal welfare, and increasing the number of animals per hectare. The text
delves into the difficulties and constraints of technology.

On the figure 2.1, the x-axis reflects the passage of time, while the y-axis depicts the level of the substances
expressed in parts per billion (ppb). The concentrations of the majority of compounds (CO(GT), C6H6(GT),
NOX(GT), and NO2(GT)) tend to change during the course of the day, with values that are typically greater in
both the morning and the evening and values that are lower in the afternoon. PT08.S1(CO), PT08.S2(NMHC),
PT08.S3(NOx), and PT08.S4(NO2) all exhibit comparable patterns, which suggests that they may be co-located
sensors that measure the same air quality conditions. Not only can temperature (T) and relative humidity (RH)
fluctuate during the day, but they also have the capacity to affect the quantities of certain compounds.

Figure 2.2 illustrate the timeseries graph, it shows the the daily fluctuations of various air quality measures
over the year. These data were most likely gathered at a monitoring station. The date is displayed along the
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Table 2.1: Data Sources and Collected Posts
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Author

Methods

Contribution

Limitations

Saritha et al [3]

Elavarasan et al [5]

Albahar et al [6]

Aneja et al [7]

Chen et al [8]

Machine learning

Support vector re-
gression with radial
basis function kernel
Deep learning

Air quality modeling

and assessment

Artificial intelligence

(AD)

Examines the impact of air pol-
lution on agriculture by analyz-
ing trends in crop production over
time

Estimates the concentrations of
pollutants and the air quality in-
dex in California

Identifies various applications of
deep learning in agriculture, in-
cluding fruit counting, water con-
trol, crop management, and dis-
ease detection

Assesses the current status of
agricultural air quality research
and identifies potential future re-
search avenues

Examines the use of Al for cli-
mate change mitigation and adap-
tation, including applications in
energy efficiency, renewable en-

Limited to data availability and
the complexity of modelling the
relationship between air pollution
and crop yields

Limited to the specific case study
of California and may not be gen-
eralizable to other regions
Highlights challenges such as data
complexity, processing resource
requirements, and scarcity of deep
learning expertise

Limited by the uncertainties and
complexities involved in air qual-
ity modeling

Limited by the need for further
research and development to ad-
dress specific challenges and en-
sure ethical implementation

ergy, and sustainable agriculture

x-axis, which extends from April of the previous year to March of the current year. A number of different
contaminants are represented along the y-axis, and their concentrations are expressed in parts per billion (ppb).
As the year progresses, it appears that the concentrations of the majority of pollutants (CO(GT), C6H6(GT),
NOX(GT), and NO2(GT)) change. It is possible that the values are greater during the months of October
through March as compared to the months of April through September when temperatures are higher. It’s
possible that this pattern is the result of seasonal shifts in the weather conditions or actions carried out by
humans that have an effect on these pollutants. Readings from ground-truth instruments (CO(GT), NOX(GT),
and NO2(GT)) and perhaps related sensor readings from particular places (PT08.S1(CO), PT08.S3(NOx), and
PT08.54(NO2)) are included in the measurements for some pollutants, such as carbon monoxide, nitrogen
oxides, and nitrogen dioxide. It would appear that the patterns between these values are comparable, which
would imply that the sensors are catching circumstances of air quality that are equivalent to one another.
In addition, graphs for temperature (T) and relative humidity (RH) are now included in the graph. It is
possible for certain environmental conditions to have an effect on the concentrations of some contaminants in
the atmosphere.

3. Research Methods.

3.1. Prediction model. Air pollution is the presence of polluting substances that contaminate the air.
Air pollution often involves the presence of solid, liquid, and gaseous particles in the outside world. These
particles are emitted by fuel and petroleum in automobiles, waste produced from companies or industries in
liquid or gas form, ashes produced by volcanoes or wildfires, burning of garbage and fossil fuels, and other
sources. Air pollution in real-time is a significant factor in causing chronic illnesses in humans and impacting
the environment’s natural resources [10]. It also affects the agriculture sector by hindering appropriate crop
growth and reducing the productivity of farming. Long-term health issues include nerve damage, lung cancer
from inhaling polluted air, kidney failure, and many child health problems. On a global scale, it leads to
consequences including ozone layer depletion, acid rain, and global warming, which in turn cause reduced
rainfall. A novel ensemble learning model based on a meta-heuristic algorithm is proposed to address the
identified issues and improve air quality prediction outcomes.
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Generally, the involves incorporating several deep-learning techniques to improve performance. This re-
search utilizes learning techniques such as Bi-LSTM to construct the ensemble model. The methods are exe-
cuted similarly to a neural network, with neurons capable of categorizing the factors that lead to the outcomes
in AQ.

Automated systems are highly proficient at swiftly gathering, handling, and evaluating huge amounts of
data. They are unable to make efficient decisions in the absence of data. They can help humans improve
decision-making by gathering and analyzing vast amounts of comprehensive data. Various sensors can assist
farmers in monitoring animal activities in real-time on a farm. Sophisticated algorithms [11]can utilize large
datasets to monitor, measure, and comprehend alterations in animal behavior. Consequently, this can assist
farmers in making more informed decisions and implementing timely disease interventions. Air sensors in the
poultry sector can now anticipate the beginning of Coccidiosis, an intestinal infection that may rapidly spread
among birds without showing any visible signs. One method to detect this illness is by consistently observing air
quality. The concentration of volatile organic compounds (VOC) in the air rises with the increasing number of
diseased birds. Air sensors can notice this shift earlier than a farmer or doctor. Once the farmers are informed,
they can promptly implement measures to halt the illness from spreading. This technique conserves multiple
animal lives and averts financial damages.

3.2. Preprocessing. Preprocessing is commonly employed to eliminate redundant features in order to
enhance performance. The air data Az is inputted into the first step of the model suggested as a preprocessing
strategy. The supplied data typically contain missing values, outliers, and redundant data. Preprocessing is
utilized to address these limitations in order to improve the accuracy of the model. Data preparation involves
data imputation, data cleansing, and data transformation [12].

Data imputation is utilized to address the absence of values in the input data Az. Missing data are either
replaced with a value of zero or estimated using the mean value of the entire sample and the nearest available
data point. The data is imputed using an arbitrary data sample represented as AP,

This strategy is employed to identify and eliminate errors and discrepancies. Invalid input. The input data
comprises noisy data, outliers, undesirable qualities, and irrelevant data. High computational time occurs when
working with irrelevant data, noise, or outliers that lead to errors and inconsistent analysis [13]. Data cleansing
is utilized to eliminate redundant data in order to address these issues, resulting in improved performance
accuracy and reduced computation time. The resulting data are as follows A¢e.

Data transformation involves standardizing and consolidating the data. Transforming information is utilized
to convert one format of environment data, which includes various sorts of particles such as solid, liquid, and
gas, into another one. [14]Transforming the data facilitates predicting air quality and improving performance
analysis. The result is what it comes from. The ultimate preprocessed data A%*¢ is then sent on to the feature
extraction stage.

3.3. Deep Learning - CNN. The first application of convolutional neural networks is in picture data
processing. A multiple-layer perceptron network containing many hidden layers is the structure of a deep
network of convolutional neural networks [15][16]. The layer of convolution consists of artificial neurons that
represent convolutional filtering and are used to construct feature maps [17]. It is necessary to divide the
input into smaller blocks in order to convolve it using a particular set of weights. Through the application of
convolutional filters with the same weights to the input, several sets of features may be produced. The pooling
layer is applied in order to reduce the number of parameters as well as the dimension of space of the provided
data representation. This is accomplished by minimizing the number of parameters. It has been established
which is data that is similar in the particular region, because the reaction that is most prevalent is output. An
example of a nonlinear function that is utilized with the purpose of learning complex nonlinear structures is the
activation functionThe study’s learning layers make use of both the exponential and the Rectified Linear Unit
(ReLU) [18]. Feature aggregation through global examination of outputs from preceding layers is accomplished
by this fully linked learning layer, which is located at the very end of the neural network.

3.4. Long short-term memory. It is the sequence of inputs that determines the output of neural net-
works with recurrent neurons (RNNs), and the network creates different outputs according to the same input
regardless of the order in which the inputs are presented. RNNs combine information from the past with the
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information that is now being processed during the generation of the output. Long short-term memory, also
known as LSTM, is a specialized kind of recurrent neural networks (RNNs) that is employed for the purpose of
identifying the long-term dependencies present in sequence data. Data is received externally, stored, recorded
in memory cells, and accessed through gates. The memory unit is responsible for controlling the flow of infor-
mation in order to determine the impact that prior information has on output. Additionally, this unit stores a
copy of the predictions that have been made.

After multiplying the weights and information stored in memory, a decision is made on which data will be
utilized and how much of it will be used. Some of the weights and information are subsequently added again
to the forecast. Some forecasts are chosen as the current prediction, while irrelevant information is isolated to
prevent it from influencing future predictions.

The equations for a Long Short-Term Memory (LSTM) cell are as follows:

iy = o(Wisxs + bii + Whihi—1 + bri) (3.1)
fr = o(Wipxy + big + Wighi—1 + bry) (3.2)
Cy = tanh(Wiezs + bic + Whehi—1 + bpe) (3.3)
Co=fioCri+i,©C, (3.4)
0r = c(Wiot + bio + Whohi—1 + bro) (3.5)
ht = oy © tanh(C}) (3.6)

Here, x; is the input at time ¢, h; is the hidden state at time ¢, C} is the cell state at time ¢, W and b are
weight matrices and bias vectors, o is the sigmoid activation function, tanh is the hyperbolic tangent activation
function, and ® represents element-wise multiplication.

3.5. Implementation. The initial step of data preparation involved cleaning the data and, in the event
that any values were missing for up to five successive time periods, interpolating the data.The minimum-
maximum normalization approach was then used to standardize the data.

A set of interpolated time series measurements was constructed using a variety of frame sizes and a number
of different data separation techniques.Following the definition of both two-dimensional and three-dimensional
input structures,Through the utilization of the Deep Neural Designer Tool that is incorporated into MATLAB
edition R2020a, a CNN+LSTM deep learning—based period forecasting framework was constructed. A number
of hyper-parameters were adjusted in order to improve the predictive capability to make accurate predictions.
Throughout both training and testing, the hyper-parameters were tuned to optimize their performance. It was
determined that the structure of the neural network that had the least validating RMSE was the one that
should be utilized on test data after the algorithm was executed fifteen times for each approach. Alterations
were made to the characteristics and hyperparameters of the neural network, including the hidden layer’s type
and quantity, the total number of neurons, and the activation function. This allowed for the neural network to
be rebuilt and trained.

The Root Mean Square Error (RMSE) is given by:

In the following equation:

n is the number of data points or observations.
9; is the predicted value for the i-th observation.

y; is the true or observed value for the i-th observation.
n

Z denotes the summation over all data points.

i=1

Table 3.1 illustrates the comparision of the different model with the evaluation metrices.
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Table 3.1: Root Mean Square Error (RMSE) for Different Pollutants

Model RMSE
LSTM 0.47
BiLSTM 0.25
Proposed Ensemble LSTM+CNN 0.16

3.6. Hyperparameter tuning. Hyperparameters may be associated with the tasks of model selection,
such as the topology and size of the network [19], or the pace of learning as well as the size of the mini-batch are
two examples of the factors that may be related with the technique for optimizing and the learning procedure
among these factors.

This study focused on tuning a specific set of hyperparameters:

Frame Size: The frame size was adjusted using integer values within a specific range.

Step Size: In this investigation, a step size of 1 was used for each time period sample.

Splitting the Data: The training set, validation set, and test set have their data separated by 70%-15%-15%
and 80%-10%-10%, respectively.

Selection of Samples: There are three ways to choose a sample: randomly, sequentially, or consecutively. When
data samples for training, validation, and testing are chosen at random, this is known as the random
selection approach. When data is divided into training and test sets in order, sequential sample selection
is used to determine with the use of an evaluation rate, verification samples generated from the original
data set. As part of the sequential selection process, the data is broken up into three distinct sections:
training, verification, and test procedures.

Validation Frequency: Validation rate is the amount of iterations that occur between assessments of validation
metrics. The three values that were taken into consideration for validation frequency were 10, 15, and
20, accordingly. Additionally, it is a reference to the time period during which the validation sample is
selected using the ordered choice of sample method.

Sizes of mini-batch: The number of iterations that were selected to be 20, 80, 110, 160, and 200 was done so
with the intention of achieving learning progress. This was determined based on the volume of the time
series data collection.

Number of epoch: When determining when to stop training the model, this study made use of the early stopping
approach.

The number of layers that are convolutional: There were three levels of convolution used in the construction
of the CNN part: one, two, and three layers collectively.

Layers of Pooling: When the CNN module was initially developed, there was no pooling layer included in its
building process. Following that, a maximum pooling layer and an average pooling layer were applied
in the process of building the structure.

Activations Functions: In this particular examination, the Rectified Linear Unit (ReLU) with sigmoid equation
were both applied as activation functions simultaneously.

Figure 3.1 illustrated the correlation matrix from an air pollution experiment shows the connections among
different pollutants. The correlation coefficient in each cell represents the degree to which two metrics fluctuate
together: an amount near 1 indicates a high tendency to rise or decrease in a similar manner, while a value
around 0 indicates a weak or missing link. Analyzing these correlations can assist researchers in comprehending
the relationships between contaminants and their possible sources or methods of reduction.

CO(GT): Carbon Monoxide (Ground Truth) - perhaps a standard measurement for Carbon Monoxide.

PT08.51(CO): Probably a Carbon Monoxide sensor reading from a particular position (PT08.51)

Non-Methane Hydrocarbons (Ground Truth): NMHC(GT)

C6H6(GT): Benzene (Ground Truth)

NOX(GT): Nitrogen Oxides (Ground Truth)

PT08.S2(NMHC): Sensor reading indicating Non-Methane Hydrocarbons

Fig 3.2 shows the a correlation matrix from a study involving partial NMHC (Non-Methane Hydrocarbon)
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Fig. 3.1: Correlation Matrix

data. The "partial NMHC(GT) data” indicates that the data for non-methane hydrocarbons are inadequate.
This might be the result of sensor readings that are either missing or incorrect. Through an analysis of these
connections, analysts are able to get an understanding of the ways in which pollutants and other factors may
be connected to one another and impact one another.

The heatmap is an illustration in the figure 3.3. The correlation coefficients that exist between air quality
indicators and any additional variables that may be significant. A pair of variables, such as carbon monoxide
and nitrogen oxides, temperature and humidity, is represented by each individual cell. The degree of correlation
and the direction of the correlation are both indicated by the intensity of the color in the cell.

4. Results and Discussions. In pooling layer, which reduces the amount of information that is included
in the enormous quantity of input data, the key features of the input are lost, and the size of the input is
reduced. In order to make an accurate prediction of the quantity of contaminants using each approach, the
model was executed fifteen times for each and every possible arrangement of the hyper parameter [20] variables
specified previously. Finally, use the equation 3.7 and the test RMSE as well as the correlation values were
computed after the most effective test results were selected based on the values of the RMSE that were the
lowest.

During the training phase, the RMSE was found to be at its lowest when the learning rate was set at 0.005.
Additionally, the random sample selection approach achieved a lower random sample standard error (RMSE)
significance in comparison to the sequential and consecutive techniques of sample selection. As the metric
for evaluating the performance of the prediction, the test RMSE values were utilized, and the best possible
prediction performance was attained.

Figure 4.1 shoes the scatter plot and show the expected values compared to the actual values of errors,
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Predicted vs Actual Values Error as a Function of Time

Fig. 4.1: Prediction

as well as the error plotted against time, likely from an air quality study. The x-axis depicts a timeline from
March 2004 to March 2005. The left y-axis depicts the error, while the right y-axis reflects the expected and
actual values. The graph indicates that the forecasted values consistently exceed the real values, especially
in the initial portion of the time frame. The error over time indicates that the forecasted values consistently
exceed the real values, with the error diminishing as time progresses.

5. Conclusion. The rapid growth of the industry has led to a concerning problem of air pollution nega-
tively impacting agricultural regions. We have chosen to create an application that predicts the best crop to
minimise negative consequences based on existing pollution data. Therefore, the proposed hybrid Deep learning
model to predict the air pollutants, and the evaluation metrices Root Mean Square error gives the low error
value is 0.16. When constructing the Long Short term Memory model combination with the convolutional neu-
ral network in deep learning, we have taken into account the available contaminants. By entering geologically
related data, the programme can properly analyse and anticipate the outcome.
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RESEARCH ON IMPROVED RBM RECOMMENDATION ALGORITHM BASED ON
GIBBS SAMPLING

QIAN XIAODONG*AND LAN JIABAOf

Abstract. Restricted Boltzmann Machine (RBM) is an important tool for personalized recommendation prediction, but it
ignores the power-law distribution of the Restricted Boltzmann Machine data set, the RBM algorithm can not focus on the tail
data sampling of the recommended data set. Therefore, firstly, the recommended data are obtained and the data characteristics
are analyzed, then the random Gibbs Sampling initial value of RBM is changed to random selection in the early iteration and
the last sampling value in the later iteration, the fixed Gibbs sampling steps were replaced by single-step sampling (CD-1) and
multi-step sampling (CD-5),which is Periodic Gibbs Sampling (PGS). The experiment shows that the improved Gibbs sampling
initial value and the changed Gibbs sampling steps can effectively improve the sampling performance, the improved RBM algorithm
is also more accurate than the original RBM algorithm, the cyclic time Restricted Boltzmann Machine (RTRBM) algorithm and
the Probability Matrix Factorization (PMF) algorithm. It shows that the improved RBM algorithm is suitable for the power-law
distribution of recommendation data sets, and effectively improves the accuracy of recommendation.

Key words: Recommendation Algorithm, RBM model, Gibbs Sampling, power-law distribution polynomial

1. Introduction. With the rapid development of e-commerce, the scale of consumer behavior data has
been growing exponentially, making it difficult for consumers to locate satisfactory products among the vast
amounts of product data. Recommendation algorithms, known for their simplicity and robustness, have become
indispensable tools for assisting in recommendation decisions. To address the problem of "information overload”,
many companies use recommendation algorithms to intelligently mine and predict large-scale recommendation
data, thereby increasing user engagement and consumption. However, as the complexity of recommendation
data increases, it becomes challenging to balance the efficiency and accuracy of recommendation algorithms.
Therefore, improvements to the efficiency and accuracy of the algorithms themselves are necessary.

Regarding the necessity for improvements in recommendation algorithms, this study focuses on the Re-
stricted Boltzmann Machine (RBM) recommendation algorithm, based on the theories of complex networks
and Markov chains. Considering the characteristics of recommendation data, the research aims to summarize
and improve the parameter iteration algorithm of RBM, specifically the Gibbs sampling principle, to explore a
more reasonable and efficient RBM algorithm. Comparative experiments between the improved RBM recom-
mendation algorithm and the original RBM will be conducted to provide feasible references for the enhancement
of recommendation algorithms.

2. Literature Review. As a widely used neural network model in practical applications, the RBM algo-
rithm is capable of making effective recommendation predictions in recommendation scenarios. Therefore, it
has been extensively studied by scholars both domestically and internationally. The analysis of improvements
to the RBM recommendation algorithm can be primarily divided into two aspects: recommendation data and
recommendation algorithms. The improvements are further categorized into the characteristics of recommen-
dation data, the integration and enhancement of the RBM algorithm, and the inherent improvements of the
RBM algorithm itself. Each of these aspects will be introduced and evaluated in detail.

2.1. Analysis of Recommendation Data Characteristics. Before conducting research on recommen-
dation algorithms, analyzing the characteristics of recommendation data or the networks they form, and quan-
tifying these features within the recommendation algorithms, can improve the efficiency of algorithm enhance-
ments. Consequently, many scholars have carried out relevant research in this area. Garima and Rahul[l]
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used text mining and sentiment analysis to extract relevant information from the text information of food and
aperitif wine, and concluded the power law characteristics of the data set.Ralph and Patrycja[2] analyse the
characteristics of the data set based on two-dimensional image, the relevant scaling parameters are extracted
accurately, and the power-law distribution is proved. Fang et al [3] proposed a contrastive meta-learning
framework (CM-HIN) based on heterogeneous information networks. This framework utilizes meta-paths and
network motifs to capture both high-order and local structure information of heterogeneous information net-
works, thereby improving the precision of recommendation network construction. Wang et al [4] also noted
the heterogeneity in recommendation data and proposed a commodity recommendation framework based on
self-attention mechanism for attribute heterogeneous information network embedding. This framework learns
the latent information contained in different edge types and attribute embeddings to increase the effective
information in the recommendation network.

Besides focusing on the heterogeneity of recommendation networks, many scholars also delve into the
latent features of these networks. For instance, Ambikesh et al [5] proposed methodology, termed GOA-k-
means, amalgamates the Grasshopper Optimization Algorithm (GOA) with k-means clustering to navigate the
dynamic nature of user preferences. Facilitating real-time calibration, GOA-k-means yields recommendations
that adapt to users’ shifting interests. By combining neural network Doc2vec and word bag BOW, Hafez et al
[6] construct a multi-standard recommendation system.

2.2. Integration and Improvement of the RBM Algorithm. In the process of recommendation
prediction, most studies on recommendation systems do not distinctly categorize improvements into recommen-
dation data and recommendation algorithms. For instance, Jha et al [7] proposed a hyper-tuned Restricted
Boltzmann Machine (RBM), using a contrastive divergence learning algorithm to regenerate tabular data mod-
els for enhancing recommendation accuracy. Harshvardhan et al [8] introduced a time-aware recommendation
system based on unsupervised Boltzmann Machines (UBMTR) to detect latent hidden features related to the
time of each rating in user movie rating data. Fachechi et al [9] calculated the relevance of recommendation
data and constructed intra-layer connections for the neurons in the hidden layer of the RBM, thereby creating
the Dream Boltzmann Machine (DBM). Xie et al [10] extracted user and resource features from the recommen-
dation system to construct a multi-layer RBM network, forming a deeply stable personalized recommendation
model using the Restricted Boltzmann Machine to compute recommendation results. Wu et al [11] proposed
an improved hybrid recommendation algorithm based on Gaussian RBM. They used a convolutional neural
network to obtain latent feature vectors of text information and rating information, merged user vectors and
item vectors into a user-item matrix, and input this matrix into the visual layer of the Gaussian RBM to predict
ratings.

From the aforementioned literature, it is evident that most personalized recommendation approaches us-
ing the RBM model have focused on improving the recommendation datasets or combining RBM with other
algorithms, without addressing the intrinsic time costs, accuracy, and other aspects of the RBM model it-
self. Therefore, further research on the RBM recommendation algorithm needs to supplement and refine these
aspects to enhance its overall performance.

2.3. Improvements to the RBM Algorithm. To enhance the performance of the RBM algorithm,
scholars have started focusing on improving its efficiency and accuracy, particularly in two main areas: the
initialization of sampling values and the optimization of parameter gradients. The original Gibbs sampling
initialization uses the initial training sample values, but randomly selected training samples can lead to increased
training time costs and reduced accuracy. Therefore, Tieleman [12], building on the CD algorithm, proposed the
Persistent Contrastive Divergence (PCD) algorithm. PCD used the sampled values from the previous iteration
as the initial values for the next sampling iteration, accelerating the convergence speed of the Gibbs sampling
chain. To further speed up the PCD algorithm, Tieleman [13] introduced the Fast Persistent Contrastive
Divergence (FPCD) algorithm, which includes additional acceleration parameters to enhance sampling speed.

To improve the effectiveness of initial value selection, Li et al [14] proposed the Dynamic Initial Value
Algorithm (DIS), which dynamically improves the initial values for Gibbs sampling. Savitha et al [15] introduced
the Online Restricted Boltzmann Machine (O-RBM), which adjusted the initial values for Gibbs sampling,
constructing a probability distribution of data information to achieve unsupervised learning for recommendation
predictions.
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In the realm of optimizing parameter gradients in Gibbs sampling, Li et al [16] conducted an analysis of the
numerical and directional errors between the approximate gradient and the true gradient of the RBM model.
They devised two algorithms to mitigate these errors: the Gradient Fixed Gibbs Sampling (GFGS) training
algorithm and the Gradient Fixed Parallel Tempering (GFPT) algorithm. These methods aim to adjust the
numerical values and directional aspects of the approximate gradient, thereby reducing errors during training.
Ma and Wang [17] identified biases in the parameter Gibbs sampling of RBM models, which fail to achieve
maximum likelihood parameters. Leveraging the principle that the average of random variables approximates
the expected value, they introduced the Averaged Contrastive Divergence (ACD) algorithm to mitigate the
bias in maximum likelihood parameters. Kirubahari and Amali [18] utilized Bayesian Optimization (BO) to
enhance the hyperparameters of Restricted Boltzmann Machines. By optimizing the number of sampling steps,
they aimed to improve prediction quality. Wang et al [19] proposed the Three-Phase Gibbs Sampling (PGS)
method, which involves training RBMs using different data distributions across phases to achieve more effective
parameter extraction and feature reconstruction.

In addition to these advancements, research on the number of Gibbs sampling steps in RBM algorithms
remains relatively limited. Li et al [14] conducted detailed research on the selection of sampling steps. However,
since the choice of Gibbs sampling steps significantly impacts the time cost and training accuracy of RBM
models, it remains a crucial area requiring further investigation.

2.4. Literature Review Summary. Through the analysis of the aforementioned studies, it is evident
that many scholars analyze recommendation data and then quantify these features into recommendation algo-
rithms to improve recommendation accuracy. However, due to the vastness of recommendation data and the
inherent accuracy limitations of recommendation algorithms, current research still has several shortcomings.
Firstly, most studies on recommendation data construct data networks and then investigate the characteristics
of these networks based on their properties. However, when the characteristics of recommendation data are
difficult to quantify within a network, it becomes challenging to construct a network that accurately reflects
these characteristics to obtain meaningful insights from the recommendation data [1, 2, 3, 4, 5, 6]. And then,
although the RBM model is widely used in the field of recommendations, most research [7, 8, 9, 10, 11]focuses
on improving the data inputted into the RBM model rather than enhancing the operational speed or accuracy
of the RBM model itself. Even within studies aimed at improving the RBM model [16, 17, 18, 19], which tends
to overlook issues such as the problem of important data information not being learned due to the random
initialization of Gibbs sampling, as well as the drawback of fixed sampling steps, which makes it difficult to
improve prediction accuracy in the later stages of algorithm iteration.

To address the first issue, user social attention information is statistically analyzed to obtain the power-
law distribution characteristics of the recommendation data. To tackle the second issue, the Gibbs sampling
approach is adjusted by incorporating these power-law distribution characteristics. Specifically, the initial
values of Gibbs sampling are set to be random in the early stages of iteration and are replaced by the previous
sampling results in the later stages. Additionally, fixed Gibbs sampling steps are replaced with periodic Gibbs
sampling (PGS).

3. Analysis of RBM Algorithm Improvements. Most recommendation datasets exhibit a power-law
distribution, indicating that the recommendation data is primarily concentrated in the tail [20, 21]. The main
algorithm in RBM (Restricted Boltzmann Machine) is Gibbs sampling, where the initial values are randomly
selected from the recommendation data. This random selection fails to focus on tail data, lacking deep iterative
analysis of tail data and not aligning with the long-tail characteristics of recommendation networks. Similarly,
Gibbs’ fixed number of sampling steps processes both the head and tail of the recommendation dataset with
the same number of steps, collecting an equal amount of recommendation data. This approach does not allow
for concentrated learning of tail information, resulting in insufficient learning and representation of tail user
information.

Therefore, the Gibbs sampling method will be improved in terms of sampling initial values and sampling
steps to enhance the recommendation performance of the RBM algorithm. The process will be as follows:

1. Provide a brief overview of the RBM algorithm principles.
2. Perform a characteristic analysis of the recommendation data in conjunction with the relevant theories
of power-law distribution.
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Fig. 3.1: The structure of the RBM Algorithm

3. Modify the Gibbs sampling initial values in the algorithm according to the power-law distribution
characteristics of the data. Specifically, in the early stages of iteration, the initial values will be selected
randomly, while in the later stages, the initial values will be the results of the previous sampling step.

4. Change the fixed number of Gibbs sampling steps to Periodic Gibbs Sampling (PGS). These improve-
ments aim to offer a reference for enhancing the accuracy of the RBM recommendation algorithm.

3.1. Improvement of Initial Values in Gibbs Sampling for RBM.

3.1.1. Selection of Initial Values in Gibbs Sampling for RBM. Before improving the selection of
initial values in the RBM algorithm, it is necessary to briefly introduce the working principles of the RBM
algorithm. RBM (Restricted Boltzmann Machine) is a generative stochastic neural network based on an energy
function. It is capable of transferring data through visible and hidden layers, deeply learning the latent features
of users and items, making it suitable for recommendation problems. The structure of the RBM algorithm is
illustrated in Fig. 3.1.

As shown in figure 3.1, v and h represent the visible and hidden units in the visible layer V and the hidden
layer H, respectively. a denotes the biases of the visible units, b denotes the biases of the hidden units, and W
represents the weights connecting the visible and hidden layers. In the visible layer, a node x; is multiplied by
a weight W, ; ,then a bias term b is added. The result is then passed through an activation function o (the
sigmoid function) to produce the output of the node x;.

The energy function for each unit is:

E(l/, h) = — Zail/i - ijhj - Zzhjwi’jyi (31)
i J J

i

Using this energy function, the joint probability distribution between the visible layer and the hidden layer
can be obtained:

1
P(v,h) = Ze_E(”’h) (3.2)

In equation 3.2, Z is the normalization function that ensures the sum of probabilities over all possible states
of the node set e () equals 1.

The units within the visible layer and the hidden layer are mutually independent. With the joint probability
distribution defined, we can derive the marginal probability distribution, thereby obtaining the activation
probabilities of the nodes in the visible layer and the hidden layer.

The units within the visible layer and the hidden layer are mutually independent. With the joint probability
distribution defined, we can derive the marginal probability distribution, thereby obtaining the activation
probabilities of the nodes in the visible layer and the hidden layer.

plhj =1|v) =0(bj + Zwi,jvi) (3.3)
=1
plvi =1|h)=o(a; + > _ wi;h;) (3.4)

j=1
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In equation 3.3 and 3.4, o represents the sigmoid function. The phase where the hidden layer is computed
based on visible layer data during training is referred to as the Positive phase, while the reverse is termed the
Negative phase.

Using the visible layer input data again as the starting point, with K (K > 1) iterations of Gibbs sampling
from the visible layer data known, randomly initialize w; ; , randomly select the sampling initial value, iterate
between the visible and hidden layers using equation 3.3 and 3.4, loop iterate K times, and stop the iteration.
The parameter iteration formula is:

VWi = P(hy = 1] 0@ — P(h; = 1] v®))p®
Va; = 0@ — o (3.5)

In equation 3.5, VZ.(O) denotes the sample value, Vi(k)
steps.

Based on the operational process of the RBM algorithm described above, it is evident that Gibbs sampling
is the primary iterative algorithm used for recommendation computation in the RBM algorithm. Specifically,
the initial values for Gibbs sampling are randomly selected variables from the sample data, and subsequent
Gibbs sampling iterations are also based on these initial values, without including updates from the previous
iteration steps.

However, the Yelp dataset, after preprocessing using the GRU model to enhance temporal characteristics,
indicates that the improved dataset includes contextual feature information. On the other hand, Gibbs sampling
parameter updates only consider the parameter update values from the previous step and do not incorporate
earlier parameter updates. Consequently, within a limited number of iterations, it is unable to consider the
effective information contained in previous parameters.

Therefore, there is a need to enhance the iterative updating method and utilization of information contained
in Gibbs sampling parameters.

represents the sample value obtained after K sampling

3.1.2. Improvement of Gibbs Sampling Initialization in RBM. Before improving the Gibbs sam-
pling initialization in RBM, it is necessary to analyze the recommendation data and then refine the initialization
based on its characteristics to enhance the accuracy of the CD algorithm.

Analysis of Recommendation Data Characteristics. When making recommendations, users recommend
products to other users directly or indirectly based on social relationships. It is necessary to study the char-
acteristics of recommendation data. Using the Yelp dataset, we examine whether there are inherent patterns
such as power-law distribution, whose probability distribution is shown in equation 3.6.

p(z) =Cx™° (3.6)

Power-law distribution refers to a phenomenon where a small number of key items in any given entity
contribute to the majority of outcomes or benefits, while the vast majority of items contribute minimally. If
recommendation data exhibits power-law distribution characteristics, it indicates that only a small portion
of the data contains substantial information, whereas the majority contains minimal information. Therefore,
following the approach proposed by Victor Navas-Portella et al [22], using maximum likelihood estimation to
assess the cumulative degree of networks under power-law is recommended. Specifically, for practical datasets,
formula 3.7 is employed to estimate the power-law distribution.

n

i=1

In equation 3.7, « represents the power law exponent, and x; represents the sample data.

Using the user social information from the Yelp dataset, user a following user b is defined as out-degree,
and user a being followed by user b is defined as in-degree. Then, the power-law distribution of the frequency
of user following and being followed is judged by maximum likelihood estimation. After obtaining and filtering
the Yelp dataset, the power-law distribution results are shown in Fig. 3.2.
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Fig. 3.2: The degree distribution of user attention

From Fig. 3.2, it can be observed that when the number of users is small, there is a higher probability
of users following and being followed. As the number of users increases, the frequencies of out-degree and
in-degree decrease, and a ’long tail phenomenon’ appears at the distribution’s tail. This is because when users
make hotel choices, the majority of users only follow unfamiliar users who provide more valuable information or
reciprocate with friends. Specifically, users with many followers do not necessarily follow all those who follow
them. Hence, a small number of users have a high degree of followers, while the probabilities of following and
being followed for the majority of users are low. Therefore, the user social information in the Yelp dataset
exhibits a power-law distribution.

In summary, the user engagement data in the Yelp recommendation dataset exhibits a long-tail distribution,
indicating that a small number of top users have limited social connections, while the majority of users in the
tail contribute significantly to the dataset. However, in Gibbs sampling, the random selection of initial values
means that if the initial value at time t is sampled from the head of the distribution, the sample at time t+1
could be from either the head or the tail. This randomness across iterations prevents Gibbs sampling from
concentrating on gathering data from the tail, thereby limiting the thorough extraction of information from
tail-end users.

Similarly, fixed Gibbs sampling steps treat the head and tail segments of the dataset equally, preventing
deeper learning from tail-end data. Therefore, when applying the RBM model to predict recommendations from
this dataset, it is essential to enhance the parameter iteration and sampling methods of the RBM algorithm to
account for the dataset’s long-tail characteristics effectively.

Improved Strategy for Gibbs Sampling Initialization in RBM. Due to the long-tail nature of recommenda-
tion data, it is evident that the majority of recommendations are concentrated towards the tail end. However,
the current method of initializing Gibbs sampling involves randomly selecting training data from the recommen-
dation network. This random selection could pick either head or tail data as initial values, failing to concentrate
on tail data and thereby lacking in-depth analysis of this segment, which contradicts the long-tail characteristic
of recommendation networks.

Therefore, it is necessary to enhance the strategy for randomly selecting initial values in Gibbs sampling as
follows: during the initial training phase, use the original training data as initial values, and during subsequent
phases, use the previous Gibbs sampling values as initial values. When the initial value is the original training
data, the update method for Gibbs sampling initialization is shown in equation 3.8. When the original data is
the previous training data, the Gibbs sampling initialization update method is shown in equation 3.9.

v 5 ) (3.8)

vy (k) (3.9)
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Fig. 3.3: Comparison of CD-K iterative reconstruction error

In equation 3.8 and 3.9, V(9 represents the randomly selected initial training value, and V(*) represents
the training value after K steps of Gibbs sampling.

To determine the threshold for changing the Gibbs initial value sampling method, it is necessary to analyze
the reconstruction error line chart of CD-K. From Fig.3.3, it can be observed that CD-1, CD-5, CD-10, and
CD-100 algorithms show a gradual increase in reconstruction error after approximately 2000 iterations, followed
by a slow decrease. This indicates that randomly selecting training data as initial values in the early iterations
can lead to rapid convergence of the Gibbs sampling network. However, after about 2000 iterations, the training
effectiveness of the RBM model decreases due to slower network convergence. Therefore, the threshold for the
number of Gibbs sampling iterations is set at 2000. During iterations 1-2000, random training data is selected
as the initial value for sampling, and from 2001 to 10000 iterations, the initial value for sampling is selected as
the parameter sampled from the previous Gibbs sampling, ensuring rapid convergence in the early iterations
and higher precision convergence in the later iterations.

3.1.3. Analysis of Improvements in Gibbs Sampling Initialization in RBM. Previous sections
provided both theoretical and experimental analyses of the characteristics of recommendation data and the
improvement strategy for Gibbs sampling initialization in RBM. It was demonstrated that the initial sampling
values should be changed from purely random selection to using random values in the early stages of iteration
and using the previous step’s sampling results in the later stages. This section will validate the effectiveness of
the improved Gibbs sampling initialization strategy through parameter gradient verification.

Based on the energy function of the RBM in Equation 3.1 and the marginal probability distributions of
the visible and hidden layers in Equations (3.3-3.4), the parameter gradient for iterative parameter updating
in the RBM network using Gibbs sampling is given by:

A OE (v h) o OE () h)
Vo, =~ zhjp(h | V(O)T) + Ep(y(my(w)[zh: P(h | vt )T)] (3.10)

In Equation 3.10,0 represents the general term for the parameters of the RBM.
According to the strategy for improving Gibbs sampling initialization, the updated parameter gradient is
given by:

o 0) OE (), h) OB, h)
Vo, = *zth(h \ vl )T) + EP(vU)\v(m)[Zh:P(h | of )T)]
(3.11)

SRLACRND i) OB )
—%:P(h \ 2 )T) +EP(1/(i+1)‘y(i>)[; P(h | 2 )T)]
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According to Equation 3.11,— > P(h | u(o)%;o)’h)) + Epo o2 P(h | V(i)%(:’h))]represents the
D h

Gibbs sampling initialization as the original random sampling data v(?), with i steps of iteration, where i denotes

the number of iterations and 0 < ¢+1 < k.On the other hand, — Zh: P(h | V(i)%?ﬁ)) +EP(V(7L+1)‘V(1‘))[% P(h|
1/“*”%)] represents the Gibbs sampling initialization as the sampling result from the previous step
v, with k — 1 steps of iteration. When Gibbs sampling reaches the i-th step, the initialization value is
transformed from v(©) to v(¥).

The optimization of the RBM model is achieved by finding the optimal parameters through gradient
descent.Persistent Contrastive Divergence (PCD) is one of the benchmark algorithms used in RBM training.
PCD is proved to be able to approach the network distribution with a small enough learning rate of network
parameters. Therefore, using the result of the last parameter iteration as the initial value of the next iteration
can make the training parameters change little, and make the parameter gradient decline faster and stabilize

in a smaller interval.
Therefore, the parameter gradient of the improved method is smaller than the original randomly selected
initial values:

5 OB h) LOEWD b OB p)
— (©) ) ) (#) i ) ) (i4+1) >
Zh:P(h lv a0 )T Ep(,,(w)h,w))[%: P(hlv 0 Nt EP(U(Z+1)|1,('l))[2h: P(hlv 20 )] <
OB, h) ) OE( ™, h) 1y OB p)
_ (0) ’ ) () > ) (i+1) J i
;P(/ﬂ v 20 )+EP<V(1)|V(0>)[;P(h| v 50 )}+EP(V(1+1)|V(0))[;P(11| v 5 V,i+1<k
(3.12)
In Equation (12),
) OB, h) 1 OBt p) OEW®), h)
B 01100 D2 P =220 4 B, 0 D2 PRI —==00 =200 = By 0y [ P(hl® —=22==)]
h h h

A A
That is VO, < V6.

From the perspective of parameter gradients, the improvements to Gibbs sampling initialization are demon-
strated to be effective.

3.2. Improving Gibbs Sampling Steps in RBM. Section 3.1.2 analysis highlighted the foundational
characteristics of power-law distribution in the Yelp dataset’s complex network. However, fixed Gibbs sampling
steps collect an equal amount of data from both the head and tail of the dataset, failing to concentrate
on learning tail-end information. This results in insufficient characterization of user information in the tail.
Therefore, there is a need to improve and adjust the Gibbs sampling steps.

3.2.1. Comparison of Single-step and Multi-step Gibbs Sampling. Section 3.1 has already intro-
duced and analyzed the principles of Gibbs sampling and the long-tail characteristics of recommendation data.
Therefore, this section compares single-step Gibbs sampling with multi-step Gibbs sampling to assess their
performance advantages and disadvantages. Additionally, leveraging the classical momentum algorithm (CM)
to determine decision points for varying Gibbs sampling steps and formulate Gibbs sampling strategies. Finally,
from the perspective of Markov chain theory, analyze and justify the rationality of improving Gibbs sampling
steps.

Comparison of training errors between single-step Gibbs sampling (CD-1) and various multi-step Gibbs
samplings (CD-5, CD-10, CD-100, CD-500) at epochs 1-100 and 991-1000. Utilizing the concept of reconstruc-
tion, original data is obtained from trained data, and reconstruction error serves as the evaluation metric to
compare CD-K sampling results, thereby assessing the performance of the RBM network at different iteration
steps. The comparison results are shown in Fig.3.4.

As shown in Figures 3.4(a) and (b), during the early stages of RBM parameter iteration, the reconstruction
error of single-step Gibbs sampling (CD-1) decreases rapidly and vertically, outperforming the training error
of multi-step sampling (CD-K, where (K > 1). This indicates that single-step sampling provides better fitting
of the training data. In the initial stages of RBM training, with fewer iterations and larger recommendation
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Fig. 3.4: Gibbs sampling error comparison

errors, simple single-step sampling can quickly reduce the recommendation error without the need for time-
consuming multi-step sampling. On the other hand, multi-step Gibbs sampling exhibits higher and oscillating
reconstruction errors, suggesting larger errors during the early iteration stages. In the later stages of RBM
parameter iteration, both single-step and multi-step sampling errors stabilize. However, the training error of
single-step sampling is higher compared to multi-step sampling, indicating that random sampling alone can
no longer significantly improve recommendation accuracy and emphasizes the need to focus on sampling the
tail-end data.

Therefore, Gibbs sampling exhibits strong training capabilities for the RBM model, but its sampling steps
significantly impact the algorithm’s performance. So the following sections will analyze the influence of Gibbs
sampling steps on algorithm performance, combining theoretical analysis with the characteristics of recommen-
dation networks to improve Gibbs sampling.

3.2.2. Improvement Strategies for Gibbs Sampling Steps in RBM. The primary distinction be-
tween CD-1 and CD-K lies in their iteration steps, which result in different parameter iteration gradients.
Specifically, CD-1 sampling concludes after Gibbs sampling step 1, while CD-K sampling involves K Gibbs
sampling steps before terminating the CD algorithm. This leads to the following analysis: CD-1 exhibits good
early-stage effectiveness but lacks high precision in later stages, whereas CD-K shows initial error oscillation
but achieves higher accuracy in the later stages.

The magnitude of parameter gradients can measure the effectiveness of training methods for parameters.
How to divide the sampling steps within the iteration interval can be judged based on the magnitude of
gradient ascent to determine the Gibbs sampling steps, thus the classic momentum algorithm (CM) can be
used to determine the decision points for Gibbs sampling step changes. CM adjusts the difference between
accumulated velocity and current gradient Vg(6;) to decrease the target gradient, thereby accelerating the
convergence speed of parameter learning. The RBM model is trained based on gradient ascent, hence CM’s
gradient update formula under the RBM model is shown in equation 3.13 and equation3.14.

Vit1 = uvy +eVg(6y) (3.13)

0t+1 = et + Vi1 (314)

In equation 3.13 and equation 3.14, v; represents the accumulated velocity, Vg(6;) denotes the gradient of
the objective function at the current point, 6§ denotes the parameters of the model, p represents the accumulated
velocity parameter, and e represents the learning rate.
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When performing single-step Gibbs sampling in the initial training stages of the RBM model, as the number
of iterations increases, the numerical values of the network weights also increase. As the network weights expand,
denoted by ‘w| — +00, according to equation (3.3-3.4).

m

bj + Zwi_jvi — 00 (315)
=1

a; + Zwith — 00 (316)
j=1

Therefore, the corresponding probabilities for the hidden layer nodes and visible layer nodes change to:

P(hy=1|v)— Oorl (3.17)

P(vi =1]|h) — Oorl (3.18)

As the number of iterations increases, the sampling probabilities of the Gibbs sampling chain gradually
approach 0 or 1. That is, during each sampling, the values at each point are either 0 or 1. At this point,
the transition operator of the sampling chain loses its randomness, indicating that the parameter gradient
optimization direction is not the fastest. Moreover, the mixing rate of the Gibbs sampling chain decreases as
the randomness of its transition operator decreases[23]. This means that as the number of iterations increases
and the network weights grow, the mixing rate of the single-step Gibbs sampling chain gradually decreases,
leading to reduced accuracy in later stages. Similarly, multi-step Gibbs sampling involves K repetitions of
single-step Gibbs sampling, which confirms that multi-step Gibbs sampling may experience slower convergence
in the early iterations.

Based on the analysis above and the results in Fig. 3.3, it is evident that improving the parameter iteration
method of the RBM model in conjunction with the characteristics of the recommendation data can enhance the
efficiency of the recommendation algorithm[24, 25]. Specifically, reducing the number of sampling steps in the
sparse head of the data and increasing the sampling steps in the tail can yield more accurate data information.

Comparing the Gibbs sampling of CD-1, CD-5, CD-10, and CD-100 as shown in Fig.3.3, CD-1 exhibits
better reconstruction error during the early iterations (1-2000 iterations) compared to multi-step Gibbs sampling.
However, beyond this range, CD-10 consistently outperforms other step sizes in sampling. Therefore, the strategy
for improving Gibbs sampling steps is as follows.

1. For iterations 1 to 2000, set Gibbs sampling steps K; = 1. Execute single-step Gibbs sampling, using
equation3.3 and equation 3.4, to compute the probability distributions of visible and hidden layers.

2. For iterations 2001 to 10000, set Gibbs sampling steps Ko = 5. Execute 5-step Gibbs sampling, using
equation3.3 and equation 3.4, to compute the probability distributions of visible and hidden layers.

3.2.3. Analysis of the Improvement Characteristics of Gibbs Sampling Steps in RBM. Gibbs
sampling is a type of Markov Chain Monte Carlo (MCMC) sampling algorithm. This section analyzes the
number of Gibbs sampling steps using relevant theories from Markov chains, providing a theoretical justification
for the improvement in the number of sampling steps.

In RBM model training, hidden layer nodes and input layer nodes are sampled alternately, as described in
Equations 3.3 and 3.4. According to the Markov chain convergence theorem, if the number of possible states
for the parameters is finite, the transition probabilities of the chain are fixed, and the parameter states can
transition from any state to any other state. Therefore, when the number of steps n — 400, the Gibbs sampling
chain will converge to a stationary distribution:

WZ(.’E) = 7T1',1("E)P = 7TOPn,i es (319)

In Equation 3.19, m;(z) represents the stationary distribution of the sample x. i denotes an arbitrary state,
and S is the state space.



Research on Improved RBM Recommendation Algorithm Based on Gibbs Sampling 1027

Furthermore, according to the detailed balance criterion of Markov chains, it can obtain:

In Equation 3.20,z; and x; represent the training data. P;; and Pj; denote the Markov transition proba-
bilities.

According to Equation 3.20, the stationary distribution achieved by Gibbs sampling is independent of the
initial sampling values and depends only on the Markov transition probabilities. Combining this with the
alternating sampling probability formulas for the visible and hidden layers in the RBM algorithm (Equations
3.3 and 3.4), it can be seen that when using Gibbs sampling for iterative training of RBM model parameters,
the stationary distribution is a function of the network parameters:

71'(.1') = f(a, b>w) (3.21)

In Equation 3.21, 7(z)represents the stationary distribution of the sample x. f(6) denotes the distribution
of the parameters as a function.

The trained parameter values are denoted as 6= (a, B, W) , while the true parameter values are § = (a, b, w)
. The goal of training the RBM is to adjust the network parameters such that the trained parameter values
are as close as possible to the true parameter values.

Ab=b—1b (3.22)

Aw=w—w

Therefore, in the early stages of RBM iterative learning, when the trained parameter values are significantly
different from the true values, multiple steps of Gibbs sampling can cause the sampled values to deviate further
from the true values, resulting in multiple oscillations in the parameter values during early iterations. Single-
step sampling, however, allows for faster convergence of the parameters to the true values. In the later stages
of sampling, as the trained parameter values approach the true values, multiple-step sampling can more deeply
capture the latent features of the recommendation data, thereby improving the accuracy of parameter training.
On the other hand, single-step sampling may lead to a path with significant deviation from the true values,
making CD-1 susceptible to local minima and resulting in lower parameter accuracy in the later stages of
single-step sampling.

From the above analysis, it is evident that both single-step Gibbs sampling and multi-step Gibbs sampling
have limitations in the RBM network training process, as demonstrated by MCMC algorithms. The experimen-
tal results, as shown in Figure 3.4, further validate this from the perspective of Markov chains. This highlights
the necessity of changing the fixed sampling step size in Gibbs sampling to a phase-based variable step size.

4. The whole process of improving RBM algorithm is introduced. The improvements made to
the RBM model itself primarily focus on refining the initial values and sampling steps of Gibbs sampling.
Specifically, the random selection of Gibbs sampling initial values has been adjusted to a combination of
random selection and the previous sampling value, and the fixed Gibbs sampling steps have been changed to
staged Gibbs sampling steps. The specific improvement process is as follows: First, determine a model iteration
of 10,000 steps. Then, during iterations 1-2,000, initialize sampling with randomly selected training data from
the recommendation set and set the sampling step to 1. For iterations 2,001-10,000, use the previous Gibbs
sampling result as the sampling value and set the sampling step to 5. The algorithm process is illustrated in
Algorithm 1.

Combined with the Data pre-processing analysis, the overall process of the recommender system improve-
ment is shown in Fig.4.1.
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Algorithm 1

Step 1: Set initial values for RBM model parameters.

Step 2: Input the Yelp dataset into the visible layer of the RBM model, randomly select initial sampling values,
and adjust the fixed sampling steps to staged sampling steps, setting the staged sampling step to 1.

Step 3: Within iterations 1-2000, perform interactive sampling between the RBM visible and hidden layers
using equations 3.3 and 3.4, and update parameters using equation 3.5 with the sampled values.

Step 4: Repeat steps 2-3 for 2000 times to complete single-step Gibbs sampling with a sampling step of 1.

Step 5: Within iterations 2001-10000, change the randomly selected initial sampling value to the previous
sampling value, and adjust the 1-step Gibbs sampling step from step 2 to 5.

Step 6: Repeat steps 3 and 5 for 8000 times. Stop parameter training at iteration 10000, completing Gibbs
sampling with a step of 5.

Data pre-processing Improved RBM

Recommended
prediction results

, I

Word embedding RBM iterations

Text data

A

Gibbs sampling
GRU step number
improvement

timing sequence

N

Text feature
matrix

Gibbs sampling
initial value
improvement

Integration mechanism
y

The input matrix Input .| Analyze data
P of RBM characteristics

A,

Fig. 4.1: Personalize the recommendation process

5. Experimental analysis. The previous section analyzed the power-law characteristics of the Yelp
dataset and improved the Gibbs sampling’s random initial values and the number of sampling steps based
on the characteristics of the recommendation data. The characteristics of the improved initial values and
sampling steps were analyzed, and the effectiveness of the improved RBM algorithm was discussed from a
theoretical perspective. Therefore, this section aims to conduct an empirical analysis of the Gibbs sampling
and RBM recommendation algorithms before and after the improvements, to further explore the effectiveness
of the improved RBM recommendation algorithm.

The dataset selected for the empirical analysis is the improved Yelp dataset, which has been refined ac-
cording to the data preprocessing steps shown on the left side of Figure 4.1. This includes GRU sequential
processing of the textual information in the dataset, quantifying the different contributions of the text data
using the attention mechanism, and integrating the text data with the rating data based on user preferences.
The details of the improved Yelp dataset are shown in Table5.1.

Compare the reconstruction error metrics of the initial values and sampling steps of Gibbs sampling before
and after the improvements. Additionally, analyze the recall@K, MAE, and RMSE metrics using classical rec-
ommendation algorithms such as RBM, RTRBM, PMF, and the improved RBM algorithm. Finally, analyze the
experimental results to determine the effectiveness of the improved RBM recommendation algorithm strategy.
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Table 5.1: Features of the improved Yelp data set

Features Improved Yelp dataset
number of users 15328

number of items 37335

number of ratings 106821
number of comments 13796

number of mutual attention 4626

5.1. Introduction to the Dataset, Metrics, and Comparison Algorithms.

5.1.1. Introduction to the Dataset. The Yelp dataset is an online service and business review platform
where users can post reviews and ratings for businesses. It includes a wealth of data such as user reviews, ratings,
user information, and business information. The details of the improved Yelp dataset are shown in Table 5.1.

5.1.2. Introduction to Metrics. The effectiveness of the improvements to the RBM algorithm is mea-
sured using the following three metrics. recall@K indicates the proportion of correctly predicted positive samples
out of all positive samples.

TPQk

recallQk = m (51)

In Equation 5.1,7 PQk represents the number of correctly recommended items in the top-K recommendation
list, and F"NQE represents the number of incorrectly recommended items in the top-K recommendation list. A
higher recall@K value indicates better performance of the model’s recommendations.

MAE stands for Mean Absolute Error, and RMSE stands for Root Mean Squared Error. Both metrics are
used to measure the difference between predicted values and observed values in recommendation algorithms.

1 A
MAE = T Z | 7ui — 70 | (5.2)
(u,3)€T
1 2
RMSE = |~ Z (rui — 1) (5.3)
(u,3)€T

In Equations 5.2 and 5.3, T represents the test set, r,; and r/; denote the true rating and the predicted
rating for item by user, respectively. Generally, smaller MAE and RMSE values on the test set indicate better
accuracy in the rating predictions of the recommendation algorithm.

5.1.3. Introduction to Comparison Algorithms.

(1) Restricted Boltzmann Machine (RBM) Algorithm. Using the Yelp recommendation dataset, RBM pro-
cesses data through visible and hidden layers, employing Gibbs sampling to deeply learn the latent features of
users’ hotel choices, thereby generating hotel recommendation predictions.

(2) Improved Restricted Boltzmann Machine (RBM) Algorithm. Building upon RBM, this improved version
adjusts the sampling initial values and sampling steps of Gibbs sampling to phased sampling initial values and
phased sampling steps.

(3) Recurrent Temporal Restricted Boltzmann Machine (RTRBM) Algorithm. This algorithm can be seen
as an extension of RBM, where several RBMs are horizontally concatenated. It utilizes continuously sampled
differences from previous sampling results to effectively handle temporal information about changes in user
preferences for hotels.

(4) Probabilistic Matriz Factorization (PMF) Algorithm. This algorithm leverages both user social infor-
mation and user rating and review information. It decomposes the ”user-social attention” matrix into user
implicit factor matrices and social attention implicit factor matrices. Using these implicit factor matrices, it
predicts user ratings for hotels and generates hotel recommendation lists.
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Fig. 5.1: Comparison of reconstruction error of Gibbs sampling random initial value before and after improve-
ment

5.2. Comparative analysis of Gibbs sampling initial values. By comparing the random initial values
of Gibbs sampling with the initial values set as random for the early iterations (1-2000 iterations) and as the
values from the previous Gibbs sampling for the later iterations (2001-10000 iterations), the effectiveness of the
improved Gibbs sampling initial values can be demonstrated. Therefore, under the premise of 10,000 iterations,
the reconstruction error metrics of the initial values of Gibbs sampling before and after the improvements for
CD-1, CD-5, CD-10, and CD-100 are calculated to determine the effectiveness of the improved Gibbs sampling
initial values strategy. The experimental results are shown in Fig.5.1.

1. As shown in Fig.5.1(a), the selection of random initial values for Gibbs sampling does not satisfy the
power-law distribution characteristics of the recommendation data. This results in higher reconstruc-
tion errors for both single-step and multi-step sampling during the 10,000 iterations compared to the
improved initial values of Gibbs sampling shown in Fig.5.1(b). This demonstrates that the improve-
ment to the Gibbs sampling initial values—using random initial values in the early iterations (1-2000
iterations) and the previous sampling results in the later iterations (2001-10000 iterations)—enables the
early iterations to converge quickly and the later iterations to converge to higher precision, effectively
reducing the reconstruction error throughout the entire training cycle.

2. Meanwhile, the change in CD-1 reconstruction error before and after the improvement is minimal,
decreasing from 188 to 178 in the later stages. This is because single-step sampling converges extremely
quickly within just one iteration, resulting in a slower decrease in reconstruction error. However, the
greater the number of multi-step samplings, the larger the reduction in reconstruction error. This
indicates that multi-step sampling focuses on collecting tail data in the later stages, allowing the tail
data of the recommendation data to be intensively learned through iterations, thereby improving the
accuracy of Gibbs sampling.

3. Considering the characteristics of the Yelp dataset, users’ ratings and reviews of hotels are quite sparse,
with a sparsity level exceeding 90%. Only a few users who frequently patronize hotels and actively
review them receive a lot of attention. When the RBM recommendation algorithm learns the users’
rating and review information for hotels, it processes all user information one by one, leading to the
loss of hotel review data for the majority of users. This results in a decrease in the recommendation
accuracy of RBM. Therefore, by changing the strategy of random initial values in Gibbs sampling
and shifting the algorithm’s attention to users with more social information and hotel ratings and
reviews, the reconstruction error of Gibbs sampling can be reduced, thereby enhancing the predictive
performance of the RBM recommendation algorithm.
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Fig. 5.2: Comparison of reconstruction error between fixed Gibbs sampling steps and staged Gibbs sampling
steps

In summary, after improving the initial values of Gibbs sampling, the RBM algorithm can adjust sampling
based on the characteristics of the concentrated tail data in the recommendation dataset, making the advantages
of the improved RBM algorithm more apparent. The improved RBM algorithm is suitable for large-scale and
sparse recommendation data, enhancing the learning speed of the algorithm while ensuring the accuracy of the
recommendations.

5.3. Comparative analysis of Gibbs sampling steps. Based on the empirical analysis of the Gibbs
sampling initial values mentioned above, a similar empirical comparative analysis is conducted for the Gibbs
sampling steps before and after the improvements. By comparing the performance of fixed Gibbs sampling steps
with the strategy of single-step sampling in the early iterations (1-2000 iterations) and multi-step sampling (CD-
5) in the later iterations (2001-10000 iterations), with the initial values being random in both cases, we aim
to validate the effectiveness of phased sampling steps. Therefore, under the premise of 10,000 iterations, the
reconstruction error of fixed Gibbs sampling steps CD-1, CD-5, CD-10, CD-100, and phased sampling steps is
calculated to determine the effectiveness of the phased Gibbs sampling strategy. The experimental results are
shown in Fig.5.2.

1. As shown in Fig.5.2, during the early iterations, the phased Gibbs sampling (PGS) employs single-step
sampling, resulting in significant decreases in reconstruction errors for various fixed Gibbs sampling
steps (CD-K) and PGS. This rapid convergence indicates comparable performance across these methods.
In the later iterations, the reconstruction error of PGS is lower than that of fixed Gibbs sampling steps.
This suggests that PGS facilitates rapid convergence in the early iterations while focusing on improving
sampling precision in the later iterations, effectively enhancing the operational efficiency and accuracy
of the RBM algorithm. Furthermore, it demonstrates PGS’s ability to adapt effectively to the power-
law distribution characteristics of recommendation data by conducting multi-step sampling in the tail
data, thereby improving the accuracy of Gibbs sampling.

2. According to the analysis of the reconstruction error characteristics of Gibbs sampling before improve-
ment, fixed Gibbs sampling steps do not conform to the power-law characteristics of the Yelp dataset.
From the reconstruction error characteristics of PGS shown in Fig.5.2, it is evident that throughout the
10,000 iterations, PGS consistently maintains lower reconstruction errors compared to fixed sampling
steps. This indicates that PGS can effectively leverage the rich information of users in the Yelp dataset,
enabling better selection and prediction of hotels.

3. During the initial 2000 iterations, whether using single-step or multi-step Gibbs sampling, the recon-
struction error shows a significant decrease followed by a slight increase. This pattern is determined
by the characteristics of the Yelp dataset. In the early stages of recommendation prediction, the Yelp
dataset allows RBM to learn and predict recommendations based on limited information. This initial
learning involves deep learning of relevant information from scratch, acquiring data features, and thus
achieving a significant decrease in reconstruction error after a few Gibbs iterations. However, the
majority of users in the dataset have sparse information, providing minimal evaluations on aspects
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Table 5.2: Comparison of performance indicators of different recommendation algorithms

Recommendation
algo- Improved
rithm RBM RBM RTRBM PMF
Indicators
recall@K 0.728 0.763 0.731 0.712
MAE 0.801 | 0.833 | 0.741 | 0.702 | 0.778 | 0.764 | 0.862 | 0.848
RMSE 1.291 | 1.227 | 1.114 | 1.031 | 1.201 | 1.126 | 1.429 | 1.354

such as hotel location and cuisine. Due to the drawbacks of fixed single-step and multi-step Gibbs
sampling namely, insufficient precision in the later stages and high time costs respectively the original
RBM algorithm struggles to efficiently predict recommendations based on the characteristics of the
Yelp dataset.

In conclusion, throughout the entire iteration cycle, PGS demonstrates its ability to balance the parameter
iteration of the RBM algorithm, allowing the network to converge to a higher precision. Specifically, in the
early stages of the algorithm’s recommendation learning, single-step Gibbs sampling facilitates faster parameter
convergence, enabling the parameters to approach the true values. In the later stages, rapid parameter con-
vergence through multi-step sampling also helps the parameters to converge to the true values. This indicates
that the improvement in Gibbs sampling steps is meaningful and can effectively enhance the recommendation
efficiency of the RBM.

5.4. Performance Comparison Analysis of Different Recommendation Algorithms. In addition
to comparing the initial values and sampling steps of Gibbs sampling before and after improvement, it is also
essential to conduct a comparative analysis between the improved RBM algorithm and other classical recom-
mendation algorithms to assess the performance of the improved RBM. This section will compare the original
RBM algorithm, Recurrent Temporal Restricted Boltzmann Machine (RTRBM) algorithm, Probabilistic Ma-
trix Factorization (PMF) algorithm, and the improved RBM algorithm based on recall@K, MAE, and RMSE
metrics. This comparison aims to demonstrate the effectiveness of the improved RBM algorithm.

5.4.1. The results of the experiment. A comparison was made between the classic recommendation
algorithms and the improved RBM. The performance of the algorithms was evaluated using metrics such as
recall@K, MAE, and RMSE. The performance comparison results for different recommendation algorithms are
shown in Table 5.2. The performance of the algorithms was tested using different test set sizes, with the test
sets being 70% and 80%, and the prediction sets being 30% and 20%. In Table 5.2, the MAE and RMSE values
on the left side correspond to the predictions with the 70% test set, while those on the right side correspond to
the predictions with the 80% test set.

5.4.2. Analysis of experimental results.

1. As shown in Table 5.2, the recall@QK value of the improved RBM algorithm is 0.763, which is higher
than that of the other algorithms. In terms of MAE and RMSE, when the test set is 70%, the improved
RBM algorithm yields values of 0.741 and 1.114, respectively, which are lower than those of the other
algorithms. When the data sparsity is further reduced, the improved RBM algorithm values decrease to
0.702 and 1.031. This clearly demonstrates that the improvements made to the sampling initial values
and sampling steps of the RBM algorithm, considering the power-law characteristics of the dataset,
effectively enhance both the efficiency and accuracy of recommendation predictions.

2. All metrics in Table 5.2 demonstrate that the performance of the improved RBM algorithm surpasses
that of the original RBM algorithm. This indicates that compared to the original RBM algorithm,
the improved RBM algorithm can deeply learn various aspects of information from the Yelp dataset,
including user preferences for hotel location, cuisine, service, and social interactions, thereby achieving
superior recommendation performance. During the early stages of algorithm iteration, RBM recom-
mendation involves the transmission and updating of data between visible and hidden layers to learn
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relevant features based on user preferences for hotel selection. Therefore, when randomly selecting
recommendation data during Gibbs sampling to gather diverse user hotel preference information and
mitigate the limitations of single sampling, it effectively reduces algorithm runtime and enhances recom-
mendation efficiency.Similarly, in the later stages of iteration, due to the continuity of user information,
the RBM algorithm needs to learn temporal user characteristic information, acquiring hotel consump-
tion information and characteristics over time to better understand changes in user hotel preferences.
Hence, considering the temporal aspects and refining the interpretation of user preference features
during Gibbs sampling can effectively improve algorithm performance.

3. The recommendation prediction performance of the RTRBM algorithm lies between that of the im-
proved RBM algorithm and the RBM algorithm. The recall@K value of RTRBM is 0.731, which is
greater than the values of 0.728 for RBM and 0.712 for PMF. For both the 70% and 80% test sets, the
MAE and RMSE values are 0.764 and 1.126, respectively, both of which are higher than the values of
0.833 and 1.227 for RBM, and 0.848 and 1.345 for PMF. This suggests that user preferences for hotels
in the Yelp dataset change over time, showing temporal dynamics where preferences in one period
influence those in subsequent periods. RTRBM demonstrates efficient capabilities in collecting and
organizing user feature information and capturing temporal changes in hotel preferences. This enables
it to make highly accurate recommendation predictions within a relatively short timeframe.

4. The recommendation prediction performance of the PMF algorithm is relatively poor. the recallQK,
MAE, and RMSE values are 0.712, 0.848 and 1.354, respectively when the test set is 80%.This could be
attributed to the PMF algorithm’s reliance solely on implicit factor matrices to predict user hotel pref-
erences, without adequately addressing the temporal dynamics of user data. Furthermore, influenced
by the sparsity of the dataset, the matrix sparsity in PMF leads to decreased accuracy in prediction
results.

In summary, regardless of which metric is used to assess recommendation accuracy, the improved RBM algo-
rithm consistently outperforms others. This demonstrates that the improved RBM algorithm, which considers
the characteristics of the input dataset, achieves the best recommendation performance.

6. Conclusion. Most of the studies do not consider the characteristics of real data sets when making
recommendation prediction, so this paper studies the power-law distribution characteristics of recommendation
data, according to this characteristic, a novel recommendation and prediction algorithm based on improved
RBM model is proposed.

According to the long tail characteristic of the recommendation data, the recommendation algorithm is
required to collect the recommendation tail data and to study and analyze the tail data deeply. Therefore,
the main algorithm in RBM, Gibbs sampling, has been modified: random sampling for initial stages and using
the previous sampling results as initial values in later stages, alongside phased sampling steps. This approach
aims to concentrate on collecting data from the tail end of recommendations, iteratively analyzing this data to
enhance algorithm performance.

Subsequently, the improved Yelp dataset is selected as the training data for the RBM algorithm, and
ablation experiments are conducted on Gibbs sampling. The improved RBM is then compared and analyzed
against the original RBM, RTRBM, and PMF algorithms. Experimental results demonstrate that the improved
RBM algorithm outperforms the other three algorithms in prediction accuracy. It accurately predicts user hotel
preferences, effectively enhancing the recommendation prediction capability of the RBM algorithm.
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TASK OFFLOADING AND COLLABORATIVE BACKHAUL SYSTEM BASED ON
MULTI-LEVEL EDGE COMPUTING IN THE INTERNET OF VEHICLES

JIN LIN* ZEQIN LI} RUOFEI WANG! RUYUE GONG$ AND HONGJING WUT

Abstract. With the development of 5G and the Internet of Vehicles, diverse in-vehicle services continue to emerge. Computation-
intensive and delay-sensitive in-vehicle tasks pose significant challenges to in-vehicle devices and represent one of the bottlenecks
limiting the development of Internet of Vehicles technology. This paper proposes a Speed-Sensitive Offloading (SSO) and collabora-
tive backhaul solution to address the problem of task offloading and result backhaul failure caused by vehicle movement, including
a multi-level MEC architecture solution, speed sensitive task offloading and an MEC collaboration-based task return scheme (SS-
COM). Through preliminary experimental verification, as the number of vehicles increases, the average task offloading time of
all schemes shows an upward trend, but the SSCOM scheme has the smallest increase; compared with the schemes of random
offloading, speed-prioritized and data-volume-prioritized offloading, the present scheme can signifi- cantly reduce the average task
offloading time; collaborative backhaul can also solve the problem of result backhaul failure caused by vehicles driving out of the
coverage area, etc., can improve the task backhaul success rate and MEC resource utilization rate by at least 5%.

Key words: Multi-level Edge Computing, Vehicle, Offloading, Backhaul, Velocity Sensing

1. Introduction. Currently, 5G and vehicular networking technologies are rapidly advancing, enabling
mobile vehicles to interconnect with networks, artificial intelligence, and other intelligent terminal devices. At
the same time, various in-vehicle services continue to emerge, such as online navigation, road condition recog-
nition, audio-visual entertainment, and autonomous driving [2, 14]. Although 5G communication technology
has improved data transmission speeds, the high mobility and dynamism of vehicles pose significant challenges
to in-vehicle devices for computationally intensive, latency-sensitive tasks such as task offloading and collab-
orative backhaul [8]. An effective solution is to offload computational tasks to cloud servers[11]. However,
for delay-sensitive tasks, the delay caused by inter-cloud transfers is almost unacceptable. For example, the
delay requirement for task response in autonomous driving is only 5-10ms [5]. In addition, a large number of
in-vehicle tasks sending data to the cloud at the same time can also put a huge pressure on the bandwidth of
the core network [6].

The emergence of Multi-Access Edge Computing (MEC) [16] provides the possibility to solve this challenge.
MEC technology sinks the computing power of the cloud to the edge, and takes advantage of the edge’s close
proximity to the end-users to effectively reduce the transmission delays of tasks and optimize the user experience
[4]. In the application scenario of Internet of Vehicles, MEC is deployed at the edge side of the network such
as Road Side Unit (RSU). Therefore, users can offload computational tasks to MEC servers through Vehicle to
Infrastructure (V2I) communication, thus relieving the computational pressure on in-vehicle devices, reducing
the power consumption of in-vehicle devices, and the transmission delay of tasks [18]. On the other hand, RSUs
can also obtain the position, speed and other information of vehicles within the coverage area through V2I
communication [15], which provides the possibility for optimal scheduling of vehicle resources.

This paper proceeds to delve into the design and evaluation of a dynamically adaptive multi-level MEC
framework. It initiates by addressing task offloading optimization under vehicle mobility constraints and in-
troduces a speed-sensitive offloading strategy. Following this, a collaborative backhaul system is proposed to
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tackle issues related to task result returns when vehicles exit RSU coverage zones. The paper further presents
an improved genetic algorithm tailored for task prioritization and scheduling, and evaluates its efficacy through
rigorous experimentation. In conclusion, the paper delves into the intricacies of a pivotal real-time position
updating mechanism integrated within the MEC servers. This mechanism is designed to significantly bolster
the system’s responsiveness and adaptability. It operates by dynamically synchronizing the geographic coordi-
nates of vehicles with the multi-level MEC architecture, ensuring that the computational offloading and result
backhaul processes are aligned with the vehicles’ instantaneous positions. The seamless interaction with the
MEC hierarchy is facilitated through a suite of algorithms and protocols that are adept at handling the velocity
and mobility patterns of vehicles. These include, but are not limited to, geo-fencing algorithms for defining
coverage areas, vehicle mobility prediction models that forecast short-term movement based on historical data,
and real-time communication protocols that enable efficient information exchange between the vehicle and MEC
nodes.

2. Related Works. The high mobility and dynamics of vehicular networks pose significant operational
challenges, especially in the context of 5G and the Internet of Things (IoT). In these environments, the fast
movement of vehicles leads to frequent switching and coverage transitions, which affects the stability and
efficiency of task offloading and collaborative backhaul. Recent research has highlighted the importance of
addressing these challenges. Sheng et al. [12] demonstrated that in edge sensor networks, tasks can be divided
into subtasks for distributed processing. However, their work did not adequately consider the impact of vehicle
mobility on the effectiveness of task offloading. Similarly. Chen et al. [3],You and Huang [17] focused on the
division of computational tasks but did not sufficiently address the challenge posed by the movement of vehicles.
Zhou et al. [20] developed a model for task segmentation that ensures all subtasks can be fully offloaded to the
Multi-access Edge Computing (MEC) infrastructure before the vehicle exits the current coverage area. This
approach mitigates the issue of task offloading failure due to vehicular mobility. Cao et al. [1] proposed a
scheme to divide onboard tasks into independent subtasks, reducing the volume of data to be offloaded to the
MEC. Ji and Jiang [19] considered the dependencies between subtasks and used genetic algorithms to solve the
multi-site cooperative computational offloading problem.This minimizes the time overhead associated with the
offloading of individual subtasks.Our work builds upon these foundations by introducing a novel speed-sensitive
task offloading scheme designed specifically for fleets of vehicles. Unlike previous studies, our focus is on the
prioritization and scheduling of multiple task offloading scenarios to ensure successful offloading before vehicles
leave the coverage area. Moreover, our approach incorporates a real-time position updating mechanism that
leverages MEC collaboration to enhance the success rate of task return, even as vehicles move across different
coverage areas. Sun et al. [13] proposed predicting the position of a vehicle at the time of task completion
based on factors such as running speed and trajectory, and introduced two distinct offloading strategies. Their
work highlights the need for predictive algorithms to manage the offloading process effectively. Our research
complements this by providing a solution that not only predicts but actively manages the offloading process
in real time, taking into account the dynamic nature of vehicular networks. Ning et al. [9] proposes a traffic
control system deployed at the base station. Utilizing the feature that the coverage of the base station is larger
than the RSU, it obtains the real-time position information of the vehicle and returns the results of the task
processing to the vehicle. Li et al. [7] also adopts a centralized control approach to determine whether the
processing results are returned successfully or not based on the signal-to-noise ratio between the vehicle and
the RSU. However, the centralized control approach not only introduces additional transmission delay, but
also reduces the flexibility of system deployment and becomes another form of “cloud” [10]. Therefore, this
paper proposes a dynamically changing multi-level MEC architecture, which increases the flexibility of system
deployment while improving the success rate of backhauling through MEC collaboration instead of cloud-side
collaboration.

In contrast to previous research, we focus on sequencing the fleet’s tasks to ensure that offloading is
completed in a timely manner before the vehicles leave the coverage area. This approach addresses the problem
of failed task offloading due to vehicle movement. We introduce a collaborative backhaul system that leverages
cooperation between MECs to improve the success rate of processing result returns. This addresses the problem
of failed result returns when vehicles leave the RSU coverage area. We have improved the genetic algorithm
specifically for task prioritisation and scheduling, which improves the responsiveness and flexibility of the system.
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Our solution ensures that vehicles can quickly offload tasks and receive results even in high-mobility situations,
resulting in a safer and more responsive autonomous driving experience.

In conclusion, previous research has not fully addressed the operational challenges specific to in-vehicle
networks, such as the need for real-time location updates, scalability, computational complexity, and security
and privacy concerns. In this paper, we investigate speed-sensitive task offloading and co-return schemes in
vehicular networks (VNETSs) and introduce a dynamically evolving multi-layer MEC architecture that optimises
the efficiency of task offloading and significantly improves the success rate of task return, thus providing a
solution to the challenges posed by vehicular mobility in 5G and Internet of Things (IoT) environments.

3. System Architecture and Achemes.

3.1. Dynamically Changing Multi-level MEC Architecture. In vehicular networking, Road Side
Units (RSUs) have a specific coverage area, and when a vehicle enters an RSU’s coverage, it establishes a
Vehicle-to-Infrastructure (V2I) connection. The Multi-access Edge Computing (MEC) server connected to the
RSU provides computing resources to vehicles within the coverage area. As vehicles leave one RSU’s coverage,
they connect to the next RSU. RSUs also establish wired or wireless connections with other RSUs, creating a
larger connection range than the V2I range. As shown in Figure 3.1, when a vehicle enters an RSU’s coverage
and generates a computational task, the MEC server for that RSU becomes the superior MEC, while other
connected MEC servers become subordinate MECs. The superior MEC decides on task offloading, while
subordinate MECs provide information on local link status, vehicle position, and computational capacity. Each
MEC acts as both a superior and subordinate MEC, forming a dynamic hierarchical structure. This structure
facilitates improved coordination and resource allocation. The superior MEC decides whether to offload a task
to itself or to a subordinate MEC based on computational capacity, link quality, and vehicle velocity. It also
coordinates with other superior MECs to ensure seamless task offloading and result return as vehicles move
across different RSU coverage areas. The hierarchical structure optimizes task offloading and result return
success rates, enabling informed decisions based on real-time information from subordinate MECs, adapting to
vehicle mobility and optimizing resource utilization. Collaboration between superior and subordinate MECs
ensures service continuity and minimizes average task offloading time by dynamically allocating tasks to the
most suitable MEC based on network conditions and vehicle trajectory. Proactive task offloading by the superior
MEC to subordinate MECs in anticipation of vehicle movement reduces the likelihood of offloading failure due
to exiting RSU coverage. In summary, the dynamically changing multi-level MEC architecture provides a
flexible and scalable framework for managing computational tasks in vehicular networks, effectively handling
high mobility challenges and ensuring seamless service delivery.

3.2. Multi-level MEC architecture sorts offloading tasks. At moment ¢, there are multiple vehicles
within the coverage area of a single RSU, and each vehicle may generate computational tasks. It is assumed
that the communication mode between the RSU and the vehicles uses time-division multiplexing. Due to the
limited link resources, the superior MEC must sort all the tasks generated at the moment, as shown in Fig. 3.2.
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Fig. 3.2: Sorting of tasks by superior MECs

The task with the serial number n must wait for the previous n-1 task to finish offloading before it can
be offloaded. Since the vehicle is always on the move, the position of the vehicle corresponding to the task
number n has changed when the previous n-1 task has finished offloading, therefore, the following effects may
be caused: 1) the distance between the vehicle and the RSU changes: the change in distance will lead to the
change in the link state between the vehicle and the RSU, resulting in the change of the task n offloading time,
and ultimately leading to the change of the average task offloading time; 2) the vehicle moves out of the current
RSU coverage area, and the average task offloading time changes.

Therefore, the superior MEC needs to consider how to sort all the tasks generated at a moment in time
t to reduce the average task offloading time while ensuring that the vehicle does not drive out of the current
coverage area.

4. System Schemes. In the future intelligent transportation system (ITS), there will be a lot of nego-
tiations between vehicles and vehicles (V2V) and vehicles and roads (V2I), which will generate a lot of task
offloading and backhaul optimization problems. In the process of data transmission between vehicles, multilat-
eral server vehicles, etc., many data services must be performed within a specified time, such as path planning
services, information, entertainment and information transmission services. Therefore, the Internet of Vehicles
needs to focus on how to reduce the latency of network data transmission. The use of edge computing resources,
as well as the use of network function virtualization and software defense network technology, can greatly im-
prove the efficiency and quality of end users to obtain services and reduce latency and energy consumption in
data processing.

We define vehicles as autonomous agents that can act as temporary storage and computation resources
for nearby vehicles, especially when the central server is overloaded or unavailable. Vehicles can perform
temporary storage and computation tasks for other vehicles during peak traffic periods or in areas with limited
MEC server coverage. Roadside Units (RSUs) act as communication nodes that collect information from the
vehicles and forward it to the appropriate MEC servers, providing real-time updates about link status and
computational capacity. As shown in Table 4.1, the differences between traditional and vehicular network
operations are summarised.Strategically deployed Mobile Edge Computing (MEC) servers handle offloaded
tasks and can operate in a centralised or decentralised manner, managing tasks over a large area or within a
smaller geographic area, respectively. The task offloading mechanism utilises a genetic algorithm executed by
the centralised MEC servers, which makes informed decisions on task offloading based on information provided
by RSUs and vehicles.

4.1. Speed Sensitive Task Offloading Based Scheme. Speed Sensitive Computing Offloading Model
(SSCOM), a speed-aware task offloading scheme based on the classical offloading model, adds the consideration
of vehicle speed and the constraints of the vehicle crossing the zone situation. The offloading model is as shown
in Fig. 4.1, this scheme uses the highway as the horizontal coordinate. the RSU is located on one side of
the highway, and the perpendicular distance from the highway is y9. Assuming that the coverage area of the
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Table 4.1: Differences between traditional and in-vehicle network operations

Traditional Network Operations Vehicular Network Operations

Centralized servers provide all services Centralized servers, decentralized nodes, and autonomous agents

Static network topology Highly dynamic and mobile network topology

Limited peer-to-peer communication Extensive peer-to-peer communication and cooperation

Fixed resource allocation Adaptive resource allocation based on vehicle density and mobility

Predominantly static security measures | Dynamic security and privacy measures that adapt to the changing net-
work environment

Superior MEC Server
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Fig. 4.1: Internet of Vehicles Scenario

RSU is L, the left boundary of the coverage area of the RSU is used as the starting point of the horizontal
coordinate. Therefore, the coordinates of this RSU are ( %, yo). Assume that all vehicles will not collide, the
vertical coordinates are all 0, the speed of vehicle is v,,, and all vehicles are traveling at a uniform speed within
the coverage area of the RSU.

At moment t, vehicle u generates a computational task that needs to be offloaded. At this time, the
horizontal distance between vehicle v and the left boundary of the RSU is X, (¢) and the vertical distance
is yo. At the same moment, there are other vehicles that generate tasks, and their task offloading order is
prioritized over the vehicle u. The set of these vehicles is pre(u). Therefore, the vehicle has to wait for a time
of A, = Zmepre(u) T, . The distance traveled by the vehicle during the waiting time is v,A,. At this time,
the vehicle’s horizontal coordinate is X, (t + Ay) = Xu(t) + v,A(uw) and the distance from the RSU can be
expressed as:

L
ru(t) = \/yg + (Tu(t +Ay) — 5)2 (4.1)
At time t 4+ A,,, the data transmission rate between the vehicle and the RSU is:
Pyhy(t

u

where B is the bandwidth of the link channel, P, is the transmit power of vehicle u, o2 is the Gaussian white
noise power, and h,, is the channel gain parameter. h,, is related to r,(t + A,):

hy(t) = U

T Tt AL)° (4.3)
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where h is the channel fading factor of the upload link and ¢ is the path loss factor. It is assumed that the
position of vehicle u does not change during the offloading of its own task. Vehicle u consumes the time to
offload the task of size D, at moment ¢ + A, as:

Dy D

Tu(t) N R B - h2 (4.4)
u(t) P, \/y2+(1 (Dtvu 3 L)
BNlog | 1+ ot (zu v Smepre(u) Tm =3

Tu

Assuming that the set of vehicles at time ¢ is U and the number of tasks is N (each vehicle generates one
task), the average task offloading time is:

U U
=y - — (4.5

P, G
u V3@ +vu e pre(u) Tm—5)
2

BNlog | 1+

GTL

Assuming that the superior MEC offloads the tasks using the sorting method A , the following optimization
objective is in place:

m%iln T(t) (4.6)

In prevent the vehicle from driving out of the coverage area of the RSU at the moment , the superior MEC
also needs to consider the following constraints during the sequencing:

Xu(t+A,) <L (4.7)

Assuming that there are a total of NV tasks at time ¢, there are N! possible sorting methods. Therefore, in
this paper, a genetic algorithm is used to solve the optimal offloading sorting scheme.

4.2. MEC Collaboration-Based Processing Result Return Scheme. During the time the MEC is
processing the task, the vehicle may have already driven out of the RSU’s coverage area. Even if the MEC
is able to predict the vehicle’s position from the vehicle’s historical travel speed and return the result via
inter-RSU communication, there is no guarantee that the vehicle can be found at the target MEC.

Therefore, based on the unpredictability of vehicle user behavior, this paper introduces a real-time position
update mechanism on MECs. A mapping table is maintained on each MEC. The table records the task currently
being processed, and the RSU serial number of the task corresponding to the latest passing of the vehicle.

Assume that the vehicle has successfully offloaded the task to the superior MEC. The vehicle remains on
an unpredictable driving trajectory while the superior MEC is processing the in-vehicle task. Therefore, the
superior MEC divides the processing time of the task into multiple fixed-size time slots 7. At each time slot
7, the superior MEC sends a vehicle position update request message to the subordinate MEC, and keeps
updating the serial number of the RSU in which the vehicle is located. When the task processing is finished,
the superior MEC transmits the processing result back to the vehicle via inter-RSU communication based on
the updated position information. The MEC acting as the superior MEC is itself a subordinate MEC to other
MECs, so this MEC also responds to vehicle position update requests from other superior MECs. The superior
MEC processing is shown in Fig. 4.2.

Assume that the vehicle u offloads tasks Ku to the superior MEC. The superior MEC initiates position
requests for the vehicle at fixed intervals. The data volume of the position request is very small, and thus imposes
a negligible transmission delay. The superior MEC first checks whether the vehicle is in the coverage area of
its own RSU. If it is, it updates the value in the mapping table; if it is not, it obtains the vehicle information
from the subordinate MEC corresponding to the RSU through the corresponding RSU serial number in the
mapping table. If the subordinate MEC also has no vehicle information, it indicates that the vehicle has driven
out of the current range. However, since the subordinate MEC is the latest position of the vehicle during the
last time. So it is easier to get the vehicle’s position information by initiating a query from that lower.
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Fig. 4.2: Position of the vehicle corresponding to the superior MEC update task

4.3. Overcoming Algorithm Efficiency and Resource Management Challenges. The SSCOM
solution addresses the challenges of algorithm efficiency and resource management in a dynamic vehicle envi-
ronment. In order to reduce the computational intensity of the genetic algorithm used for task prioritisation
and scheduling, parameters are optimised to achieve a balance between computational efficiency and solution
quality. SSCOM dynamically assigns tasks to the most appropriate MEC servers based on network conditions
and computational power, using a hierarchical MEC architecture where the upper-level MECs make informed
decisions about task offloading, while lower-level MECs provide real-time information. This ensures efficient
task execution and resource utilisation, minimising latency. The dynamically changing multi-level MEC ar-
chitecture of the scheme facilitates seamless task offloading and result return, adapting to the high mobility
and dynamic nature of in-vehicle networks. The genetic algorithm has a computational complexity of O(10%),
which makes it feasible to deploy in real vehicle networks considering the modest memory and CPU require-
ments. Thus, SSCOM ensures efficient task offloading and resource utilisation, making it a practical solution
for vehicular networks.

5. Experiments. Based on the above system scheme, this paper conducts simulation experiments on the
offloading scheme. The optimization objective of the speed-aware task offloading scheme is to minimize the
average task offloading time of the task under the constraint that all vehicles do not drive out of the RSU range.
For the NP problem, this scheme is solved using a genetic algorithm. It is assumed that the number of genes N
on the chromosome represents the number of momentary tasks. Each gene represents the vehicle number that
generates the task. One arrangement of genes on the chromosome represents one possible arrangement of task
offloading. The specific process of the experiment is as follows.

5.1. Parameter Selection.

5.1.1. Parameter Selection. The parameters of the genetic algorithm have a significant impact on the
performance of the SSCOM scheme, particularly the mutation probability, replacement probability, and the
number of genetic iterations. To achieve optimal performance, we employ the method of controlled variables
to study the effects of these parameters on the average task offloading time.

a) Mutation Probability: The specific settings are the initial population size of 1000, the number of genes
(vehicles generating tasks) is 100, the number of iterations is 1000, and the mutation probability varies
over the range [0, 0.1]. As shown in Figure 5.1, the average task offloading time tends to decrease within
the range [0, 0.04] and then increases with further increases in the mutation probability. Therefore,
the mutation probability chosen for this scheme is 0.04 (Figure 5.1)

b) Replacement Probability: The specific settings are the initial population size of 1000, the number of
genes is 100, the number of iterations is 1000, and the replacement probability varies over the range
[0, 1]. As depicted in Figure 5.2, the replacement probability chosen for this scheme is 0.5, as it
provides the optimal balance between introducing new chromosomes and maintaining diversity in the
population.

¢) Number of Genetic Iterations: The specific settings were the initial population size set to 1000, the
maximum number of iterations set to 1500, the number of genes set to 40, 80, and 120, respectively,
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the mutation probability is 0.04, and the replacement probability is 0.5. The number of iterations
that yields the most stable performance without excessive computational overhead is selected. It is
determined that the optimal number of iterations is 1000, balancing the trade-off between convergence
speed and solution quality.

5.2. Test Process and Results.

5.2.1. Program Selection and Setup. Based on the parameter selection experiments described in Sec-
tion 5.1.1, we now conduct the main simulation experiments to evaluate the SSCOM scheme. The experimental
parameters involved in this experiment are shown in Table 5.1.

5.2.2. Algorithm Performance. To evaluate the performance of the SSCOM scheme, we vary the num-
ber of vehicles and observe the changes in the average task offloading time. As illustrated in Figure 5.3, when
the number of vehicles is low, the difference between the schemes is minimal due to the limited number of tasks.
However, as the number of vehicles increases, the SSCOM scheme achieves the optimal average task offloading
time relative to the other schemes. For instance, at a high density of 120 vehicles, the average offloading time
for the SSCOM scheme is 37 ms, which is 32% lower than the random offloading scheme (49 ms), 18% lower
than the speed-first offloading scheme (45 ms), and 16% lower than the data-volume-first offloading scheme (43
ms).
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Table 5.1: Parameters of simulation experiment

Experimental Parameters Value
Link channel bandwidth B 10MHz
Vehicle transmit power P, 500mW
Channel fading factor h 1
Path Loss Factor § 4
RSU Coverage L 400m
RSU distance from yo 10m
Gaussian white noise power o2 -100dB
Vehicle speed v, [16, 32]m/s
Number of vehicles N [10, 150]
Task data size Dy [0.1, 3.1]MB
Number of populations 1000
Maximum number of iterations 1000
Mutation probability 0.04
Replacement probability yo 0.5
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Fig. 5.3: Effect of the number of iterations on the performance of the scheme

5.2.3. Computational Resource Requirements. The SSCOM scheme requires computational resources
for the genetic algorithm to run, which includes memory for storing the population and fitness values, and CPU
cycles for performing the genetic operations. The memory requirement is proportional to the population size
and the number of genes, and the CPU requirement is proportional to the computational complexity of the
algorithm. Given the parameters used in the SSCOM scheme (Table 5.1), the memory requirement is moderate,
as the population size is 1000 and the number of genes is 100. The CPU requirement is also reasonable, given
that modern computing hardware can efficiently handle the computational complexity of O(10%).

5.2.4. Comparative Analysis. To further understand the performance of the SSCOM scheme, we ana-
lyze the average vehicle traveling speed and the average data volume of tasks for each group of tasks in the case
of a group of tasks with 10 vehicles when the number of vehicles is 100. As shown in Figure 5.4, the speed-first
offloading scheme prioritizes tasks associated with faster vehicles, whereas Figure 5.5 demonstrates that the
data volume priority offloading scheme favors tasks with larger data volumes. In contrast, the SSCOM scheme
takes into account both the speed and data volume to optimize performance.

5.2.5. Testing Results. We conducted experiments with varying vehicle densities to examine the SSCOM
scheme’s behavior under different traffic conditions. The density ranged from low (20 vehicles) to high (120
vehicles) in the RSU coverage area. As shown in Figure 5.6, the SSCOM scheme consistently performed well,
maintaining a lower average task offloading time compared to alternative schemes, even as the number of vehicles
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increased. Specifically, at a high density of 120 vehicles, the average offloading time for the SSCOM scheme
was 37 ms, which is 32% lower than the random offloading scheme (49 ms), 18% lower than the speed-first
offloading scheme (45 ms), and 16% lower than the data-volume-first offloading scheme (43 ms).

5.3. Analysis and Extension.

5.3.1. Detailed Analysis of the Genetic Algorithm. The genetic algorithm used in the SSCOM
scheme is tailored to the specific needs of vehicular networks. The optimization objective is to minimize the
average task offloading time of the task under the constraint that all vehicles do not drive out of the RSU
range. As mentioned earlier, the number of genes on the chromosome represents the number of momentary
tasks. Each gene represents the vehicle number that generates the task. One arrangement of genes on the
chromosome represents one possible arrangement of task offloading. The genetic algorithm operates with a
population size of 1000, a maximum number of iterations of 1000, and a mutation probability of 0.04. These
parameters were selected based on the parameterization experiments described in Section 5.1.1.

5.3.2. Algorithm Complexity Amnalysis. The SSCOM scheme utilizes a genetic algorithm for task
prioritization and scheduling. The complexity of the genetic algorithm is influenced by the number of genes,
the population size, and the number of iterations. The computational complexity of the genetic algorithm can
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be estimated as O(N * P x I), where N is the number of genes, P is the population size, and I is the number
of iterations. For the SSCOM scheme, the number of genes (N) is set to 100, the population size (P) is set to
1000, and the number of iterations (I) is set to 1000. Therefore, the computational complexity of the genetic
algorithm in the SSCOM scheme is approximately O(10%).

5.3.3. Scalability and Practicality. The SSCOM scheme is designed to be scalable and practical. The
genetic algorithm used for task prioritization and scheduling has a computational complexity of O(10%), which
is feasible for deployment in realistic vehicular networks. The memory and CPU requirements are moderate
and can be met by current computing hardware. The SSCOM scheme ensures efficient task offloading and
resource utilization, making it a practical solution for vehicular networks.

6. Operational issues. To address the operational complexities inherent in vehicular networks, we concen-
trate on five key business challenges: task offloading at varying speeds, collaborative backhaul during coverage
range transitions, real-time location updates, scalability and computational complexity, and security and pri-
vacy. These challenges are critical to the effective operation of vehicular networks and require comprehensive
solutions.

6.1. Security and Privacy. To ensure data security and privacy, we propose implementing centralized
solutions that incorporate secure data transfer protocols, specifically Transport Layer Security (TLS) and Data-
gram Transport Layer Security (DTLS), to encrypt data both in transit and at rest. Robust access control
mechanisms are essential to regulate who can offload tasks and receive results. Authentication mechanisms
are included to verify the identities of vehicles and users, preventing unauthorized access. We also recommend
encrypting and protecting both static and dynamic data using end-to-end encryption for data transmission and
strong encryption algorithms, such as the Advanced Encryption Standard (AES) or Elliptic Curve Cryptogra-
phy (ECC), for storing data. Mutual authentication protocols should be implemented between superior and
subordinate MEC (Mobile Edge Computing) nodes to ensure that only legitimate MEC nodes can communicate,
and that data is returned only to vehicle-related MEC nodes.

6.2. Realistic Validation. For realistic validation, we propose a comprehensive experimental setup that
includes both simulations and field trials. Extensive simulations using real-world vehicular network scenarios
will evaluate the performance of our proposed scheme. Field trials, conducted in collaboration with industry
partners, will assess the practicality and effectiveness of the solution under realistic conditions.

6.3. Real-Time Location Updates. To integrate real-time location update algorithms into a multi-tier
MEC architecture, we propose a scalable and flexible approach involving deploying real-time location services
on MEC servers. These services update vehicle locations as they move within the network, ensuring that all
relevant MEC servers are synchronized. This maintains the operational integrity of the vehicular network and
supports the efficient management of tasks and resources.
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7. Conclusion. This paper has presented a dynamically changing multi-level MEC architecture aimed
at minimizing average task offloading times without compromising on-service continuity for vehicles traversing
RSU coverage areas. By integrating vehicle speed and crossing scenarios into the classical offloading model,
our proposed Speed Sensitive Collaborative Offloading and Backhaul (SSCOM) scheme has demonstrated a
superior capability to minimize offloading times and enhance the task return success rate by at least 5%,
outperforming conventional methods.It‘s practical significance lies in facilitating seamless and efficient service
delivery in IoT environments, where timely data processing and reliable information feedback are critical. The
SSCOM scheme ensures that vehicles can swiftly offload tasks and receive processed results even amidst high
mobility, contributing to safer and more responsive autonomous driving experiences.

However, this study also has its limitations. Firstly, the parameter settings and scenario design in the
simulation experiments are relatively simplified; future work should further validate the effectiveness of the
proposed schemes in more complex real-world environments. Secondly, this paper’s schemes primarily focus
on the performance of task offloading and result return, with less in-depth discussion on security and privacy
concerns during the task offloading process. In future work, we intend to incorporate security mechanisms to
ensure the safe transmission of data and the protection of privacy.Looking ahead, we anticipate that research in
the field of vehicular networking will progress towards more intelligent, service-oriented, and secure development.
With the proliferation of 5G technology and the enhancement of edge computing capabilities, vehicular networks
will be able to offer richer and more efficient services.
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STUDY ON COST-SHARING METHOD OF POWER GRID ENGINEERING OPERATION
AND MAINTENANCE BASED ON DEMATEL METHOD AND RANDOM FOREST *

HE PUYU{ ZHAO MENGZHU} WANG QIAN} YU GUANGXIUY ZHAO KUIYUN/ AND WANG CHAO**

Abstract. The transmission and distribution (T&D) tariff reform raises higher requirements for the control of operation and
maintenance (O&M) cost in power grid engineering. By constructing a model analyzing the O&M cost influencing factors, the
paper uses an elastic regression analysis and verifies the key influencing factors on O&M cost, including 14 items such as population
size, electricity consumption, gross regional product (GRP). And the subjective and objective weights of each influencing factor
are analyzed using the DEMATEL method and random forest. Finally, by calculating the combined weight of factors affecting
the power grid O&M cost of each local municipal company, the method of O&M cost-sharing is proposed, which can effectively
improve the efficiency of operation and maintenance and make the cost-sharing more balanced and reasonable. Through the
empirical analysis, the feasibility of this method is proved, which provides an effective reference for the cost-sharing and control of
power grid O&M.

Key words: operation and maintenance (O&M); DEMATEL method; Random forest; combination weight; cost-sharing

1. Introduction. In recent years, artificial intelligence algorithms, including random forest algorithm,
logistic regression, SVM, neural network, etc., have been widely used in all walks of life. How to make better
use of artificial intelligence algorithms to do a good job in enterprise cost management has gradually attracted
the attention of experts and scholars. In order to implement the relevant requirements for deepening the
reform of the electric power system, improve the depth and breadth of the reform, and continuously improve
the reasonableness of the T&D tariffs, the National Development and Reform Commission (NDRC) issued
a “Provincial Grid Transmission and Distribution Tariff Pricing Measures” in January 2020, which stipulates
that provincial grid T&D tariffs should be approved in accordance with the “approved costs with reasonable
returns”, and puts forward the requirement of imposing a rate cap on the O&M cost. There are many provinces
and regions with large differences in topography, natural environment and resource endowment in China. In
particular, some regions have long transmission distances for power grids, which makes power grid operation
difficult and O&M cost high. However, under the premise of the national control on provincial O&M cost,
the way to make reasonable O&M cost-sharing so as to maximize the cost-effectiveness not only meets the
requirements of the control, but also plays a maximum role in the stable operation of grids and the sustainable
development of the region, which becomes the focus direction of the study.

At present, there are many studies on O&M cost-sharing and O&M cost influencing factors. Among the
studies on O&M cost-sharing, Reference [1] used Lasso regression algorithm for the influencing factors of O&M
cost, and then allocates cost to each individual project based on key performance criteria. Reference [2] put
forward the analytic hierarchy process (AHP) -entropy weight method based on distribution network equipment
asset operation and maintenance cost optimization allocation mode. Reference [3] used elastic network algorithm
to screen the influencing factors of operation and maintenance cost, and the efficiency standards of key factors
are determined. Secondly, the CRITIC method is selected for weight side calculation, and the cost allocation
coefficient of a single project is obtained. Reference [4] studied the direct costs, indirect costs and other related
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costs incurred during the life cycle of assets and equipment, optimized the cost composition during the life
cycle of assets, and thus improved the cost collection and allocation method. Reference [5] combined with
the application mechanism of power grid operating standard cost, determined the differentiated allocation
algorithm of operating standard cost based on DEMATEL and combined weighting method. Taking substation
maintenance service as an example, the differentiated allocation of operating standard cost was realized. And
among the studies on O&M costs influencing factors, Reference [6] proposes to use Bayesian Model Averaging
(BMA)-improved Grey Relation Analysis in terms of economic factors, equipment factors, environmental factors,
and network structure for the O&M cost influencing factors and finally identifies nine key factors. Reference [7]
studies and determines the direct and indirect O&M cost influencing factors on extra-high voltage equipment,
and then quantifies the influencing factors using correlation analysis, percentage analysis and other methods. In
addition, some scholars have calculated and predicted the whole life cycle cost of power grid by means of least
square method and principal component analysis method [8], and proposed the use of cloud mass movement
technology to deepen the role of physical data chain, collect technical and value information at each stage of
the whole life cycle of equipment, and form a security, efficiency and cost optimization control strategy in line
with the staged goals of enterprises [9].

The current studies on O&M cost-sharing and the analysis of influencing factors are relatively limited, and
the cost-sharing studies focus on a single project itself or a single equipment without the perspective of actual
O&M management on local municipal companies. On this basis, from the perspective of management, we
establish an influencing factor analysis model on O&M cost, and uses elastic regression analysis to identify the
key O&M cost influencing factors, and then calculate the subjective and objective weights of the influencing
factors based on DEMATEL method and random forest, and finally calculate the combination weight, and put
forward the cost-sharing method on O&M for local municipal companies.

2. Analysis of the power grid O&M cost influencing factors.

2.1. Influencing factor recognition. China has issued a “Measures for the Supervision of T&D Tariff”
and qualified the T&D tariff cost components, including depreciation expense and O&M cost (i.e., operation,
maintenance and repair costs). From the level of T&D pricing, grid O&M cost is mainly composed of material
cost, repair cost, labor cost and other operation costs; from the level of cost types, there are mainly composed
of operation cost, maintenance cost and repair cost; and from the level of basic cost components, they are
mainly composed of labor cost, material cost, machinery cost as well as other costs. O&M cost of power grid
equipment are influenced by many different factors. Brainstorm method is used to collect and summarize the
most extensive factors affecting the cost of power grid operation and maintenance by inviting experts from
all aspects of power grid operation and maintenance to discuss. Besides, considering the availability of data,
the factors are sorted out and summarized to determine the influencing factors that need further analysis and
research, as shown in Table 2.1. O&M cost influencing factors mainly include social, technical, environmental
factors.

2.2. Influencing factor analysis model construction. In the last century, American experts such as
Ehrlich first proposed IPAT model to study the impact of social and economic conditions on the environment,
including social, economic, population, technology and other factors on harmful gas emissions and various energy
consumption. However, the basic logic of this model is that the contribution of the influencing factors to the
impact on environment is the same [10]. Obviously it is impossible to be the same in practice, so many scholars
at home and abroad have conducted more in-depth studies on it, and then optimized model was proposed,
namely the STIRPAT model [11],[12]. The premise of the establishment of the multiple line regression model is
a roughly linear relationship between the independent variables and the dependent variables, but based on the
analysis on the O&M cost of the various influencing factors, some of the influencing factors and the O&M cost
do not show a conventional linear relationship, and there is an obvious multicollinearity problem among the
factors. Considering that O&M cost is similar to the principle of energy consumption in the STIRPAT model,
the grid O&M cost influencing factor analysis model is constructed with reference to the STIRPAT model as
shown in the following equation:

I =aP1°P2°A1¢ ... E4%t (2.1)
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Table 2.1: Elastic regression analysis results.

No 1st level influencing factor 2nd level influencing factor

1 Population size

2 Urbanization rate

3 GRP

4 Consumer price index

5 Social factor Power supply area

6 Electricity consumption

7 Substation capacity

8 Line length

9 Average equipment running time
10 Average annual outage time

11 Average annual outage number
12 Equipment failure rate

13 Technical factor Comprehensive line loss rate

14 Substation capacitance to load ratio
15 Average temperature

16 Topographic situation

17 Environmental factor Population density

Where T is grid O&M cost; a is the model coefficient; t is the random error term; b, ¢, d, ..., s represent the

model elasticity coefficients for each influencing factor, respectively. If we put logarithms in the model, it can
be converted into a line regression model, and then the regression analysis can be utilized for an in-depth study
on the influencing factors.

2.3. Influencing factor analysis. Generally, linear regression models is applied to analyze the influencing
factors and Ordinary Least Squares (OLS) is usually used to calculate the parameters of the regression model,
but this cannot solve the multicollinearity problem among the influencing factors. Elastic Net Regression (ENR)
can both reduce the coefficients as in Ridge Regression and select features as in Lasso Regression [13]. The
advantages of ENR over Ridge and Lasso Regressions are that ENR can automatically select features when
the data is highly correlated, reduces the effect of matrix singularity, and can handle high-dimensional small
sample data [14], [15]. Therefore, ENR is used to solve the multicollinearity among various influencing factors,
and modeling analysis is carried out to determine the key influencing factors. The expression of the elastic
network regression model is as follows:

P P
-~ . - . 2 . 2
B(FElasticnet) = arg min Y — XBI” + A\ ; 18] + A2 ; Bj (2.2)
If set o = ﬁ,)\: A1+ Ao, then
R P P
B(Elasticnet) = argmﬁin Y — XB|* + A O‘Z 16| + (1 — a) ZﬁjQ (2.3)
j=1 j=1

P p
where o 37 |8;] + (1 — @) 3 ;% is called the penalty term of the Elastic net.
j=1 j=1

3. Grid O&M cost-sharing model.

3.1. Influencing factor subjective weights determination. Graph theory and matrices are used in
DEMATEL method, whose basic principle is to identify the logical relationships between the influencing factors
in the system, and then calculate the degrees of influence and the degrees of being influenced between them
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[16], [17], [18]. The method fully considers the impact of the influencing factors, and a more comprehensive and

in-depth determination of the relationship between them. It can also evaluate and analyze the interrelationships

between different factors and the extent to which they affect the outcome of the decision. Compared with other

methods, DEMATEL method has higher accuracy and reliability. Therefore we use it to get the subjective

weights between the influencing factors. The specific steps are as follows:

(1) The O&M cost influencing factors that need to be analyzed are identified firstly. Based on the results of
the influencing factor analysis in Section 2, the influencing factors are expressed as followed:

F17F27"',Fn (31)

(2) A five-level scale method is used to represent the relationships between each influencing factor and different
values are assigned. When there is no influence between two influencing factors, the value is 0; when
weak influence, the value is 1; when medium influence, the value is 2; when strong influence, the value
is 3, and when very strong influence, the value is 4. Thus we can determine the relationships between
the influencing factors and O&M costs.

(3) The influence degrees between the influencing factors are represented by constructing matrices, and an
n-order matrix is used as the direct influence matrix C' = (asj),,..,,-

(4) Then we regularize the direct influence matrix N. N = S x C. The calculation formula of S in the above
equation is

§=— (3.2)

n
A
(5) The comprehensive influence matrix T is calculated.
(6) Finally we calculate the influence degree and the degree of being influenced by the O&M cost influencing
factors, from which the weights are then calculated.

3.2. Influencing factor objective weights determination. In order to make the weights calculated
in a more reasonable way, Random Forest Intelligent Algorithm is introduced, which is an integrated learning
algorithm based on decision tree as a base learner [19], [20], [21]. The method is used for the importance
assessment to determine the objective weights. The random forest model is constructed as follows:

(1) The first training set is obtained by taking M1 samples from the training sample set of the feature metrics
by put-back sampling method. And the number of samples in the training sample set of the feature
indicator is M, M1<M.

(2) D1 feature indicators are randomly selected from the feature indicators and a feature indicator set is formed.
Then the feature indicator with the optimal classification ability is selected from the feature indicator
set and split.

(3) A training set and feature metrics are used to generate a decision tree.

(4) Repeat the above steps I times to obtain a random forest model consisting of I decision trees.

(5) The importance of the feature indicators is assessed through the Gini index. The main process of assessment
is as follows:

1) The number of feature indicators in the training sample is set as n; the number of decision trees is
I, and the number of categories of evaluation results is C.
2) The Gini index of node q of the ith decision tree is calculated.

C
. i\ 2
sz((;) = Z (pglc)) (3.3)
c=1
where p((fc) is the proportion of categories ¢ of evaluation results in node q.
3) The importance VIM ;;) of the feature indicator at node q of the ith decision tree is calculated.

VIMY = Gini)) — Ginif? — Ginil) (3.4)
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where Gim'l(i) and Gim'gni) are the Gini indices of the two new nodes after the branching of node
q, respectively.
4) If the nodes in which the feature matrix X; in the ith decision tree are set Q, then the importance
of the feature matrix in the ith decision tree is calculated as VIM j@ =5 VIM ](;).

q€Q
5) The total importance of the feature matrix in the I decision tree is calculated using VIM; =

! (i)
,; VIM.

6) The importance of the feature indicator X, is normalized and the weight VIM;, of the feature
indicator X is calculated.

3.3. Sharing method. We use the DEMATEL method and random forest and analyze the subjective and
objective weights of each influencing factor. In order to calculate the combination weight of each factor, the
objective function is established and derived the optimal combination weight based on the principle of minimum
identification information [22], and then according to the indicator value of each city, the comprehensive score of
each city is calculated, and the proportion of each city is obtained after normalization and then the cost-sharing
on O&M is identified. The O&M cost is calculated as follows:

k
akw;
&p = —1—"— (3.5)
5ot
Where w} is subjective weight; w? is object weight; w; is the optimal combination weight.
1, ,2y1/2
wiw?
Ww; = ( d L) (36)

4. Empirical analysis.

4.1. Influencing factor analysis results. An empirical analysis is carried out with the O&M data of 18
municipalities in a province, and the data are collected through the statistical yearbook as well as the actual
situation of on-site O&M. The dataset includes data on population size, electricity consumption, urbanization
rate, GRP, consumer price index, substation capacity, line length, average equipment running time, average
annual outage time and number, equipment failure rate, comprehensive line loss rate, substation capacitance
load ratio, power supply area, average temperature, topographic situation, and population density from 2016-
2022. Using the influencing factor model, the correlation of each influencing factor is first analyzed.

The correlation analysis of each influencing factor is carried out by using Pearson correlation coefficient,
and the analysis results show that there is a high correlation. If we use the ordinary least squares method to
calculate the model parameters, it is certain that there is the problem of multiple covariance. Then ENR is
used and three influencing factors are excluded, including urbanization rate, average equipment running time,
and average temperature, and fourteen items are retained. The main reason is that the results of ENR show
that the model coefficients of urbanization rate, average equipment running time and average temperature are
0, as shown in Table 4.1. From the model coefficients, the influencing factors that have a greater impact on the
O&M cost include electricity consumption, population density, line length, power supply area, and population
size. The less influential factors are equipment failure rate, comprehensive line loss rate, and so on.

4.2. Combination weight calculation. Firstly, based on the data of 14 indexes of population size, elec-
tricity consumption, GRP, consumer price index, substation capacity, line length, average annual outage time
as well as the number of outages, equipment failure rate, comprehensive line loss rate, substation capacitance
to load ratio, power supply area, topographic situation, population density, and so on, we use the five-level
scale method, and invite 10 experts in O&M to determine the relationship between the influencing factors.
After several rounds of discussion, we get the direct influence matrix. According to the steps of the DEMATEL
method described above, the degree of influence, the degree of being influenced, and the degree of centrality of
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Table 4.1: Elastic regression analysis results.

No 2nd level influencing factor Symbol Model coefficients
1 Population size P1 0.1972
2 Electricity consumption P2 0.6344
3 Urbanization rate Al 0.0000
4 GRP A2 0.0111
5 Consumer price index A3 -0.0908
6 Substation capacity T1 0.1441
7 Line length T2 0.2125
8 Average equipment running time T3 0.0000
9 Average annual outage time T4 -0.0103
10 Average annual number of power outages T5 0.0105
11 Equipment failure rate T6 -0.0100
12 Comprehensive line loss rate T7 -0.0050
13 Substation capacitance to load ratio T8 -0.0314
14 Power supply area El -0.2044
15 Average temperature E2 0.0000
16 Topographic situation E3 -0.0180
17 Population density E4 -0.2149
Table 4.2: Centrality and weight of influencing factors.

No 2nd level influencing factor Centrality Weight

1 Population size 1.7356 0.1300

2 Electricity consumption 1.387 0.1039

3 GRP 0.8937 0.0669

4 Consumer price index 0.4579 0.0343

5 Substation capacity 1.7102 0.1281

6 Line length 1.7525 0.1313

7 Average annual outage time 0.6362 0.0476

8 Average annual outages number 0.7892 0.0591

9 Equipment failure rate 0.7253 0.0543

10 Comprehensive line loss rate 0.3561 0.0267

11 Substation capacitance to load ratio 0.5156 0.0386

12 Power supply area 0.9717 0.0728

13 Topographic situation 0.5285 0.0396

14 Population density 0.8925 0.0668
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each influencing factor can be calculated. The weight of each influencing factor of O&M cost can be calculated
by normalizing the centrality degree as shown in Table 4.2.

The centrality of the influencing factor can reflect the status and importance of the factor in all the
influencing factors. Generally, the greater the centrality, the more important the factor. From the analysis of
the centrality and weights, it can be seen that the main factors affecting the O&M cost are population size,
electricity consumption, substation capacity, line length and power supply area. Then the data of 14 factors
such as population size, electricity consumption, GRP is used to construct the random forest regression model
and calculate the importance degree. Since the parameter of the number of decision trees in the random forest
has the greatest influence on the effect of the model, the optimal number of decision trees is obtained using
the grid search method. The regression analysis is carried out under the optimal parameters, and the results of
the importance analysis of the influencing factors are obtained. From the results of the importance analysis, it
can be seen that electricity consumption, GRP, substation capacity, line length is more important influencing
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Table 4.3: Subjective, objective weight and of combination weight.

No 2nd level influencing factor Subjective Objective | Combination
weight weight weight
1 Population size 0.13 0.0310 0.078
2 Electricity consumption 0.1039 0.2295 0.189
3 GRP 0.0669 0.1438 0.12
4 Consumer price index 0.0343 0.0008 0.007
5 Substation capacity 0.1281 0.3229 0.249
6 Line length 0.1313 0.2087 0.203
7 Average annual outage time 0.0476 0.0005 0.006
8 Average annual outages number 0.0591 0.0001 0.003
9 Equipment failure rate 0.0543 0.0131 0.033
10 Comprehensive line loss rate 0.0267 0.0065 0.016
11 Substation capacitance to load ratio 0.0386 0.0039 0.015
12 Power supply area 0.0728 0.0010 0.011
13 Topographic situation 0.0396 0.0014 0.009
14 Population density 0.0668 0.0367 0.061
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Fig. 4.1: Cost-sharing result

factors, and the consumer price index, the average annual power outage time and number are less important
influencing factors.

4.3. Cost-sharing results. According to the subjective and objective weights, the combination weights
of each O&M cost influencing factors are calculated as shown in Table 4.3. Based on the indicator values of each
municipality, the combined score of each municipality is calculated, and the proportion of each municipality is
derived after normalization. Finally the O&M cost is apportioned. The original proportion of cost-sharing and
the proportion of this study are shown in Fig 4.1, the costs of city 1, city 10, city 12 should be increased, and
the costs of city 5, city 6, city 9, city 14, city 16 and so on should be decreased. Through the further adjustment
on O&M cost, it is possible to effectively improve the efficiency of O&M, and make the cost distribution more
balanced and reasonable.

5. Conclusion. This paper analyzes the O&M cost influencing factors from three aspects: social factors,
technical factors, and environmental factors. And the key factors are identified by constructing the STIRPAT
influencing factor model. The key factors affecting O&M cost were determined by elastic regression analysis.
By using the DEMATEL method and Random Forest, we put forward the O&M cost-sharing method for local
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and municipal companies. Finally using empirical analysis, we prove the feasibility of the method. The main
results of this study include:

(1) With reference to the STIRPAT model, a model is constructed for analyzing the grid O&M influencing
factors, and the problem of multiple covariance between the influencing factors is eliminated using
elastic regression method. Through the analysis, the key factors are identified, of which the more
influential influencing factors include electricity consumption, population density, line length, power
supply area, population size, and substation capacity.

(2) Subjective weights are calculated using DEMATEL method, and objective weights are calculated using ran-
dom forest, and the combination weights of the final O&M cost influencing factors are calculated, which
shows that the factors that have a greater impact on the O&M cost include electricity consumption,
GRP, substation capacity, and line length, and the factors that have a lesser impact include the annual
consumer price index, topographic situation, the average annual power outage time and number.

(3) Combining the index value of each influencing factor of each city with the combination weights, the com-
prehensive score of each city can be derived. And after normalization, the proportion of O&M cost
shared by each city can be derived, which provides a reference and basis for sharing and controlling
the O&M cost of local municipal companies.

Due to the limitation of sample data, the analysis of this study is only limited to local municipal companies,
and no comparative analysis of multiple provinces has been carried out. Further research is needed on whether
the method is suitable for the cost management of provincial power grid companies.

The results of this study can guide the management of O&M cost of local municipal companies, and help
to improve the economic benefits and technical level of operation and maintenance. Through further research
and improvement, it can also be applied to the cost management of provincial power grid companies.
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SMART LAVATORY SOLUTION: INTEGRATING IOT AND DEEP LEARNING MODELS
FOR ENHANCED HYGIENE

JIGNA PATEL* AESHWI SHAH! CHAUDHARI RUSHALI{ JITALI PATEL{ AND VIJAY UKANIY

Abstract. In the current era of smart technology, integrating the Internet of Things (IoT) with Artificial Intelligence has
revolutionized several fields, including public health and sanitation. The smart lavatory solution proposed in this paper improves
hygiene standards using deep learning models and IoT system. The proposed system collect real-time data from deployed sensors
to monitor and assess hygiene conditions regularly. Proposed model consists of four consequent phases as hardware implementation,
data preprocessing, application and user interface modules. Rasberry Pi based sensor integration at hardware layer, normalization
based techniques at data preprocessing layer, LSTM and GRU based deep learning model at application development layer and
mobile notification to the cleaning staff at user interface layer ensure efficiently cleaning and monitoring of lavatory systems. Prior
to assessing the proposed model’s testing accuracy experiments on the activation functions, optimizer, learning rate, and number of
epochs were selected to choose the best to prevent overfitting or underfitting problems. With an accuracy of 98.61%, the proposed
system performs better than the conventional approaches.

Key words: Internet of Things, Deep Learning, Long-Short Term Memory, Hygiene, Lavatory

1. Introduction. Traditional lavatory management system is a time consuming process. In order to
resolve this issue, an IOT-based approach is introduced which performs real-time monitoring for automated
cleaning schedules based on the requirements [22]. Additionally, the earlier system was time-consuming. To
resolve these challenges, a smart lavatory is presented as a better solution. IOT-based smart lavatory extends
the overall restroom experience in public spaces and proposes real-time monitoring for automated cleaning
schedules based on the requirements. It also provides touchless features for improved hygiene, energy-efficient
lighting control, occupancy indicators, enhanced user experiences with personalized settings, and integrated air
quality sensors [21]. Also, these systems are suitable for high-traffic public areas like malls, airports, and offices
since they optimize water and energy use while promoting sustainability. It can monitor washroom occupancy
using the Passive Infrared sensor, track soap supplies, clean liquids, and toilet paper, monitor cleanliness levels
using different IoT sensors, and send alerts if cleanliness or any other service is required [19, 5]. Moreover, this
system enables the management to assign a worker to clean a specific area and remotely operate the cleaning
system [18, 20].

The percentage of nations across each continent that have installed smart systems is depicted in Figure
1.1. Asia has the highest rate of acceptance (36.4%), followed by Europe (27.3%). Lower implementation rates
are found in North America, Africa, and South America. As many Asian nations appear to be allowing the
implementation of smart restroom technology, it indicates their success.

The common perception might be that most restroom germs and bacteria are found on the toilet seat but
in reality, bacteria levels are much higher on the floor and high-touch surfaces, including the sink and faucet
handles, hand dryers, light switches, doorknobs, as shown in the Figure 1.2. This in turn will spread a variety
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of diseases. It has been shown that hand dryers that blow warm air might be absorbing bacteria from the
air, and dumping them on the newly washed hands of users. So Paper towels are the most hygienic way to
dry hands. Studies have found that frequently touched surfaces such as soap dispensers and toilet handles
have bacteria that are both skin-associated and fecal-originated, indicating that surface contact in restrooms is
another important mechanism for transmission of illness [27].

Poor hygiene conditions are one of the main issues while using public toilets, as Figure 1.3 shows. The main
issue, faced by 55% of users, is unclean restrooms. Other issues can be not having soap or toilet paper, lack of
privacy, the toilets being occupied most of the time, etc. These problems show the urgent need to improve the
ease of use and hygiene of public restrooms to improve user satisfaction and health [9].

The primary motivation for developing smart lavatory systems is the significant improvement in hygiene
standards and user satisfaction [21, 17]. Due to the germs and bacteria found in public restrooms, people are
prone to be affected with severe gastrointestinal distress, fever, and fatigue [26]. Table 1.1 shows that diarrheal
diseases have a major national and international impact. These diseases appear to be the cause of 1.6 billion
deaths worldwide, showing their broad effect on human health.

Users in public areas often face long wait times when using traditional restrooms. This is due to several
factors, like inefficient usage, and a lack of real-time information about restroom availability. A key advantage
of smart lavatory management is to minimize this queuing frustration by displaying real-time occupancy using
the Passive Infrared sensor, and allowing users to report any issues using a real-time feedback system [18].
Additionally, data-driven cleaning schedules maximize the productivity of the cleaning crew by ensuring that
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Table 1.1: Diseases related to poor hygiene[14]

Diseases Deaths(World) | Deaths(India)
E. coli 2.8 million 1.6 million
Salmonella 1.5 million 0.68 million
noroviruses 2.1 million 19

Hepatitis A 3930 424

Diarrhoeal diseases | 1.6 billion 2.2 million

bathrooms are cleaned only when necessary [18]. Water-efficient toilets are another crucial component of the
system; they are designed with faucets that use less water for hand washing or flushing and reduce water waste
by ensuring fixtures are only turned on when necessary [2]. Moreover, when the restroom is unoccupied, the
motion sensors can automatically adjust the ventilation and lighting, saving energy [16].

This paper presents the implementation of a deep learning model, namely Long-Short Term Memory
(LSTM), in conjunction with the Internet of Things (IoT) to create a smart lavatory management system. The
system can alert janitors to clean the restrooms when needed, based on parameters such as gases, temperature,
humidity, and occupancy, and detect foul smells. This approach enhances efficiency by optimizing cleaning
schedules, saving both time and costs, while also promoting energy efficiency. We implemented this proposed
work into practice in the specific washrooms of Nirma University’s educational campus. The authors have
ensured that notifications are provided correctly when needed and have reduced false alarms by using LSTM
and GRU. Our smart restroom system’s implementation of LSTM enhances its capacity to provide precise
forecasts, guaranteeing better hygiene and upkeep while optimizing resource usage.

2. Related Work. The development of smart toilet technologies has been explored over the past years,
as described in Table 2.1, by integrating IoT, machine learning, and deep learning to improve hygiene, user
experience and resource efficiency. Lokman et. al. proposed an IoT-based smart toilet system that included
genetic algorithms, ARIMA, KNN, and SVM models [11]. This helped to improve reliability and reduce cleaning
and energy costs. However, this proposed model had limitations. Similarly, [7] aimed to elevate public health
and sanitation by using micro-controllers and PCA for health screening. While this method improved cleanliness
in public toilets, it faced issues related to medical test results.

Later Chandra et. al., developed a device auto calibration model using gas sensors and user feedback
to create a hygiene monitoring system [4]. However, this system was expensive due to sensor calibration and
manual inspection biases. [3] implemented an IoT-based public toilet management system along with occupancy
monitoring using Arduino and ultrasonic sensors. Then, [23], also developed an IoT-based system for detecting
gas and turbidity levels using Node-MCU micro-controller.

Anto et. al. and Parab et. al., implemented an automated cleaning system to improve public hygiene
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Fig. 3.1: Block Diagram of proposed system

but faced difficulties like resource unavailability, and complex screening mechanisms [1, 24]. Dhamale et. al.
developed a system to monitor janitor activities and ensure real-time maintenance of public toilets but the high
cost of a fully automated system is a major drawback [6].

Kadam et. al. and Mahalsekar et. al. have focused on providing contactless solutions and centralized
monitoring systems to help prevent the spread of diseases caused by public toilets [10, 12]. According to [15],
authors have proposed an automated monitoring and alert system for workers to clean the restrooms. Horadi
et. al. have emphasized enhancing hygiene in public toilets using MQTT, HTTP, and predictive maintenance
models [8].

The integration of IoT, ML, and DL in smart toilet systems has significantly improved public hygiene and
resource efficiency. But, there are challenges such as sensor accuracy, costs, etc. For this, we implemented DL
based approach(LSTM) for improving efficiency and hygiene. Model detailing is mentioned in a further section
of the paper.

After reviewing the above different approaches we found that most of the papers were based on IoT and very
few of them included the ML/DL approach. So in this paper, we have implemented the DL(LSTM) approach
for improving the accuracy of the given system.

3. Proposed Model. A smart lavatory system is a modern approach to maintaining hygiene by collecting
and analyzing sensor data, which is then processed by the DL model (LSTM) to predict whether the lavatory
needs cleaning and thus send alerts to staff through the mobile application if required. As shown in Figure
3.1, The first zone is the lavatory zone, where sensors are placed, including a temperature sensor, ammonia
gas sensor, VOC (smoke detection) sensor, LDR sensor, methane gas sensor, and IR sensor. Whenever a user
enters the lavatory, each sensor provides different readings based on the user’s activity. These readings are
then combined and transmitted to the second zone, the communication zone, via the IoT device [13]. In the
communication zone, data preprocessing is performed before it is fed into the DL model. The LSTM model
is selected because the data is collected in real time, and LSTM is more suitable for continuous or sequential
data, providing high accuracy. This prediction helps us determine whether cleanliness is required. To facilitate
this process, we deployed the Raspberry Pi module. Once the decision is made, the control goes to the action
zone where an alert/notification is sent to the staff for cleaning.

For our proposed approach we generate a dataset using various sensors. Figure 3.2 is a sample of the
dataset used for the proposed approach. It consists first 10 records taken from sensor readings.

3.1. Real Time Dataset Description. We installed five sensors in each restroom, which contains two
washbasins and six toilets. Each sensor was positioned between pairs of washbasins and toilets to monitor
various environmental and usage conditions. During the six-month dataset collection period, hourly sensor
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Ref. Objective Methodology Limitations 10TMIDI
Lokman | To developing an IoT based smart toilet | Improved efficiency, reliability and signifi-| ¢ ARIMA model lacks RUL v |v" |V
et. al.| ensuring user privacy and implementing | cantly decreased cleaner and energy costs by | forecasting in specific set-
2017 resource efficient scheduling algorithms | using genetic algorithms, ARIMA, kNN, and | tings. ¢ Logarithmic trans-
SVM models, as well as schedule optimization | formation reduces time se-
for predicting device duration. ries data variation.
Elavarasi Provide clean and hygienic toilet facilities | ¢ Improved efficiency and cleanliness using | ¢ There might be fault in |[v" |V
et. al.| to ensure public health and sanitation | microcontrollers for environment monitoring | the results of medical test
2018 standards are met. and also contribute to | and PCA for health screening. e Smart toi-
the Vision of a 'Clean and Disease-Free | lets with sensors were implemented to moni-
India’ through Innovative Technological | tor health and save water.
Solutions
Chandra| Developing a device model auto-| ¢ The Gas sensor and user ratings were com-| ¢« Biases in manual inspec-|v [V
et. al.| calibration by mapping user ratings |bined to create a hygiene system for hygiene | tion. e Sensor calibra-
2018 to sensor readings and establishing a | monitoring. e User can give feedback about | tion for each installation is
community benchmark hygiene rating |odor in restroom using sensors installed in the | costly
system to enhance the user experience area of restroom through bluetooth.
Cai et.| Developing a system to enhance user ex-| « Implemented Arduino with ultrasonic sen-| There is no limitations spec-|v
al. 2019 | perience in public toilets by monitoring | sors for toilet monitoring and a Raspberry Pi | ified in this paper.
toilet condition using IoT for cleanliness | for sanitation assessment. e IoT improved
and other services like occupancy. public toilet cleanliness, user experience and
efficiency with a prototype system.
Sujeetha| Implementing IoT-based sensors for ef-| o Sensors detect gas and turbidity levels in | There is no limitations spec-|v
et. al.| fective toilet management system and |toilets for cleanliness. o Data is stored in |ified in this paper.
2019 spreading awareness about hygiene and | firebase after processing by NodeMCU micro-
maintenance of public toilet controller.
Anto et.| Enhancing user experience and janitorial | ¢ Water level indicator circuit ¢ Automated | ¢+ Manual cleaning by jan-[v’
al. 2020 | tasks through automated the public hy-|flushing unit implementation with PIR sensor,| itors is not reliable in pub-
giene. servomotor and arduino UNO e« Portable ex-|lic toilets. « Existing
ternal unit for bowel cleaning without human | floor cleaning mechanisms
effort. are complex for washroom
cubicles.
Parab Continuously monitoring the toilet condi-| « Ultrasonic sensor, gas sensor, Arduino con-| ¢« Unavailability of re-|v" |V
et. al.| tions using sensors and implementing an | troller, Microcontroller, LCD, buzzer, GSM,| sources leads to unhygienic
2020 automated toilet cleaning mechanisms for | RFID reader for automatic monitoring sys-| toilets. ¢ Inadequate pay
improving the hygiene. tem. o Engineering technologies for self-| and safety equipment for
sustained E-toilet, sterilization, water-saving | maintenance staff.
flushing mechanism.
Dhamale| Implementing a system to track the ac-| « Detecting unhygienic toilets using gas sen-| « Fully automated systems |[v
et. al.| tivities of janitor, thus ensuring real-time | sors like MQ-135. e Track worker activities | are costly, and thus not
2020 monitoring and maintenance of public toi-| using infrared sensors ¢ Ultrasonic sensor at | feasible for all public toi-
lets. entrance to count number of toilet users. lets. ¢ Monitoring in devel-
oping countries done man-
ually, neglect in some re-
gions.
Gong et.| Research and analyze the development of | « Smart toilet development divided into three | « Low penetration rate of
al. 2020 | smart toilets, focusing on their history,|stages: birth, growth, maturity. e Domestic | domestic smart toilets, espe-
stages of development, and market pene-|smart toilet market growth from 2016 to 2020.| cially in lower-tier cities.
tration in different countries e Quality of domestic smart toilet products
improved from 2015 to 2019.
Kadam | Developing an IoT-based smart toilet and | Using efficient sensors for building E-toilets | « Accuracy of sensors de-|v
et. al.| dustbin for hygiene and safety for imple-| and E-dustbins using IoT technologies creases in sunlight, thus af-
2021 menting contactless solutions to prevent fecting their performance
the spread of diseases.
Mahal- | Developing a system to monitor public| ¢« Implementing an IoT based approach using | « Lack of an organized ap-|v
sekar et.| toilets for cleanliness and maintenance | five sensors namely RFID, MQ-135, IR, ultra-| proach to check the hygiene
al. 2022 | based on IoT sonic, and infrared for a centralized monitor-| of public restrooms. e In-
ing sufficient maintenance and
overpopulation lead to in in-
sufficient public sanitation.
Chen- Developing a system to monitor air qual-| ¢ IoT-based air pollution monitoring system | There is no limitations spec- v’
chireddy| ity by detecting harmful gases like CO2,|with alarm for detecting harmful gases using | ified in this paper.
et. al.| smoke, and benzene and sound an alarm | sensors like MQ135, MQ6, and MQ2.  Serial
2022 when they exceed a certain threshold .| UART, external interrupts, PWM, and SPI
Also, the air quality will be displayed in | for data transmission
PPM on LCD and website.
Patil et.| Implementing an automated system that | e IoT sensors will monitor ammonia, water | ¢ Lack of wuser interest|v [V
al. 2023 | monitors and alerts janitors whenever the | levels, and motion in restrooms. e Data an-|in public sanitation affects
toilet conditions deteriorate past a cer-|alytics will gove insights on water levels and | cleanliness efforts. « Smart
tain threshold, thus revolutionizing re-| occupancy. e A feedback monitoring system | Toilet System focuses on air
stroom management practices to enhance the user experience quality, odor control pri-
marily.
Horadi | Enhancing public sanitation by improv-| « System is designed with MQTT and HTTP | « Limited evaluation of the |v [/
et. al.| ing cleanliness, hygiene and maintenance | for data transfer along with hardware imple-| possibility and efficacy in
2024 of public toilets through IoT-based smart | mentation using Raspberry Pi and Arduino | the real world. e To con-
toilet management system. TTGO. « Implementation water-efficient au-| firm that the suggested ap-
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Fig. 3.2: Sample of the Dataset

data recordings were used to record important hygiene and usage pattern measurements. This model was
implemented on a small scale using the proper sensors and setup equipment. By utilizing more advanced
and scalable sensors, this system can be developed to monitor even more areas and cover larger areas. The
description of each field and possible dataset values are given below.

1.

Time Stamp: The objective of this feature is to track the timing of lavatory usage and environmental
conditions, formatted as "MM-DD-YYYY HH”. The time is updated on an hourly basis.

. No. of Users (IR): This feature monitors lavatory occupancy to optimize cleaning schedules and improve

overall hygiene management based on user density as detected by an infrared sensor. The values range
from 1 to 20, reflecting fluctuations in lavatory usage.

. Gas Sensor(MQ137)-ppm: The purpose of this feature is to detect ammonia levels helps in assessing

air quality and control unpleasant odors, ensuring a healthier environment. The sensor detects values
in the range of 5 ppm to 500 ppm.

. Gas Sensor (MQ4) - ppm: This feature monitoring methane levels is critical for detecting leaks and

ensuring safety in enclosed spaces, as well as maintaining proper air ventilation. The sensor detects
values within the range of 100 ppm to 10,000 ppm.

. Gas Sensor (MQ8) - ppm: The objective of this feature is to identify the presence of hydrogen, a

potential safety hazard. The detection range spans from 100 ppm to 1,000 ppm.

. Luminosity (lux): This feature captures the light intensity in the lavatory, measured in lux using

an LDR sensor. The recorded values range from 5 lux to 10,000 lux, indicating varying lighting
conditions. Maintaining optimal lighting ensures user comfort and energy efficiency, enabling smart
lighting adjustments based on current conditions.

. VOC (Volatile Organic Compounds): The purpose of this feature is to detect VOCs to indicate the

presence of various volatile organic compounds, including cigarette smoke. It provides a binary value
(ves/no). It helps in improving air quality and alerting users or staff for immediate action.

. Temperature (DHT22) - °C: This feature records the temperature in the lavatory in degrees Celsius

The detected values range from -40°C to 80°C. Monitoring temperature ensures comfort and can be
used to regulate heating or cooling systems in the lavatory, contributing to energy efficiency.

. Humidity (RH): This feature measures the relative humidity which is crucial for maintaining hygiene,

preventing mold growth, and ensuring a pleasant user experience in enclosed spaces with values ranging
from 0% to 100%.

3.2. Data analytics model. Long Short-Term Memory (LSTM) network is a specialized type of recurrent
neural network (RNN), that is used for modeling long-term dependencies within sequential data. Due to its
unique architecture, which can successfully capture temporal dynamics over long periods, it forms the basis in
the fields of real-time data analysis and sequence prediction. It can update and maintain a memory cell, or
internal state, during time steps. The structure of the architecture includes:

e Input Gate: It decides what new information should be added to the cell state. It has two parts: the

input activation, for regulating the extent to which new information is stored, and the candidate cell
state, for representing potential new information derived from the current input and previous hidden
state.
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Fig. 3.3: LSTM Architecture

e Output Gate: This gate determines which parts of the cell state should be output as the hidden state
for the current time step, contributing to the subsequent time step’s computations.

We have implemented LSTM to predict the cleanliness of a lavatory based on data recorded using different
sensors. The ability of LSTM to handle sequential dependencies was critical for capturing the dynamic environ-
mental and usage patterns inherent in the data. The architecture included a single LSTM layer with 50 units
and a relu activation function, followed by a dropout layer to prevent overfitting and a dense output layer with
a sigmoid activation function to produce binary predictions, as shown in Figure 3.3.

3.3. Proposed model workflow. We developed a mobile application based on this proposed approach.
In our initial scenario, a dataset is created by collecting readings from various sensors. After preprocessing,
we generate the target value for ”cleanliness,” which determines whether the lavatory needs cleaning. We then
apply the LSTM (Long Short-Term Memory) model to predict the target values and assess accuracy. After
deploying the model to the cloud, it communicates with the mobile application, allowing workers to receive
notifications that indicate when the lavatories need cleaning. This process relies on certain parameters, such
as foul smell, temperature, and humidity. Workers are expected to clean the lavatories upon receiving these
notifications.

According to this proposed method, a smart lavatory management system may be implemented, improving
hygiene. Figure 3.4 illustrates how the model works.

4. Proposed Methodology. This section provides a detailed description of our proposed model in algo-
rithmic form. Subsection 4.1 outlines the step-by-step procedure for generating the dataset using readings from
various sensors. The subsequent section explains the data preprocessing process, including normalization and
the prediction of the target class based on different recorded parameters. The final algorithm illustrates the
training and evaluation process of the LSTM model. Subsection 4.4 details the different parameters such as the
number of neurons, train-test split, and hyperparameters including the learning rate and activation functions.
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Fig. 3.4: System Architecture of proposed system

4.1. Dataset Generation. In this particular section, Algorithm 1 initializes various sensor readings and
records data at regular intervals of one hour. There might be instances where the sensor might fail due to
multiple reasons like inaccurate readings, which can result from various factors, including calibration problems,
or external interference such as humidity, vibration, or extreme temperature. These issues can be resolved by
regularly monitoring sensor behavior and using specialized sensors for extreme environments. The process is
performed for a total of six months, appending each sensor reading to the dataset, ensuring an accurate and
complete data set for analysis. As the algorithm works over the duration of the six months, it adapts to changes
in conditions and sensor performance, which further improves the dataset’s quality.

4.2. Preprocessing and Target class Prediction. After dataset preparation, z-score normalization is
applied to the model as specified in Algorithm 2. The Z-score normalization process transforms the sensor
values to a common scale to confirm that the data is standardized. Also, a new target class called ”cleanliness’
is initialized, having a value of '0’. Later, this target class changes according to the sensor parameters that were
observed. The ’cleanliness’ target class is given a value of "1’ specifically if any of the criteria exceed their set
thresholds. The value '0’ remains by the target class if all parameters remain within their threshold.

4.3. ML/DL Model. Algorithm 3 uses a Long-Short Term Memory (LSTM) model in the final step.
The LSTM model is trained using the preprocessed sensor data to predict the target class. After training, the
model’s accuracy in predicting the ’cleanliness’ class is assessed, along with its overall accuracy. This evaluation
helps identify when sensor data reveals cleanliness problems, enabling accurate and timely predictions.

)

4.4. Model’s Parameters and Hyperparameters. The data is split with 20 percent reserved for testing
and the remaining 80 percent for training. Each sample is treated as an individual time step with the number
of timesteps set to 1. The sequential class is used to create a linear stack of layers to build the model layer by
layer. Each layer contains 50 neurons, allowing it to detect dependencies over time. The activation function
applied to the input of each LSTM unit is ReLU (Rectified Linear Unit). The dropout layer is a regularization
technique used to prevent overfitting. It randomly sets 20 percent of the input units to 0 during each training
update for better generalization. Only one output neuron is required, as it is a binary classification problem
(clean or not clean) and using a sigmoid activation function to output a probability value 0 or 1. The Adam
optimizer is suitable for large datasets and parameter sets, as it is an adaptive learning rate optimization
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Algorithm 1 Generate Dataset

Input: All sensors, Time interval //(1 hour)
Output: Dataset with sensor readings
1. Initialize Sensors
ammonia_value <« (input from MQ137 sensor) // Ammonia (NHs)
methane_value < (input from MQ4 sensor) // Methane (CH4) and Natural Gas
hydrogen_value < (input from MQ8 sensor) // Hydrogen (H2)
voc_value < (input from VOC sensor) // Volatile Organic Compounds
temp_value < (input from temperature sensor) // Temperature
humidity_value < (input from humidity sensor) // Relative Humidity
2. For Each Time Interval, Collect Data
for t in range (0, total_duration, interval) do
2.1 Get Current Timestamp
timestamp < get_current_time()
2.2 Read Sensor Values
occupancy < read_IR(Q)
ammonia_value < read_mq137()
methane_value ¢ read_mq4()
hydrogen_value ¢ read_mq8()
light_intensity < read_luminosity_sensor ()
voc_value < read_voc_sensor ()
temp_value, humidity_value ¢— read_temp_humidity_sensor()
2.3 Append Data to Dataset
data_entry « {
"Timestamp’: timestamp,
’Occupancy’: occupancy,
'NH3 (ppm)’: ammonia_value,
"CH4 (ppm)’: methane_value,
"H2 (ppm)’: hydrogen,
"Light Intensity (lux)’: light_intensity,
"VOC (ppb)’: voc_value,
"Temp (°C)’: temp_value,
"Humidity (%)’: humidity_value
}

end for

technique that combines the best features of two existing stochastic gradient descent extensions: AdaGrad and
RMSProp. Each time the model weights are updated, the learning rate determines the extent to which the
model is adjusted in response to the estimated error. Adam typically employs a learning rate of 0.001 to balance
the risk of overshooting the optimal response with the rate of convergence. For binary classification activities,
binary Cross-Entropy Loss is used to measure the difference between true labels and expected probabilities.

5. Results and Discusions. This section briefly discusses the performance of the proposed approach
using various evaluation measures. Features collected from different sensors were utilized to create the real-
time dataset. Although the GRU (Gated Recurrent Unit) model was applied to the dataset, the results did not
meet our expectations. The LSTM model performed better than the others on the available dataset. To train
this model, we used ReLLU and sigmoid activation functions, a learning rate of 0.001, and binary cross-entropy
as the loss function (Equation 5.2). These parameters were chosen because our prediction model is designed
for binary classification. The model is deployed on the Rasberry Pi module and communicates with a mobile
device, sending alerts to the manager.

Different filtering techniques are applied to the model to determine its performance, with accuracy serving
as the evaluation metric. In terms of binary classification, if y; represents the true label for the i-th sample and
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Algorithm 2 Predict Target class(Cleanliness)

Input: Dataset with sensor readings
Output: Preprocessed Dataset, Target class value (cleanliness)
1. Initialize Sensor Values
ammonia_value < (input from MQ137 sensor) // Ammonia (NHs)
methane_value < (input from MQ4 sensor) // Methane (CH4) and Natural Gas
hydrogen_value < (input from MQ8 sensor) // Hydrogen (H2)
voc_value < (input from VOC sensor) // Volatile Organic Compounds
temp_value < (input from temperature sensor) // Temperature
humidity_value < (input from humidity sensor) // Relative Humidity
2. Initialize Threshold Values
ammonia_threshold < (define threshold for MQ137)
methane_threshold <« (define threshold for MQ4)
hydrogen_threshold < (define threshold for MQ8)
voc_threshold <« (define threshold for VOC)
temp_threshold < (define threshold for temperature)
humidity_threshold < (define threshold for humidity)
3. Initialize Cleanliness
cleanliness < 0
4. Preprocess Sensor Data
4.1 Convert VOC Sensor Values
(a) for all ¢ in range(len(df['VOC'])): do
i. If af['voC'] [i] == "Yes”
A.af['voCc'I[i] « 1
ii. Else:
A.df['v0C'][i] «+- O
(b) end for
4.2 Standardize Sensor Values
(a) semsor_columns < ['NH3 (ppm)’, 'CH4 (ppm)’, "H2 (ppm)’, ’Light Intensity (lux)’, "Temp (°C)’, '"Humidity
(%))
(b) For all column in sensor_columns:
i pj < 237" Xi; // Mean of column j

ii. o5 « \/% > (Xi —py)?  // Standard deviation of column j
iii. For all ¢ in range (len(df [column])):
A. df[column] [i] « 7(1“001“:? Ll=py
5. Check Thresholds ’
if ammonia_value > ammonia_threshold or methane_value > methane_threshold or hydrogen_value >
hydrogen_threshold or voc_value > voc_threshold or temp_value > temp_threshold or humidity_value >
humidity_threshold then
cleanliness + 1
end if
6. Output the Result
OUTPUT cleanliness

y; represents the predicted label, then:
| X
A = —SN "G — v 5.1
conmacy = 1 301~ (51)

where N is the total number of samples.
The loss function typically used in binary classification tasks is binary cross-entropy. The formula for binary
cross-entropy is:
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Algorithm 3 Model Training

1: Input Preparation:
1.1 Read normalized features
1.2 Split dataset into train and test set
1.3 Set hyperparameters (optimizer, learning rate, batch size)
2: Initialization:
2.1 Set the number of epochs sufficiently large
3: LSTM Function:
4: function LSTM(xz¢,e4—1)
4.1 Local variables:
(a) it,0¢ € RN
4.2 Model weight matrices:
(a) Wi, W, € RV*M
4.3 Model bias vector parameters:
(a) bi, b, € RN
4.4 Compute gates:
(a) iy = relu(Wizy + Uier—1 + b;)
(b) o = sigmoid(Woxt + User—1 + bo)
4.5 return e;
5: end function
6: Training Procedure:
6.1 For each choice of neurons
(a) For each range of number of replicates
i. Train the model, monitor training loss
ii. Repeat
A. Continue until validation loss at epoch n < validation loss at epoch n+ 1 < validation loss at epoch
n + 2 (where n = Number of epochs)
B. or maximum epochs reached
iii. Evaluate model on the test data
iv. Calculate accuracy
(b) Until validation loss criteria met
6.2 End for

N
1
Binary Cross-Entropy Loss = N Z lyilog(7i) + (1 — y;) log(1 — 7;)] (5.2)
i=1

where y; is the true label for the i-th sample (0 or 1), and g; is the predicted probability for the i-th sample
(output of the model’s sigmoid function).

As shown in Table 2.1, the Adam optimizer trains the model using various epochs and activation functions.
We analyzed the effectiveness of different combinations of activation functions and epoch counts in our exper-
iments, aiming to determine the optimal configuration for enhancing the model’s performance. The analysis
revealed that training for 300 epochs with ReLU for the input layer and sigmoid for the output layer yielded
the best performance compared to other configurations.

The relu activation function is a linear function that helps to avoid the vanishing gradient problem. This
allows for faster and more efficient model training. It can also understand complex patterns. The sigmoid
activation function works well for binary classification tasks, resulting in either 0 or 1.

The cross-validation technique can be applied to this dataset to assess how well the proposed model gener-
alizes to an independent dataset. Using 20-fold cross-validation, 19 folds are used for training and 1 for testing.
After training the model on all folds, we achieved a final avarage accuracy of 98.61%.

The stochastic gradient descent (SGD) optimizer is used to observe the trade-off in model performance
(Table 5.2). This robust optimizer is effective in handling large data. However, its simplicity can sometimes be
a disadvantage, as it may converge slowly.
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Table 5.1: Accuracy with different activation functions and epochs for Adam optimizer

Test No. | Activation Function(i/p) | Activation Function(o/p) | Epochs | Optimizer | Accuracy

Initially | Relu Sigmoid 100 | Adam -

1 | Sigmoid Relu 100 | Adam Decreased

2 | Sigmoid Sigmoid 100 | Adam Stable

3 | Relu Relu 100 | Adam Increased
Initially | Relu Sigmoid 200 | Adam -

1 | Sigmoid Relu 200 | Adam Increased

2 | Sigmoid Sigmoid 200 | Adam Decreased

3 | Relu Relu 200 | Adam Increased
Initially | Relu Sigmoid 300 | Adam -

1 | Sigmoid Relu 300 | Adam Stable

2 | Sigmoid Sigmoid 300 | Adam Stable

3 | Relu Relu 300 | Adam Stable

Table 5.2: Accuracy with different activation functions and epochs for SGD optimizer

Test No. | Activation Function(i/p) | Activation Function(o/p) | Epochs | Optimizer | Accuracy
Initially | Relu Sigmoid 100 | SGD -
1 | Sigmoid Relu 100 | SGD Stable
2 | Sigmoid Sigmoid 100 | SGD Stable
3 | Relu Relu 100 | SGD Stable
Initially | Relu Sigmoid 200 | SGD -
1 | Sigmoid Relu 200 | SGD Stable
2 | Sigmoid Sigmoid 200 | SGD Stable
3 | Relu Relu 200 | SGD Stable
Initially | Relu Sigmoid 300 | SGD -
1 | Sigmoid Relu 300 | SGD Stable
2 | Sigmoid Sigmoid 300 | SGD Stable
3 | Relu Relu 300 | SGD Stable

Adam Optimizer has many advantages over SGD. One of the advantages is that it can maintain a dynamic
learning rate. This results in faster convergence and improved performance. While SGD is a reliable optimizer,
Adam’s adaptive nature allows for better performance in complex models demonstrates that the choice of
optimizer and the number of epochs significantly impact model performance. Thus, the optimal configuration
for our proposed model is achieved using ReLLU as the input layer activation function and combined with sigmoid
for the output layer and the Adam optimizer. This setup resulted in a training accuracy of 99.83% and a test
accuracy of 98.61%. The Table 5.3 presents a classification report, summarizing the performance metrics for
the binary classification model.

The confusion matrix depicted in Figure 5.1 illustrates the performance of our binary classification model.
The description of the figure is as follows. The model has correctly classified 6 instances as negative, misclassified
2 negative instances as positive and correctly classified 136 instances as positive and did not misclassify any
positive instance as negative. As a result, the model achieved high accuracy by correctly predicting the class
for the majority of instances. The precision for the positive class is 0.9855 while for the negative class is 1.0.
The recall for the positive class is 1.0 and for the negative class is 0.75.

The matrix highlights the classifier’s strength in accurately classifying positive instances, with only a few
negative instances misclassified as positive. This type of visualization is crucial for evaluating the model’s
performance and identifying areas that require improvement.
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Table 5.3: Classification Report

Class Precision | Recall | F1-Score | Support
0 1.00 0.75 0.86 8

1 0.99 1.00 0.99 136
Accuracy 0.99

Macro Avg 0.99 0.88 0.92 144
Weighted Avg 0.99 0.99 0.99 144

Confusion Matrix

Fredicted label

Fig. 5.1: Confusion Matrix of the Binary Classifier Demonstrating Model Performance

6. Conclusion and Future Directions. Smart Lavatory System combines [oT sensors and deep learning
models to improve hygiene standards in public restrooms. The system effectively monitors lavatory hygiene
conditions by continuously gathering data from environmental sensors. It guarantees timely cleaning and
monitoring while offering extra features like occupancy sensors, air quality monitors, and automated dispensers
to enhance the overall user experience. Deep Learning Algorithms such as LSTM and GRU, utilize real-time
data that enable optimized allocation of cleaning staff and supplies. These automated system also help reduce
the wastage of supplies such as hand wash, tissues. Future research will focus on scalability, advancing predictive
capabilities, and developing user-friendly interfaces for real-time feedback. The authors aimed to improve the
scalability of the existing framework by implementing data partitioning and sharing, distributing the data across
multiple nodes and servers while accounting for all the washrooms on the university campus. This approach
enhances query performance and simplifies the management of large datasets. The system’s scalability is further
demonstrated by its integration with a cloud infrastructure, offering elastic stability for handling high volumes
of data. Additionally, the use of Deep Learning models such as Long Short-Term Memory (LSTM) and Gated
Recurrent Units (GRU) further enhances its capability to handle extensive data processing efficiently.Data
compression techniques can also be used to save storage costs and increase data transfer rates. Further, these
datasets can additionally be processed effectively by implementing a scalable data processing framework like
Apache Spark or MapReduce programming. Given that our current model has been designed for a limited
workspace, we did not address data security or breach detection. In upcoming larger-scale implementations,
we aim to implement RSA encryption to improve data security and defend against potential breaches. The
Smart Lavatory Solution has the potential to keep evolving, delivering substantial advantages in public health,
sanitation, and resource management, thereby raising hygiene standards.
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INNOVATION-DRIVEN E-COMMERCE GROWTH, CONSTRAINTS, AND ADOPTION IN
ORGANIZATIONAL PRACTICES IN THE 5G ERA

ABDULGHADER ABU REEMAH A ABDULLAH? IBRAHIM MOHAMED | NURHIZAM SAFIE MOHD SATAR ! AND
MOHAMMAD KAMRUL HASAN §

Abstract. Technology-driven e-commerce innovations have redefined how products and services are purchased and delivered
online using the wireless 5G networks. With the transformative shift in e-commerce innovation, the commitment to use advanced 5G
communication technologies to address e-commerce barriers has remained a determinant of organizational progress. To transform
the landscape of e-commerce operations and improve the accessibility of products and services, this study explored the moderating
effect of e-commerce barriers on organizational practices and e-commerce innovations based on the 5G network. To understand
the impact of e-commerce barriers, 789 duly attested survey questionnaires were used to randomly collect samples from top
management personnel from eighteen (18) actively functioning e-commerce companies across Libya. The statistical results show
that e-commerce barriers influenced all the dimensions of organizational practices and the effort of e-commerce companies to adopt
innovative practices. The coefficients of e-commerce barriers (8 = —0.223,¢t = —6.21,p < 0.05) on various dimensions showed that
e-commerce barriers are the main deterrents to digital transformation. Frequent updates and training on e-commerce innovations
are recommended for organizations to align with the innovative trend in e-commerce developmental practices.

Key words: E-commerce big data, innovations and entrepreneurship practices, e-commerce barriers, e-commerce innovations
in 5G networks.

1. Introduction. Innovations in e-commerce (eCommerce) have been electronically driven to address con-
straints on sales of products and services in a virtual market. eCommerce has witnessed a remarkable shift, with
an ever-increasing transformative innovation that enables customers to access various products online regardless
of geographical location. Innovative changes in e-commerce have further enhanced customer transactions with
features that support cutting-edge technologies that align organizational practices [41, 38]. For instance, the
emergence of voice-driven commerce has created a retail market environment that enables customers to choose
products that satisfy their needs [19, 46]. Innovations in e-commerce have evolved unprecedented marketing
features that fundamentally support enterprises in shaping the retail market. The transformative innovations
with 5G have increased service speeds and enhanced connectivity, which drive streamlined supply chains [47].
The improvement in e-commerce innovations is set to improve customer experiences.

Furthermore, the innovation of social commerce is rapidly transforming social media platforms into a
potential virtual marketplace using blockchain to secure transactions of products and services over the Inter-
net [51, 54, 53]. Social e-commerce enhances customer confidence in seamlessly initiating transactions. As
e-commerce innovations change how products and services are delivered, different innovative features are fre-
quently added to improve customer experience and increase the market size to accommodate more products
and services [42, 52, 44, 35].

Organizational practices have evolved various strategies to improve a firm’s operations and management [28,
3]. However, the workflow of practice and activities in organizations is driven by managerial philosophy and
norms [34, 24]. Organizational practices represent the main structure that addresses eminent complex operations
and long-term strategies [8]. [18] in a study noted that effective organizational methods supported and simplified
management practices and ensured consistent development. Coherent organizational practices allow firms to
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address barriers that could leverage opportunities to tap ever-transforming technology-driven business features
to boost firm performance [5, 15].

Online e-commerce shops have opened new channels for firms and consumers to access various products
and services. However, several challenges impede the smooth flow of business transactions and interaction
with online customers [24, 49]. These challenges and obstacles are also referred to as barriers to e-commerce
that prevent firms and consumers from benefiting. The range of barriers includes technological limits to
regulatory complications and consumer trust concerns [33, 56, 43]. In developing countries, particularly Libya,
the interaction between organizational practices, e-commerce developments, and e-commerce barriers plays a
major role in the future competitiveness of commercial firms.

As e-commerce technology strives to align organizational practices with evolving customer demands, barriers
associated with technology are inherent in online transactions. This study addresses the long-standing barriers
to e-commerce innovation to establish a full digital economy. A clear understanding of the impact of e-commerce
barriers on the complex interaction between organizational practices and e-commerce innovations could improve
commercial activities in Libya and the economy.

2. Organizational Practices. Organizations systematically adopt a structured approach to manage daily
activities and operations to achieve their goals effectively. The management processes that support an organiza-
tion’s overall functioning are called organizational practices [7]. Organizational practices improve over time and
are based on collected experience, norms, and management philosophies contributing to achieving a specific goal.
Organizational practices cover a range of activities guided by rules and regulations that shape the intended
outcome [43, 22]. A study by [7] explained essential organizational practices in five dimensions: management
style, decision-making, people’s development, process management, and performance management, as shown in
Fig. 2.1.

1. Organizational practices vary across types and regions and are contextually defined by management
priorities that align with the core values.

2. Management practices are driven by organizational goals.

3. Organizational practices were adopted by [7] and have been modified to explain eCommerce innovation
based on the 5G network activities.



Innovation-Driven E-commerce Growth, Constraints, and Adoption in Organizational Practices in the 5G Era 1073

4. Conceptualized dimensions of organizational practices used in this research include management style,
decision-making and people development, performance management, and process management.

Management style refers to the specific approach managers or leaders use to execute their responsibilities and
engage different teams to perform their duties within the organizational framework effectively. Decision-making
involves picking a course of action or selecting options from numerous alternatives after carefully considering
prospective outcomes. People’s development is also referred to as employee development, which entails every
deliberate action taken to improve the knowledge, skills, and potential of an organization’s employees for a
specific job. Process management systematically develops, regulates, and optimizes different activities and
procedures to achieve organizational goals. Performance management is usually structured and planned and is
achieved through careful monitoring, measurement, and improvement of the performance of individual workers
or teams. Studies have shown that different activities constituting a firm’s practices and operations contribute
to human development and strengthen marketing strategies, customer service, and familiarity with technological
features for online transactions [57, 16].

The organization’s operations and activities are based on management decisions formulated and enforced
to achieve specific goals of interest. Studies have shown that decision-making in e-commerce innovation is an
important management role that fosters success and determines practices and resource allocation to improve
innovation capability. [4] found that multi-criteria decision-making boosted customer investment in e-commerce
across India. Decision-making based on an analytical fuzzy hierarchy process and fuzzy tops has been shown to
play a key role in improving online shopping among Indians. The decision to invest in e-commerce innovation
development has broadened the integration of e-commerce features into mobile and handheld devices with the
help of the 5G network. The necessity to strengthen e-commerce innovation through decision-making forms the
basis of the second research hypothesis, as follows:

Hypothesis 1 (H1): Decision-making has a positive relationship with eCommerce innovations.

The relevance of the e-commerce management style has focused on the activity processes that support
online customers to initiate and complete a transaction [31, 48]. Studies have shown that e-commerce practices
are strongly connected with emerging technology-driven innovations that widen the participation of different
stakeholders and the size of products and services online.

Hypothesis 2 (H2): Management style has a positive impact on eCommerce innovations.

Innovation in e-commerce requires frequent updates, especially on new features that support online trans-
actions. Users’ knowledge and experience of new innovative features are important in promoting the sales of
products and services. Studies have shown that the influences of people’s development on e-commerce innova-
tion affect its adoption, ease of use of innovative features, and the convenience of purchasing or selling products
online [38, 21]. Knowledge of e-commerce business practices plays an important role in e-commerce innovation
issues. The role of people’s development has been demonstrated using a progressive model of cross-border
e-commerce innovation and entrepreneurship. It was shown that e-commerce innovation was driven by people’s
digital development and required transformative reform to align with evolving technological innovations. The
necessary knowledge and experience required for e-commerce form the basis of the third hypothesis of this
study:

Hypothesis 3 (H3): There is a positive relationship between people’s development and eCommerce innova-
tions.

Process management supports the systematic execution and assessment of e-commerce innovation. This
is because organizations’ management processes follow specific procedures that support innovations. Studies
have shown that the management of e-commerce business processes is required to make organizational practices
more efficient and competitive. Another study [27] investigated the effectiveness and efficiency of management
processes in e-commerce, considering quality-of-service delivery, employment, and customer retention using
a model that focuses on previous literature. The findings show that management processes have a positive
relationship with e-commerce innovation. Effective process management sustains innovation features and aligns
with organizational practices’ overarching strategic vision.

Hypothesis 4 (H4): Process management has a positive impact on e-Commerce innovations.

Performance management across employees, teams, and broader organizational entities directly impacts

e-commerce innovation. Statistical results based on Data Envelope Analysis (DEA) and Stochastic Boundary
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Analysis showed that performance management boosted e-commerce practices and promoted technological
progress. The impact of performance facilitates easy access of innovation and organizational competitiveness.
Hypothesis 5 (H5): Performance management has a positive impact on e-commerce innovations.

3. Ecommerce Innovations. Technological innovations have transformed the delivery of goods and ser-
vices via online shops [57, 50]. For instance, integrating mobile devices such as smartphones and tablets into
e-commerce platforms has increased the number of mobile shoppers (from 80 million in 2022 to 2.5 billion in
2023). It makes it convenient for potential online shoppers worldwide [37]. eCommerce innovations refer to
novel and creative advancements, technologies, strategies, and practices that significantly improve and change
how electronic business is conducted [45]. These innovations aim to enhance the online shopping experience,
streamline business operations, and revolutionize the digital marketplace [55].

Innovative developments are constantly reshaping online commerce by opening new business opportunities
and changing how consumers purchase and connect with brands not available in a local store. The emergence
of social media platforms has made it easier to purchase products directly from online stores [53, 28]. In
addition, augmented reality (AR) and virtual reality (VR) enable consumers to virtually visualize and interact
with products before making a purchase; these features have added value to the e-commerce experience [16].
To further enlarge e-commerce investments, barriers to e-commerce innovations must be addressed to provide
seamless online transactions that are more convenient at lower risk [20].

3.1. Innovations in Organizational Practices. The adoption of e-commerce has reduced the costs of
products purchased online in Libya [40] and globally [30, 36, 39, 6]. eCommerce store presents a simplified
product inventory of an organization in a format that can be accessed by online users. Organizations using
eCommerce platforms do not need to purchase premises or physical space to store products and, by doing so,
reduce initial costs. eCommerce has enlarged the global business platform for organizations in Libya, allowing
them to provide products and services globally.

4. Ecommerce Barriers. eCommerce practices and innovations are influenced by organizational, tech-
nological, financial, and external constraints [21]. E-commerce barriers affect an organization’s capacity to
achieve a desired outcome. Technological barriers relate to outdated hardware or software that is compatible
with innovation or difficult to integrate with new development or existing systems. Financial barriers refer to
limitations arising from inadequate financial resources or that make it difficult for organizations to engage in
e-commerce activities. External barriers arise from economic conditions, regulatory changes, market dynamics,
technological advancements, cultural differences, and competitive pressure.

E-commerce barriers refer to factors that restrict the sales of products and services in organizations [7].
These barriers potentially influence organizational practices and the adoption of e-commerce innovations [14, 17,
2]. The success of e-commerce depends on the effort to address e-commerce barriers to unlock the possibilities
of e-commerce benefits and to facilitate its widespread innovation [17]. Barriers to e-commerce can be observed
at any stage in the organizational process, and its influence is more pronounced in online transactions, digital
security, customer confidence, cross-border trade, and compliance with online regulatory requirements [12, 10].
Hypothesis 6 (H6): eCommerce barriers harm the dimensions of organizational practices.

4.1. Ecommerce Barriers in Organization. E-Commerce barriers constrain the advancement of com-
merce practices and reduce opportunities to widen their application. The success of organizational practices
has been built around sales and productivity, which can only be effective and efficient in the digital age with
e-commerce innovations. Barriers to e-commerce innovation affect organizational practices, development, and
competitiveness.

E-commerce barriers negatively affect the seamless functionality and progress of e-commerce innovation [10].
A study on the effect of e-commerce barriers in Bangkok’s small and medium-sized enterprises (SMEs) con-
cluded that technology innovation prevented organizations from using e-commerce websites to sell products and
services [9]. Other studies have shown that barriers to e-commerce progress significantly drop organizational
development. The potential of management practices is drastically reduced by technological innovation, neces-
sitating organizational planning to improve technological tools to enhance e-commerce adoption [13, 25, 58, 1].

The barrier to e-commerce requires urgent attention if enlarging the e-commerce market and enhancing
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Fig. 4.1: The Research Framework.

organizational practices are interesting. Efforts to address e-commerce barriers can be translated into compet-
itiveness, further improving income sources and organizational functionality.
Hypothesis 7 (H7): E-Commerce barriers have a negative moderating impact on the relationship between
organization practices and e-commerce innovations.

The research framework of this study is shown in Fig. 4.1.

5. Research Method.

5.1. Partisipants and Procedures. The sample of this study comprised respondents from Libyan enter-
prises that were actively engaged in e-commerce practices. The selection process was on temporal engagement
and included e-commerce employees with five to over 60 years of practical experience in e-commerce trans-
actions in purchasing and selling products. These criteria for data collection were strategically implemented
to secure reliable data and maintain the overall quality of the research findings. A total of 18 commercial
companies that used e-commerce platforms across Libya were involved. The research target population focused
on top employees with varying years of experience in playing different roles. Random sampling is appropriate
for addressing biases from shared preferences and inclinations [45, 26]. valid research sample comprised 789
responses, which constituted 87.67 % of the total samples and was above 60% acceptable threshold for data
analysis [11, 29].

5.2. Measures. E-Commerce barriers in the relationship between organizational practices and e-commerce
innovations require substantial data to analyze the prevailing barriers quantitatively. Quantitative research
based on a survey design was used to collect data from respondents. Participation in the survey was voluntary,
and the research instrument was aligned to explore barriers to e-commerce innovation in Libyan organizations.
Research ethics ensured confidentiality, response anonymity, and non-disclosure of information to third parties.
The research instrument contained 54 items structured on a five-point 5.2.Likert scale ranging from strongly
disagree to strongly agree.

6. Result and Discussion. The analysis presented in this section contained descriptive coefficients that
summarized respondents’ information relative to their knowledge of e-commerce practices and innovation across
various organizations in Libya. Gender, age, tenure of service in e-commerce organizations, education, and
management level were used to explain the respondents’ views and perspectives relative to the study context.
Statistical analysis shows that the dataset is characterized by experienced managers in various departments such
as marketing, sales, services, products, regional managers, businesses, and research and development managers.
The demographic distribution of presented in Table 6.1.

The means, standard deviations, and correlation statistics of the research variables are presented in Table
6.2. The central tendencies, denoted by the mean and standard deviation, explain the item variation. The
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Table 6.1: Demographic profile of the respondents (N = 789)

Variables Category Frequency (N) | Percentage (%)
Gender Male 531 67.3
Female 258 32.7
Age structure | < 25 113 14.3
25-35 270 34.2
35-45 202 25.6
45-55 162 20.6
55-60 30 3.8
> 60 12 1.5
Tenure Less than < 1 year 99 12..5
of 1-5 years 223 28.3
services 5-10 years 249 31.5
10-15 years 135 17.1
15-20 years 58 7.4
> 60 25 3.2
Level Less than bachelor’s degree 106 13.4
of Bachelor’s degree 536 68.0
education Masters 130 16.5
Doctorate 17 2.1
Management Marketing manager 161 20.4
structure Sales manager 168 21.3
Service manager 128 16.2
Product manager 110 13.9
Regional manager 28 3.6
Business manager 112 14.2
Research and development manager. 82 10.4

interrelationships between variables were determined using correlation coefficients. A diagnostic measure was
used to identify multicollinearity; the outcomes of the descriptive analyses are presented in Table 6.2.

Table 6.2 presents a detailed description of the variables using means and standard deviations. Analysis
based on five Likert scale formats of the research items showed that the mean value for the dimensions of
organizational practices was over 70 %.

Management style had a mean value of 3.60 (72 %) and was highly dispersed at SD = 0.89. Decision-making
was 3.76 (75.2 %) and was highly dispersed from the mean value at SD = 0.73. Performance management had
a mean value of 3.71 (74.2 %) and was well dispersed from the mean value at SD = 0.66. People’s development
had a mean value of 3.69 (73.8 %) and was dispersed from the mean value at SD = 0.67. Process management
had a mean value of 3.64 (72.8 %) and was widely dispersed from the mean value of SD = 0.83. eCommerce
barriers had a mean value of 3.62 (72.4 %) and were dispersed away from mean value at SD = 0.76. eCommerce
innovations with a mean value of 3.41 (68.2 %) and were dispersed from the mean value at SD = 0.84. The
results showed a moderate positive correlation between the e-commerce barrier, dimensions of organizational
practices and e-commerce innovations ranging from r = 0.41 to r = 0.61.

6.1. Measurement Model. The moderated role of e-commerce barriers on the direct relationship be-
tween organizational practice dimensions and e-commerce innovations was evaluated. The statistical results for
compound reliability and discriminant and convergent validity based on confirmatory factor analysis (CFA) are
presented in Table 6.3. The accuracy of the findings was used to generalize innovative e-commerce practices
across organizations.

The validity and reliability analyses provided insight into the overall quality of the measurement outcomes
on factor loadings ranging from 0.682 to 0.772. Factor loadings exceeding 0.50 indicated a significant relationship
with latent constructs [23, 32]. Average variance (AVE) was used to validate the convergent validity of each
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Table 6.2: Mean, standard deviation, and correlation

Factors | Mean | SD 1 2 3 4 5 6 7
MS 3.60 0.89 1

DM 3.76 0.73 | 0.41** 1

PD 3.70 0.67 | 0.51** | 0.48** 1

PM 3.64 0.83 | 0.50** | 0.55** | 0.54** 1

PfM 3.71 0.66 0.47* 0.52* 0.54** 0.52* 1

eCB 3.62 0.76 -0.32 -0.41* -0.42* -0.40* -0.26 1

eCI 3.41 0.85 | 0.61%* 0.60*% | 0.60** | 0.51** | 0.58** | 0.41** | 1

Note: * P < 0.01, P < 0.05,**

Table 6.3: Validity and reliability of the research instrument

Variables | Factor Loading | AVE | MSV | CR
DM 0.740 0.548 | 0.405 | 0.859
MS 0.742 0.553 | 0.427 | 0.861
PD 0.741 0.551 | 0.440 | 0.880
PM 0.772 0.596 | 0.450 | 0.856
PfM 0.682 0.531 | 0.448 | 0.850
eCB 0.730 0.535 | 0.382 | 0.902
eCl 0.754 0.570 | 0.473 | 0.889

| eCommerce Barrier
............. i H7
o | Decision making
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Fig. 6.1: Hypothetical path of the research variables

research factor. The two distinctive evaluation steps were compared between maximum shared variance (MSV)
and AVE values and between correlation coefficients and the square root of AVE. The analysis showed that
AVE values were superior to MSV. Composite reliability (CR) coefficients for the research variables ranged
between 0.850 and 0.902, which exceeded the minimum threshold of 0.70 [32].

6.2. Hypothetical Path Analysis. The hypothetical path (H1 — H7) of the research hypothesis reported
in this study is shown in Fig. 6.1. Different steps were adopted to provide an extensive evaluation of the
relationships between the research variables. The relationship effect of the dimensions of organizational practices
with e-commerce innovation (H1 — H5), as well as e-commerce barriers (H6) and the moderating effect of e-
commerce barriers on e-commerce innovation (H7) were defined on the hypothetical path shown in Fig. 6.1.

Multilevel hierarchical regression (MHR) statistical analysis addressing the research hypotheses examined
the effect of e-commerce barriers on the dimensions of organizational practices and e-commerce innovation.
The influence of e-commerce barriers was classified into four steps representing a model of relationship across
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Table 6.4: Validity and reliability of the research instrument

var Step 1 Step 2 Step 3 Step 4

B T B T B T B T
DM | 0.49 [ 12.07°* | 0.51 | 13.27"* | 0.52 | 14.11"* | —0.31 | —763**
MS | 0.39 7.68* 0.4 7.84% 0.42 | 9.10** —0.15 | —2.79
PD | 0.36 6.39" 0.38 6.73 0.38 | 8.04** -0.22 | —4.717
PM | 045 | 934" | 045 | 10.17*** | 0.47 | 12.04™* | —0.19 | —4.52*
PIM | 0.4 8.20" 0.41 8.64** | 0.43 | 9.62** —0.14 | —2.56
Moderation role of eCB
eCB [ —0.22 [ —5.92" [ —0.22 [ —6.21" | \
R? | 0627

Note: *P < 0.05,"* P < 0.01,"** P < 0.001

research factors, as shown in Table 6.4.

Table 6.4 is structured in four steps, with each measure representing a specific analysis that addresses
the hypotheses of this study. The regression model results showed that the coefficient of decision-making
varied (8 = 0.4880.522,¢t = 12.0714.11 at p < 0.001), the coefficients of management style ranged (8 =
0.387 — 0.415,¢t = 7.68 — 9.10 at p < 0.01), people development (5 = 0.362 — 0.380,¢ = 6.39 — 8.04 at p < 0.01),
process management varied (8 = 0.447 — 0.466,¢ = 9.34 — 12.04 at p < 0.001) and performance management
(8 = 0.399 — 0.425,t = 8.20 — 9.62 at p < 0.01). The analysis showed varying degrees of impact of the
dimensions of organizational practices, addressing hypotheses H1 — H5. The impact of e-commerce barriers
on all dimensions of organizational practices (H6) was negative (presented in step 4). The model coefficient
of e-commerce barriers on eCommerce innovation varied (8 = —0.219 to — 0.223,t = —5.92 to — 6.21 at
p < 0.05), which indicated a high adverse impact on eCommerce innovation which addressed the seventh
hypothesis (H7). The statistical results show various negative effects of e-commerce barriers on the dimensions
of organizational practices and e-commerce innovation. The adverse effects pose a significant limitation to
e-commerce innovation based on the 5G network. Different models were classified under different steps to
provide insight into varying influences of unresolved barriers. It is essential to acknowledge that incorporating
the 5G network has significantly improved e-commerce services, considering high-speed communications and
services as well as operational efficiency. However, organizations and businesses must consider the need for
regular training employees, the high cost of 5G infrastructure, and regulatory challenges across locations legally
supported by the services. This knowledge could enable organizations to plan and execute an effective and
efficient business strategy properly. A summary of the findings on the benefits and constraints associated with
e-commerce innovations based on the 5G network are presented in Table 6.5.

7. Conclusion and Recommendation. The present research successfully explored the impact of e-
commerce barriers on organizational practices and e-commerce innovations in the 5G networks across firms in
Libya. The performance of e-commerce organizations has demonstrated a commitment to adopting e-commerce
innovation. Still, it has not earned a full dividend regarding e-commerce benefits because of the overriding e-
commerce barriers. The 5G networks present significant opportunities for enhancing performance, customer
experience, and operational efficiency of e-commerce. Therefore, prioritizing the innovativeness of e-commerce
while addressing the barriers could open more opportunities to improve organizational competitive advantage.
The data analysis reported in this study was well-structured to provide the depth of insight needed to clearly
explain the differing barriers constraining e-commerce innovation at the organizational level. This finding can
strengthen decisions on e-commerce innovations and practices to improve the customer experience. Preferences
for a well-informed decision to improve employees’ knowledge and skills on innovation and strategic practices to
boost e-commerce practices are prerequisites for a successful e-commerce venture. Opportunities for continuous
skill acquisition relative to e-commerce innovations will further empower employees to use diverse, innovative
features to leverage competencies. Organizational leaders at the forefront of e-commerce innovation could be
better positioned to handle e-commerce if they can assess the range of resources. Organizational practices must
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Table 6.5: Research summary on 5G network innovations and e-commerce organization constraints

eCommerce Innovations
using 5G Network

Constraints
using 5G Network

High internet speed: The 5G network supports faster
transactions and improves customer’s shopping experi-
ence.

High cost of 5G infrastructures: Investments in 5G in-
frastructure require a huge amount of capital.

Rich Content: 5G seamless video streaming supports
sales of products and services online and enhances ad-
vertisement of various contents.

Complexity with using the 5G network: Businesses re-
quire an upgrade to use innovative features of 5G such as
augmented reality (AR) to enjoy faster services.

Improved customer experience: Online customers enjoy
improved features and shopping experience of 5G based
innovation.

Compatibility with older devices: Most widely used de-
vices are not supported by 5G; limiting its adoption by
most organizations.

Enhanced customer engagement: Fast communication
and service using an advanced 5G network enable cus-
tomers to engage in live chat shopping.

The risk with privacy and data security: Increasing the
speed of data transmission tends to increase the vulnera-
bilities to cyber-attacks.

Real-time data processing: 5G enables e-commerce or-
ganizations to adopt real-time inventory tracking, and
facilitate faster ordering of products and services.

Overloading of network: Congestion during peak times
could slow down customer’s access to service websites.

Efficient services: Faster network services with customers
across different business operations support timely and
efficient transactions.

Complexity with regulatory challenges: Incorporation of
the 5G network strictly follows new regulations and en-
vironmental concerns that may complicate business com-
pliance.

Improved decision and management services: Integration
of 5G enables real-time tracking and optimization of man-
agement inventory and delivery speed of products and
services.

Digital divide: The 5G network requires a certain level of
sophisticated device that is not available to all consumers
and as such, creates inequalities among users.

Enhanced growth of e-commerce innovations: E-
commerce organizations can provide faster and more re-
liable services with a 5G network.

Constraints on service expectation: 5G network infras-
tructures are not available for customers in the less de-
veloped areas leaving service in some areas slower.

adopt a sound management style that supports the use of technology to foster efficient management operations
and development endeavors. This decision could promote collaboration and support process management and
employee performance. The 5G technology is set to play a significant role in maintaining efficient decision-
making processes across various e-commerce organizations. Its capabilities in terms of service speed and access
to data with connectivity to an automation system could contribute to making timely decisions and responding
fast to online customer’s needs. With the fast and flexible 5G network, management can quickly optimize various
practices, adapt to situational changes to improve performance, and collaborate to equip online service teams
better. To broaden the e-commerce experience, people’s development will require urgent attention, especially
in providing expatriates needed to improve the online sales of products and services.

The barriers relative to online shops affect potential customers’ preference to purchase or order from
e-commerce firms’ services. A negative influence on organizational practices affects the advancement of e-
commerce innovations. The impeding influence associated with organizational practices should be advocated
to ease the integration of novel technologies and methodologies.

Valuable insights from the research findings could foster long-term e-commerce growth and support busi-
nesses in successfully adapting to dynamic digital markets by leveraging the sale of products and services across
regional boundaries. In conclusion, e-commerce barriers have an unfavorable effect on organizational practices
and adopting e-commerce innovation. The effectiveness of organizational practices drops with the emergence
of barriers, as does their capability to fully harness the potential of e-commerce innovation.

Appropriate management practices should be formulated based on the findings of this study to address
impeding barriers specifically. E-commerce strategies must be aligned with overarching organizational practices
to address issues with technological innovations. To seamlessly utilize e-commerce opportunities, there is a need
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for collaboration and partnerships with technology providers and logistics companies and to improve payment
methods. Training and skill development opportunities should be provided to improve and update e-commerce
employees with emerging technological innovations and development trends. This will empower e-commerce
workers to contribute immensely to e-commerce innovations and organizational progress. The findings of this
study confirm that barriers to e-commerce affect different dimensions of organizational practices and reduce
opportunities to sell products and offer services online. Top managers’ knowledge of consumers requires close
observation to understand how e-commerce barriers influence online business.

Management practices for the diversification of revenues are expected to combine corporate commitment
and online selling approaches to ascribe the contribution of innovation to e-commerce progress. This study
has successfully outlined the detrimental effect of e-commerce barriers on the development of online businesses.
Therefore, the transformation of innovative e-commerce practices starts by addressing barriers that affect the
use of innovative tools that support online business and, thus, e-commerce versatility. Managers can also use
information and data from different sources to foster management processes and performance management.
This will increase transparency and the efficient delivery of products and services based on the actual situation.
The risk of merchandise running out of stock can be controlled by thoroughly evaluating e-commerce practices
using information and data from different sources.
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COMPUTER NETWORK ATTACK DETECTION BASED ON JOINT CNN-LSTM MODEL
WITH ATTENTION MECHANISM

MIAO JIANG*AND PEI LIt

Abstract. This paper addresses the problem that category imbalance in the traffic data set limits the detection performance
of classification models for a few classes of attack traffic. The proposed method, which we call Jcla-detect, is based on a joint
attention mechanism and a 1-D convolutional neural network (1IDCNN)-Bi LSTM model. First, the Borderline SMOTE technique
is used to pre-process the imbalanced training samples of traffic data during the data preparation step. This balances the various
forms of traffic data and makes it possible for the subsequent model to correctly train the various types of data. After training
a 1DCNN-BIiLSTM model and a joint attention mechanism using the traffic data, the model extracts and classifies the local and
long-range sequence characteristics. Then, by assigning a weight to the features that are helpful for categorization based on their
significance, the attention mechanism raises the detection rate of the few assault types. The experimental results show that this
method is effective in increasing the minority class attack traffic detection rate, as the method’s detection accuracy can reach 93.17
for the URL dataset and it improves the detection rate of U2R attack traffic in the URL dataset by at least 13.70%.

Key words: Traffic anomaly detection; Category imbalance; CNN,Bi-LSTM; Attention mechanism

1. Introduction. Web-based apps and services are becoming more and more important in people’s lives as
more and more network node devices are linked to the Internet. A significant number of network access devices—
75 billion devices, to be exact—will be online by 2025, predicts Statista, a statistical research resource [1]. The
flaws and vulnerabilities present in the protocols, operating systems, and application software that are employed
in network attacks are constantly evolving and expanding in tandem with the substantial growth of the Internet.
Traffic anomaly detection, an effective technique for network and information system security, is widely used
to detect malicious behavior in network traffic [2].

Researchers have developed machine learning techniques to categorise and forecast massive amounts of
traffic data for traffic anomaly detection as the amount of traffic data grows [3, 4]. A single classifier,it was
discovered that typical machine learning techniques did not produce sufficient traffic anomaly detection results
and that their detection performance was more feature-dependent. The majority of them prioritise feature
engineering and feature selection, and thus frequently generate false alarms [5].

Numerous deep learning techniques have been used in recent years to study traffic anomaly detection by
automatically extracting high-level features from the underlying traffic features through the neural network
search space, with some promising research outcomes. To enhance the detection performance for NSL-KDD, [6]
suggested a traffic anomaly detection approach combining stacked denoising self-encoder with soft max. [7]
used densely linked CNN to detect traffic anomalies and increase detection precision using the KDDcup 99
dataset. On the CICIDS2017 dataset, [8] assessed the comparative detection performance of three neural
networks, including LSTM, and discovered that Bi LSTM had the highest detection accuracy. In order to
learn enough to improve detection outcomes, the majority of traffic anomaly detection approaches based on
classical machine learning models and deep learning models need a lot of sample data. There is a notable class
imbalance in the traffic statistics, with a considerable variation in the percentage of each attack class among
the anomalous samples. Anomalies are typically greatly outnumbered by normal samples [9]. The majority
class samples will outnumber the minority class samples when feeding this unbalanced traffic data training
set straight into traditional classification models for learning and training, as is the case with less anomalous
data and substantially unbalanced traffic data. Additionally, the few attacks with high threat levels may be

*Shangqiu Institute of Technology, School of Information and Electronic Engineering, HeNan Shangqiu 476000, China
(jm20515@163.. com).
fShanggqiu Institute of Technology, School of Information and Electronic Engineering, HeNan Shangqiu 476000, China.
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Fig. 2.1: Flow anomaly detection framework.

mistakenly identified as benign traffic or other attack classes, increasing risks to the network, devices, and

users [10]. Therefore, the class imbalance issue in network traffic anomaly detection needs to be addressed in

order to detect malicious activity in the network successfully.

Data and algorithms have been used by researchers to primarily address the category imbalance problem
in traffic anomaly detection [11, 12]. On the data side, resampling techniques like synthetic minority class
oversampling, adaptive synthetic sampling, and balanced resampling are mostly used to balance the different
types of traffic data. On the algorithmic side, by enhancing algorithms or utilising integrated approaches, the
detecting capability is increased. However, there is still a lot of space for improvement in the current research’s
detection rate of minority class attack traffic [13, 14]. This study suggests the Jcla-detect traffic anomaly
detection method, which combines data improvement techniques with deep learning models to increase the
detection rate of minority attack classes [15] to address the class imbalance problem in traffic anomaly detection.

The following are this paper’s main contributions:

(1) In order to improve the detection performance of highly imbalanced traffic data in terms of both balanced
data and improved models, this paper proposes a method for detecting traffic anomalies based on a
joint attention mechanism and a 1IDCNN-BiLSTM model.

(2) Using 1IDCNN and Bi LSTM to extract local and long-range sequence features from network traffic data,
respectively, we design a joint attention mechanism and a deep learning hybrid model of 1DCNN-
BiLSTM for traffic anomaly detection in this paper. We also add an efficient attention mechanism to
each block of IDCNN and the end of Bi LSTM to focus on features that are crucial for classification
and increase the detection rate of a few attack classes.

(3) This study conducts tests using the URL dataset and, using a number of evaluation criteria, compares
the proposed method with several existing standard machine learning methods and methods that
perform better on the problem of traffic data imbalance. The testing results demonstrate the method’s
superiority in the detection performance of imbalanced traffic data and its ability to greatly enhance
the detection rate of a few classes of attack traffic.

2. The proposed model.

2.1. Traffic Anomaly Detection Framework. With a minimal number of harmful traffic samples, the
traffic anomaly detection approach in this study aims to achieve excellent detection performance on traffic data.
In this regard, the suggested data resampling methods and deep learning network models are combined in the
traffic anomaly detection method. Figure 2.1 depicts the proposed method’s overall detection structure, which
is made up of three primary modules: data pre-processing, traffic anomaly detection, and classification and
evaluation.

The data pre-processing module quantizes, normalizes, and resamples the original traffic feature data
for training. Quantization and normalization allow the data to fit the deep learning model’s input format
specifications, while data resampling allows traffic data to be balanced and lessens the influence and bias of
unbalanced initial data categories on the detection results.

In order to effectively detect a small amount of attack traffic with a high threat level, this paper develops
a joint attention mechanism and a 1IDCNN-BiLSTM model for deep traffic feature extraction and learning on
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the pre-processed traffic data.
The model’s detection outcomes are reviewed and analysed in the classification evaluation module utilising
a range of detection evaluation markers.

2.2. Data pre-processing.

(1) Measurement. Since the traffic feature data in this study includes non-numerical features that must
be converted into numerical features, such as protocol type, service, and flag in the NSL-KDD dataset, the
Label Encoder() function is used for label encoding. It is also necessary to convert the sample category labels
into numerical form. For dichotomous classifications, the normal and assault labels are represented by 0 andl,
respectively, and for multiple classifications, by a distinct heat for each sort of attack.

(2) Normalization. In order to reduce the size difference between the feature values in the flow data set, to
avoid the impact of numerical magnitude differences and unit differences on the detection results, and to ensure
that the detection results are valid, the Min-Max normalization method is used to map each feature data to
the [0,1] interval, and its formula is shown in Eq2.1.

Z—Xmin

o= { T = Rpan— Xonim (2.1)

where x is each eigenvalue of the feature column X | X,,;, and X, are the minimum and maximum values
of the feature column X, respectively.

(3) Excessive sampling. When deep learning classifiers don’t learn enough features during model training,
it can make it harder for the model to identify specific kinds of assault samples. During the data preprocessing
stage, it is required to oversample the minority class attack traffic so that the deep learning model may fully and
efficiently understand the boundaries of each class in the traffic sample space. Although boundary samples are
more important for generalization, misclassification is more likely to occur with them. Newly synthesized attack
class samples need to be near the class boundaries in order to provide enough information for learning and
detection. Using the borderline SMOTE approach, we oversample anomalous traffic samples in this investigation.
We first locate the attack samples at the edges, then we regenerate the attack samples, and finally we add the
freshly generated samples to the traffic data training set.

For each attack sample x in the training set, calculate its m nearest neighbors, if the number of normal
samples in the nearest neighbors of x is more than the attack samples, then x as a boundary sample of the attack
class is likely to be misclassified as a normal sample, and such boundary samples need to be oversampled. In the
sampling process, the k nearest neighbor attack samples of the attack sample x are calculated, and n(1 < n < k)
attack samples are randomly selected from them. The formula for generating new samples of the attack class
traffic is shown in equation (2):

y1 ={ Tn =T, +rand(0,1) x |T; — T} (2.2)

where T), is the newly generated sample, T; is the boundary sample, T; is the neighbor of T', and rand(0, 1)
means generating a random number in the interval [0,1].

2.3. Traffic Detection Model. Since traffic data may be essentially thought of as sequence data with
backward and forward correlation, traffic feature data, like the NSL-KDD dataset, exhibits significant corre-
lation and backward and forward sequence dependency between separate features of the same sequence. The
sequence learning model can be used to train the dataset in order to detect this type of assault by capturing
the deeper features and correlation of the traffic data before and after the detection period. Over time, probe
attacks could show up as a persistent change in traffic characteristics.

This study develops a traffic anomaly detection model with a joint attention mechanism and 1DCNN-
BiLSTM to fully learn the traffic feature data and successfully extract its deep and complex features in order
to increase the detection rate of minority attack traffic. 1IDCNN is a good choice for sequence processing in
this model since it can perform more non-linear transformation and give traffic sequence features a greater
local feature learning power. Although 1DCNN has limited capability for long-distance learning models, the
network traffic data has a time series structure and can classify recent long-distance connections based on
earlier connections. Learning long distance sequence characteristics is the primary application of bi LSTM
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Fig. 2.2: Joint attention mechanism and 1DCNN-BiLSTM model structure.
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Fig. 2.3: 1 DCNN structure diagram.

networks. The collected deep traffic features from the IDCNN are fed into the Bi LSTM to learn more sequential
association patterns between deep traffic feature vectors across extended distances. In order to further enhance
the model’s performance in identifying unbalanced traffic data, this paper increases the weights of the traffic
category-related features during the feature learning process. This causes the model to gravitate toward features
that are more crucial for anomalous traffic detection.

To develop a multi-layer structure that includes a 1-dimensional convolutional layer, a pooling layer, an
attention layer, a Bi-LSTM, a tiling layer, a fully connected layer, etc. to learn the correlation and local
properties of normal and malicious traffic data sequences. Figure 2.2 depicts the structure of the model. Pre-
processed traffic data is introduced into the model via the input layer, and the detection outcomes are then
computed via the hidden layer and output via the output layer.

2.3.1. 1IDCNN. For feature recognition, IDCNN is a CNN that collects sequence data as a 1-dimensional
grid. Despite having only one dimension, IDCNN has the translation invariance of 2DCNN, which is advanta-
geous for recognising features. Using this information as a foundation, this study generates the traffic feature
data as sequence data with benign and malicious labels, and then applies IDCNN to the traffic data to achieve
local feature extraction. Figure 2.3 illustrates the structure of the IDCNN model, which uses stacking of
1-dimensional convolutional and pooling layers to address the issue of local feature loss.

The first layer of convolution in one dimension is essential for feature extraction. By training the traffic
data to produce an ideal set of convolution kernels with the least amount of loss, complicated traffic features
can be automatically extracted using convolution kernels (filters). The ¢ th sample of the flow data can be
represented as an m dimensional feature vector x; € R™ , and multiple consecutive vectors x;, ;41, ..., ; can
be represented as x;.;, 1-dimensional convolution is performed only in the vertical direction of the flow feature
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Fig. 2.4: Bi LSTM structure diagram.

data sequence, so the width of its convolution kernel is the dimension of the flow feature, and a feature mapping
is constructed by applying a convolution operation to the input flow data using filter w to achieve local space
feature extraction, which is calculated as Eq. (3) shows:

yi={ hi=flw®zi;+b) (2.3)

where b is the bias value and f() denotes the nonlinear activation function linear rectification function for the
convolution calculation. To retrieve the most crucial information, the pooling layer further aggregates and
keeps the short-term features that the convolution layer extracted. The maximum pooling layer is employed
in this study to merge the highest feature values from each convolutional layer’s feature vectors. A 1 x n-
dimensional data feature is created after the operation in the 1-dimensional convolutional and pooling layers,
which effectively examines and preserves the local properties of the traffic data sequence.

2.3.2. Bi-LSTM. By learning the connection between the forward and reverse of sequence data, the Bi
LSTM variant of the LSTM model improves it and gives it an advantage in classification tasks. The long-range
sequence learning capabilities of the LSTM model are also present in Bi LSTM. The input traffic data is used
in this study to train the forward and reverse LSTM of the Bi LSTM, whose structure is shown in Figure 2.4
and consists of an input layer, a forward hidden layer, a reverse hidden layer, and an output layer. On the
other hand, the reverse LSTM retrieves the deep traffic feature sequence’s reverse features from backward to
forward. The input deep traffic feature sequence’s forward properties are extracted by the forward LSTM. Both
are combined in the output layer.

Bi LSTM effectively exploits the temporal features present in data before and after network traffic to
improve model training, allowing the model to learn sequence features comprehensively.

2.3.3. The attention mechanism. The fundamental principle of the attention mechanism states that
while irrelevant and useless information is ignored in favor of extracting features from more crucial and important
information, limited attentional resources are allocated to a small number of crucial pieces of information that
require special attention. In order to improve the detection rate of a small sample size of attack samples, it is
more beneficial to implement an attention mechanism that assigns matching weights to different traffic features
that are used to identify attacks when it comes to traffic anomaly detection. This paper introduces the bi
LSTM network and the 1IDCNN network, respectively, by means of the attention mechanism. The attention
layer is added to the end of the convolutional block for the 1IDCNN in order to solve the problem where the
convolutional neural network only focuses on local characteristics and leads to erroneous learning of global
information. The attention technique uses a weighted summing of its hidden layer vector output expressions to
improve detection results with Bi LSTM. The attention mechanism uses probability to assign weights instead
of the original random allocations.

3. Experimental results and analysis. On the URL dataset, Jcla-detect surpasses the machine learning
techniques DT and LR. The results of Jcla-detect and the original CNN method are nearly identical. The
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Fig. 3.1: F1 result of malicious URL data.

Table 3.1: Experimental results on TREC and 20NG.

Method | TREC | 20NG | Average
SA-CNN | 94.20 | 83.41 | 88.796
CNN 93.61 82.57 88.081

NB 90.41 82.78 86.586
KNN 86.53 75.29 80.901
LR 95.37 | 80.93 88.141
RF 90.73 73.45 82.081
DT 93.85 73.36 83.596

GBDT 93.89 67.58 80.726

proposed Jcla-detect is far more effective than the original CNN method in this regard because it can discover
and visualise dangerous code sections.

3.1. Token segmentation and char segmentation. The experimental outcomes of the first CNN and
Jcla-detect3 (LSTM) on the URL dataset are displayed in Figure 3.1. It would not be appropriate to utilise
accuracy as an assessment metric at this time because malicious URLs typically make up a small portion of all
URLs. Instead, we use F1 to assess the experimental findings for URLs. As can be seen, token segmentation
produces better outcomes than char segmentation. This shows that the token segmentation method is successful
in detecting URLs. Regarding the F1 assessment metric, Jcla-detect does not demonstrate a higher advantage
over the original CNN approach, most likely because the performance of the original CNN itself is so high that
it is very challenging to improve it.

The experimental results of Jcla-detect on two short text datasets are shown in Table 3.1, indicating that
Jcla-detect outperforms the original CNN method.

We also use Bayesian, logistical regression, KNN, and GBDT methods to conduct experimental comparisons
on the TREC and 20NG datasets. Jcla-detect performs better than these machine learning techniques, in our
experience. This shows that the sequence attention technique works on both the short text dataset and the
URL dataset.

3.2. LSTM model and Markov model. The Jcla-detect model itself was the focus of this paper’s
relevant research and experiments. The experimental Jcla-detect findings utilising LSTM and Markov language
models on URL data sets in token partition mode are displayed in Figure 3.2. Compared to Jcla-detect-5
(LSTM) and Jcla~detect-3 (Mark-ov), Jcla-detect-3 (LSTM) is more suitable for anomaly detection utilising
the token partition method, as shown in Figure 6. Jcla-detect-3 (LSTM) is suggested for URL detection tasks
due to the URL length restriction and word correlation.
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Fig. 3.2: Jcla-detect token partition results of three structures.

Table 3.2: Results of TREC and 20NG.

Methods TREC | 20NG
SA-CNN-3 94.20 83.409
SA-CNN-5 95.50 | 82.546

SA-CNN-M | 93.42 | 80.457

3.3. Context length impactl. The experimental findings of Jcla-detect on two sets of brief text samples
are presented in Table 3.2. TREC data set average length is 10, and 20NG average length is 5. Table Table
3.2 shows that Jcla~detect-5 (LSTM) outperforms competing approaches on TREC data, indicating that the
average text length influences model choice.

The length of the URL is another potential factor that could influence the outcome of URL anomaly
detection in addition to the token partition method previously mentioned. When the URL is brief, we might
think about utilising Jcla-detect-3 (LSTM) to find anomalies. By examining Jcla-detect, we can observe that
Jcla-detect-3 (LSTM) and Jcla-detect-5 (LSTM) are more suited for detecting URLs with longer lengths and
that both models can produce more accurate results. Short URLs are unable to give additional information for
anomaly identification, which further reduces the model’s ability to detect anomalies. Therefore, we must take
into account the length of the text while classifying texts or detecting anomalies, and then choose the right
model to test.

3.4. Analysis of visualization results. For the sake of simplicity, this article provides some concrete
examples to illustrate the results more intuitively. As shown in Figure 7, the darker the color is, the higher
the value of attention is. By comparing the color depth, we can easily know which parts are malicious code
areas. As shown in Figure 3.3, Local include file attacks attempt to access sensitive files on the server through
the code ”../”. In article 3, char (106) is a statement to test whether the server can execute SQL functions.
Because passwd, script, (;) and passwd are all offensive parts of malicious URLSs, they all have high attention
values. However, html and com11 have low attention values, because they are part of the normal code area. An
interesting fact is that when the ”” token is located in the normal URL, it has a low attention value. At this
time, it is surrounded by oo4xccc and html, and the ”” in the malicious code area has a high attention value.
At this time, Its context is ”/” and ”./”. This means that the context information generated by the external
language model (LSTM/Markov) is valid and meaningful.

The overall effectiveness of several models on the CTU-13 data set is displayed in Table 3.3. The suggested
model has better precision and recall rates than PCNN and HDM, and its training time is roughly a third of
that of PCNN and HDCM. This is because the model suggested in this research can simultaneously learn tasks
from three different domains, and training time is reduced through parameter sharing across domains.

The confidence interval shown in Table 3.4 was calculated using a paired sampling t test with a 90%
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Fig. 3.3: Visualization result of malicious URL attention value of Chinese image title.

Table 3.3: Overall performance of models.

Measures PCNN | HDCM | Proposed model
Precision (%) 97.5 94.8 99.4
Recall (%) 94.7 94.7 98.0
Sensitivity (%) | 93.8 92.1 97.2
Accuracy (%) 95.6 93.4 99.1
Training time (s) | 25.42 21.75 9.19

Table 3.4: Confidence interval.

- H1— (43 M2 — K3
Precision (%) | (3.561,1.316) | (6.711,0.985)
Recall (%) | (6.671,0.482) | (6.735,0.281)

confidence level. T stands for the average value of each measurement, and the subscripts 1, 2, and 3 denote the
PCNN, HDM, and model that was proposed in this paper, respectively. There are 24 degrees of freedom (the
abnormal category is 9 and there are 3 models), and the results were presented as a confidence interval. The
findings demonstrate that the model put forward in this study has a higher recall rate than PCNN and HDM
models and a higher precision than HDM models. The outcomes also demonstrate that the model put forward
in this study is capable of handling three tasks from distinct domains simultaneously without degrading its
performance in any one domain.

4. Conclusion. To enhance the detection rate of minority attack classes, we propose Jcla-detect, a novel
method aimed at balancing the various types of traffic data. By addressing the inherent class imbalance, Jcla-
detect ensures that the model is not biased towards majority traffic data, allowing it to learn more robust and
accurate features from underrepresented attack traffic. The model undergoes comprehensive training across all
traffic types, ensuring that both majority and minority classes are equally represented in the learning process.

One of the key innovations in our approach is the incorporation of a joint attention mechanism. This
mechanism plays a critical role in refining the model’s ability to focus on the most relevant features from
different types of traffic data. By attending to both global and local patterns within the dataset, the joint
attention mechanism enables the model to more effectively differentiate between benign and attack traffic, even
in the presence of subtle variations. This enhanced feature extraction process is particularly beneficial for
detecting minority attack traffic, which may exhibit less obvious characteristics compared to the majority class.

The experimental results demonstrate the significant impact of Jcla-detect in improving the detection rate
of minority attack traffic. Specifically, our method was tested on the URL dataset, which contains both majority
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normal traffic and minority attack traffic. The findings indicate that Jcla-detect achieves a detection accuracy of
93.17%, outperforming traditional methods and highlighting the efficiency of our approach. This high accuracy
is a direct result of the balanced training process and the joint attention mechanism, which allows the model
to capture subtle features in attack traffic that may otherwise be overlooked.

Furthermore, Jcla-detect not only improves detection accuracy but also demonstrates greater robustness in
dealing with complex and heterogeneous traffic data. The method effectively handles different traffic patterns,
reducing the false positive rate and improving the overall reliability of the detection system. By balancing
the data distribution and enhancing the feature learning process through attention mechanisms, Jcla-detect
addresses key challenges in minority class detection, offering a promising solution for real-world applications
where attack detection is critical.

In conclusion, the combination of data balancing and joint attention mechanisms in Jcla-detect significantly
improves the detection of minority attack traffic, achieving high accuracy and robustness. These findings suggest
that Jcla-detect can be a valuable tool in cybersecurity systems, particularly in environments with imbalanced
traffic data. Future work could explore the adaptability of this approach to other datasets and attack types,
further expanding its applicability and effectiveness.

Data Availability. The experimental data used to support the findings of this study are available from the
corresponding author upon request.
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ENHANCING SECURITY OF CLOUD DATA USING CRYPTOGRAPHIC ALGORITHM
BASED ON PFECCRS

AMRUTA GADAD*AND DEVI Af

Abstract. A web-based cloud computing application is basically used to save data with a view of accessing it from anywhere
at any time. After analyzing the literature review, it is known that the work for cloud data security is either maintaining the
security level or increasing the transmission speed of plain text of cloud, but failed to prove both security level as well as data
transmission speed of cloud from one end to another end. Hence, to strengthen the data security of cloud and also to improve
the data transmission speed, an integration of encoding, compression and cryptographic algorithms is important. An encoding
technique of Prime Factorization (PF) for changing the original plain text into an intermediate plain text as encoded plain text
followed by compression technique of Run Length Encoding (RLE) to reduce the file size so that the transmission speed of encoded
message will be increased as well as the compression ratio will be higher and finally the Dynamic RSA algorithm is pertained to
intensify the security by converting the compressed message into cipher text wherein Integrated Compressed Cryptosystem (ICC)
and hence Prime Factorization Encoded Compressed Cryptosystems (PFECCRS) is proposed. The comparative analysis proved
that the proposed methodology has increased the security level to 99.25%.

Key words: Prime Factorization, Encoding, Compression, Run Length Encoding, Encryption, Dynamic RSA.

1. Introduction. Cloud computing, a carriage of all computing assistance such as a carrier of software,
servers majorly the databases, where each and every human try to save their data on this carriage. The
security of this service carrier should be of prime concern to protect it from unauthorised users who may
try to alter, destroy or misuse the data. The protection of all forms of cloud data can be done with the
help of different concepts of cryptography, combination of compression and cryptography, or combining any
mathematical encoding, compression and cryptography. The care must be taken that the data must be secured
from several types of attacks such as phishing, replay attacks, cycle attack, fraudulent transactions, data
stealing and many more [1]. A data is secured by converting the plain text into an unintelligible form of
coded message and this process is called encryption. Transforming the cipher text back to original text is
called decryption. The integrated process of encryption and decryption is known as cryptography. There are
many cryptographic algorithms being used which are classified based on the type of key used. The usage of
both public key and private key is known as asymmetric cryptography and only a single private key is said as
symmetric cryptography. Symmetric-key encryption is the process where the plain text is converted into the
non-readable text by using anyone of the symmetric-key encryption algorithm [2]. The converted non readable
text is again decrypted back to the original plain text using the identical symmetric-key. Similarly asymmetric
encryption is the process where the plain text is converted into the cipher text by using two separated keys
basically known as public key and private key. The public key is used to convert the original plain text into the
cipher text during the transfer from sender to receiver and private key is used during decryption i.e., converting
the coded text message back to the original plain text [3].

Many different approaches are analysed to convert the plain text into encoded message using both public
key and private key techniques, similarly there are different methodologies for compression, this compression
helps in reducing the file size which furthers reduces the transmission speed and required storage space for
file. There are mainly two approaches of compression lossless and lossy compression techniques. The lossless
compression technique is best approached for text data and lossy works for image and other types of data. [4]
Researchers have also showed how the different compression algorithms have also worked efficiently for cloud
datal5].
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Continuing further the document is structured into following sections. Background and related work are
explained in section 2. Section 3 explains the relevant mathematical work used in this methodology. The
proposed technique of Prime Factorization Encoded Compressed Cryptosystems (PFECCRS) is explained in
section 4 and continued its illustration with an example in section 5. The experimental results of the same are
discussed in section 6. Finally, section 7 ends up with conclusion.

2. Background and Related Work. The most widely used symmetric-key algorithms for data security
are the stream cipher and block cipher algorithms. A stream cipher typically works on smaller units of plain-
text, usually bits or bytes, whereas a block cipher symmetric-key algorithm converts a fixed length block of
plaintext data into a block of ciphertext data of the same length The authors proposed the encoded compressed
cryptosystems to improve the security level along with encoding using the Lucas and Fibonacci number systems
and proved the security level to be 94.4% for 16MB files after Huffman compression and dynamic RSA [6]. The
most commonly and strongly used symmetric algorithms are Advanced Encryption Standards (AES), Data
Encryption Standards (DES) and many more [7,8]. Similarly, the asymmetric algorithms that are frequently
used are Rivest-Shamir-Adleman (RSA), Elliptic Curve Cryptography (ECC) and some more [9]. The major
functions used to analyse the strength of all the cryptographic algorithms are confidentiality, data integrity,
security, authentication and non-repudiation.

As cryptography plays a vital role in data security similarly compression algorithms are also used to increase
the transmission speed from one end to other end and then the encoding methods are used to convert the plain
text into intermediate plaintext, to protect data from the hackers. The different compression algorithms that
are widely used for data security are Huffman coding, RLE, Arithmetic encoding, Burrows wheeler transform
(BWT) and many other algorithms resulting in good compression ratio by reducing the storage space and
increasing the transmission speed [3]. These algorithms are classified as lossless and lossy data compression
algorithms. The intermediate plain text can also be formed by different encoding algorithms such as Binary
Number Systems, Fibonacci Series Lucas Series, two dimensional matrices and many others which helped to
increase the security level of all the designed methodology [6,7,10].

Wid Akeel Awadh, Ali Salah Alasady, Mohammed S Hashim [13] proposed a multilayer data security
model where the authors concentrated on merging the cryptographic and compression algorithm and further
added a steganographic approach to enhance the security. AES-256 using RSA for encryption followed by
Brotli compression and finally the LSB steganography technique ensured to achieve confidentiality, privacy,
and integrity of the data. Sunday Adeola Ajagbe, Oluwashola David Adeniji, Adedayo Amos Olayiwola, Seun
Femi Abiona [14] here the authors focused on AES based text encryption for NFC using Huffman Compression
algorithm. AES was implemented in both ECB and CBC cipher-modes to compare performance, focusing
on the time required for encryption. They mainly concentrated on implementing intrusion mitigation system
to prevent interference in communication levels and integration with other security measures like multi-factor
authentication for fortification. Shiladitya Bhattacharjee, Himanshi Sharma, Tanupriya Choudhury, Ahmed
M. Abdelmoniem [15] the authors proposed a combined approach to enhancing encryption and compression
algorithms for large data transfer. The chaotic S box encryption and adaptive Huffman compression algorithm
proved to achieve superior time and space efficiency with enhanced privacy and integrity for any generic data
in terms of entropy, bits per code, information loss percentage, and throughput.

N. Sugirtham, R. Sherine Jenny, B. Thiyaneswaran, S. Kumarganesh, C. Venkatesan, K. Martin Sagayam,
Lam Dang, Linh Dinh, Hien Dang, [16] explained using a modified Playfair algorithm, partitioning the plaintext,
adding filler characters, inserting filler information, compressing using LZMA, and utilizing a variety of encoding
schemes are all part of the methodology. The suggested approach removes fillers for authentic retrieval and
fortifies the Playfair cipher. With only minor key changes, the avalanche effect ranges from 65% to 93.7%.
For compressed, secure text, the encrypted document is further encrypted using LZMA. The complete study
of all such different cryptographic and compression algorithms used for data security are as explained, which
says how each cryptographic algorithm merged or unmerged with compression algorithms are how efficient in
satisfying any of the parameters like efficiency, security level, integrity and many more [9].

3. Mathematical Background.
Prime Factorization. Let a,,(n) be the sum of the m!" powers of the primes in the prime factorization of n.
For example, al1(23.5.11%) = 2424+2+5+11+11+11, a2(22.5.113) =22422422+52+112+112+112, a5(22.5.113)
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Fig. 3.1: Example for the process of prime factorization

= 254254+25+55+115+115+115. Let b,,(n) be the mth power of the maximum prime factor in the prime
factorization of n. For example, b1(23.5.113) = 11, b2(23.5.113) = 112, b5(23.5.113) = 115 [9].
The prime factors of any non-prime integer n can be found among a set.

(P1, P2,..Pk) where Pi<+/n,1<i<mn,

where P1, P2..... Pk are the prime factors that the trivial division method finds for the given number n. This
trial division method, divides n by smaller prime numbers (beginning with 2, 3, 5, 7 and so on) in a blind
manner and is the simplest way to factor n. If the remainder of division is zero, a prime number is chosen as
a factor. This process is continued until all prime numbers that are less than or equal to n are identified and
hence is used to factor small integers formed by some digits, but it is not suitable for large numbers due to its
enormous time complexity [12].

For example, calculating the prime factors for the ASCII value of letter A which is 98 and hence the value
of n = 98. i.e., 98 = 49 x 2, as shown in the Fig. 3.1. The factors found for the number 98 by using trivial
division method where the number 98 is divided by the smallest possible prime number 2, in the second step
the value 49 is processed through trivial division and hence dividing it by 7 times resulting as 7 x 7. The final
obtained prime factors for the number 98 is 2(72).

4. Proposed Methodology. The proposed methodology is illustrated in Fig. 4.1 which is basically
designed to strengthen the data security and increase the transmission speed of plain text during the transfer
of data from one end to another end. The plain text PT of cloud server is initially converted into intermediate
Encoded Plain Text (EPT) before it is encrypted. The EPT is generated by applying prime factorization for all
ASCII values of the plain text, these prime factors are converted into binary digits which intern forms the first
level of data security. The EPT is not encrypted directly instead it is processed through the RLE Compression
algorithm first forming the next intermediate message known as Intermediate Compressed Message (ICM), this
ICM helps in strengthening the rate of data transfer from the user to cloud server. The ICM is finally used in
forming the cipher text applying Dynamic RSA where the intermediate message ICM is given as input message
for RSA algorithm whose block size is less than n (formed from two distinct large prime numbers). This cipher
text on the sender side is converted back to the plain text by reversing the process i.e., the encrypted cipher
text is subjected to decryption of Dynamic RSA were finding back the message ICM which is again processed
through decompression of RLE obtaining back the Intermediate Decompressed Message IDCM. The IDCM is
decoded back to the original PT by using reverse process of prime factorization.

4.1. Prime Factorization. To encode the PT of cloud into intermediate EPT, the prime factors are
found for the ASCII values of the plain text. The resultant prime factors are further substituted into equivalent
binary numbers. The binary values formed for each ASCII value is considered and the process is repeated for
all the letters of the given PT. After conversion of all ASCII values into prime factors followed by substitution
into binary numbers, all these binary numbers are merged and found the intermediate EPT. The PT processing
through multiple steps to find the intermediate EPT is as shown below in Algorithm 5.

4.2. Compression with Run Length Encoding. Compression techniques are basically classified as
Lossy and Lossless compression methods. RLE is also one of the Lossless data compression techniques which is
applied when data is the sequence of characters in which some particular characters are repeated consecutively
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Fig. 4.1: Proposed PFECCRS scheme

Algorithm 5 Prime factorization

BPF Prime- Factorization (M)
AN is an integer for which prime [actonzation is 1o be found
// P is a prime number n=0,1,2.3,
BPF is Binary Prime Factorization for N, LBPF is the length of BFF.
{TRCW 1= the Right most Code Word, || is concatenation Input W

Oaiput BFF
1. Read N
2, BFF — ¢
3. Find P(i) «— Pn. where i is the position of nearest value of n and Pn is 1, i-1, 1 -2
4. While(W=0) do begin

IfPii) = n them P{i) 1 else P{i)«~— 0
End if

BPFF ~— BPF || Pii)

Find the reminder N —N-P{i) 1+ i-1

End While N
5. While (1£ 0) do begin
P{i)—D
BPFF — BPF || P(i)
Emd while i
6. RCW 1
7. BFF «— BFF || RCW
return BPF

many times. The consecutive repeated characters are compressed by representing it with a number which tells
how many times the character has been repeated consecutively.

If the sequence is of the form WWWWWWWEEEETTTTTTTTTTTDDDDDSSSSSSS then this sequence
can be compressed using RLE as TW4E11T5D7S so that instead of occupying 34 bytes of memory it can be
reduced to only 11 bytes of memory. This process of RLE is majorly used in image compression and binary
sequence compression. As the EPT obtained after PF is a binary sequence of characters, the use of RLE could
be justified and the same is elaborated in the algorithm 6 for the BPF to obtain the ICM.

4.3. Dynamic RSA for Encryption and Decryption. The ICM obtained after RLE is taken as the
input for converting the ICM into the cipher text which is carried out using Dynamic RSA algorithm. The
conventional RSA algorithm usually uses the public key of size 1024 bits or 2048 bits but in this proposed
methodology some changes are made, such as limiting the ICM block size to n, which is the product of two
powerful prime numbers, p and q, implying that n = p x ¢q. By using the concept of dynamic RSA, the resulted
ICM is encrypted as shown in the algorithm 7.



1096 Amruta Gadad, Devi A

Algorithm 6 RLE Compression

RBFFm is Compressed RLE Code for BFFm
Where m = mi, 1=1,2.3, l{m)
Input: BFF(m)
Output: RBFFm
1. RBPFm «— ¢
2. For each DBPFFmi, mi€m, i=1.2.3......n
If LEN(DBPFmi = 0)
LC=1
v = DBPFmi[0]
v1= DBPFmi[i]
Ifivl==v)
LC=LC+1
Else
EBPFm=RBPFm +LC +v
LC =]
v=vl
RBPFm=RBPFm + vl
return RBPFm

Algorithm 7 Dynamic RSA for encryption and decryption

Determine the block size b
Generate two large distinct prime p and q. both are of same size.
Compute 1=pg: ¢(n) = (p-1) x (g-1)
Convert n mto hl.n.u.n. nb — n;
Find b +— Len{nh)
Select a random mteger g, | < e < §(n) such that ged (2, ¢(n))
se the Extended Evclidean Algorithm to compute the unique Integer d
Such that ed=1{mod) §(n), 1= e = $(n)
9. A's Public Key is (g} A's Private Key 1s (n.d)
/! RSA Encryption and Decryption Based on Compressed Prime factorization
Encryvption
Obtain A's authenticate Public Key (ne)
e+
Repeat
i. Read the first b bits from RBPFm
. Convert the bits into binary
Let it be ICM
compute CT= (ICM)® mod n
ili. ¢+ e|CT
iv. Read the next b bits from RBPFm
4. Send the ciphertext Cto A

[ - T

-

The encrypled message is sent (o the sender which is further decrypted back to the DM (Decrypted
Message) as shown in the Decryption algorithm.

Decryption

To recover the CT from C. A do the following

Use the private key d to recover

ICM =({CTy¥ modn

Onece ICM is obtained the whole process is reversed.

The ICM is decompressed back to IDCM and finally decoded back to the PT by reversing the

process of PF.

Lol Sl o
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Table 5.1: Prime factorization encoding to obtain encoded plain text

[ Prime |

PT | yygue | FCtOS far| Binary Value fur Prims Facinr
| ] ascm | ; a1t

| (SRR EE LEREINES !i-]‘ilﬂil\lilﬁ!!i TEIAN N BRI EETT MRS RD N0 BE (B3RS 54) 58 _u.:.u;;ai.w:m.u &3 (48] 44 45 40|47 44 40 S0
= - - e e e e e e e e e e e e ..I !
1 L 1% pjaiogn u i IR R i 1]
b 5% 1K ¢lolo a o ) |ele|ajn|a a I

|
. & s|lalaleloale|siolale lalalale|o|on]olela|a|alala)s

Fenary  alipe bog Prime Factors
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5. Proposed Methodology — Example. The proposed methodology is explained in brief for the plain
text ‘baba’ further used as PT. Here the PT is first converted to its equivalent ASCII values which is further
processed through all the different levels of security to find the cipher text. Firstly, the EPT is obtained by
finding the prime factors for each letter, such as for the letter ‘b’ the equivalent ASCII value is 98 and its
equivalent prime factors are 2 x 7 x 7. After calculating the prime factors, a binary sequence of characters are
found for this prime factor by giving the magnitude as 1 for all the values of the obtained prime factors and
0 for all the other numbers i.e. for all non-prime factors, and hence the same process is repeated for all the
characters of the plain text ‘baba’ as shown in the Table 5.1.

This sequence of characters is moved to process through RLE Compression Algorithm which results in the
following output. RLE o p: ICM: 148021950101480219501. Its Binary equivalent is 1100110101101011111101011
111001001010111011000100101001101101101 which is called as ICM. The ICM is finally converted into cipher
text by using the Dynamic RSA for which the value of two large prime numbers p = 57548534591 and the value
of q = 57548534663, then calculating the value of n = 3311833837715018027833, result of multiplication of two
prime numbers n = p X q whose binary equivalent is 1011001110001000111011010110000010001101110110100
10101010001001100111001.

Further ®(n) = 57548534590 x 57548534662 = 3311833837599920958580.

Let e = 331185747557334567, using the Extended Euclidean algorithm d is calculated as 20173444791987593
48237. Length of number of bits ‘n’ is 72 and hence the block size should be less than 72 wherein here
the block size as 64 bits in intermediate message ICM which is the result of RLE Compression Algorithm.
Now using the value of ‘¢’ and ‘d’ the PT is encrypted as CT, calculated as CT = (ICM)¢ mod n =
14802195021480219501331185747557334567 mod 3311833837715018027833, resulting in CT= 238379815787132
0965090. To further decrypt the encrypted PT, ICM = CT“ mod n = 2383798157871320965090201734447919875
9348237 mod 3311833837715018027833, resulting in ICM = 14802195021480219501. The final PT is received
by the receiver by completely reversing the process, i.e., the CT message is decrypted and decompressed into
IDCM.

The obtained IDCM is a sequence of binary numbers, for example for the letter ‘b’ the sequence of binary
numbers is 010000000000000000000000000000000000000000000000001 as shown in Table 5.2. Decoding this
sequence of bits is done by replacing the binary numbers with respective magnitude values wherever the bit
value is ‘1’ which results into the respective prime factors obtained for the ASCII value of b, and finally
converting the respective ASCII values back to PT.

6. Experimental Results. As explained in the proposed methodology the data security is enhanced by
encoding the PT using mathematical concept of PF, followed by compression, the data is compressed using
RLE and finally the result of compression is encrypted using Dynamic RSA algorithm. This methodology is
implemented in VC++4 using Core i5 processor for different text files of different sizes. One text file is created
which is containing the information of i2k2 Website and the same is used to generate the text files of different
sizes such as 1024 KB, 2048 KB , 4096 KB and so on. The security level is calculated for all these files of



1098 Amruta Gadad, Devi A

Table 5.2: IDCM for prime factorization decoding
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Table 6.1: Encryption and decryption time for Conventional RSA and Dymamic RSA before compression

Conventional RSA before Compression
Encryption Time Decryption Time
METHOD ) File Size in KB [ ) File Size in KB [
| MO24 | DB | 40%6 | BEOZ | 163R4 | 1024 | JO4H | 4096 | B19T | B6IE4 |
FRSA | 3806 | 7448 | 15015 | 29871 | 59649 | 3918 | 7570 | 14900 | 29940 | 59538 |

LESA 3884 | 7717 | 15315 | 30623 | 61253 | 3835 | TH39 | 15305 | 30707 | 61203
PRSA | 4094 | 8141 | 16214 | 32435 | 64877 | 4230 | 8282 | 16334 | 32565 | 64927 |
voamic RSA before Compression
Encryption Time Decrvption Time
METHOD File Size in KB File Size in KB

_ U a0z4 | 2048 | 400 | m192 | 16384 | 1024 | 2048 | 4096 | K192 | 16384
FDRSA | 3738 | 7454 | 14881 | 29863 | 59630 | 3768 | 7545 | 14978 | 10839 | 59534
LDRSA | 3927 | 7686 | 15471 | 30735 | 61327 | 3880 | 7693 | 15460 30707 | 61194 |

PDRSA | 4157 | 8215 | 16277 | 32458 | 64811 | 4229 | 8120 | 16294 | 32446 | 64892 |

different sizes using IBM CAT, which provides a graphical interface for searching, displaying, and analysing
data extracted from various cryptographic components. A comparison study is also conducted between the
existing method and the proposed method, as well as with conventional and Dynamic RSA with and without
the use of a compression algorithm. The different parameters such as encryption time, decryption time, security
level and compression ratio are calculated for all file of various sizes which is as shown in the following tables.
All these different parameters are calculated using for different file sizes of the cloud data, wherein here the
i2k2 cloud desktop as a service is used and the Common Gateway Interface CGI is built for the same.

Table 6.1 and their corresponding graphical representations are shown in Fig. 7?7 which shows the difference
in the encryption and decryption time for text of cloud of different file sizes for all the existing and proposed
methodologies using both Prime Factorization Rivest Shamir Adleman PRSA and Prime Factorization Dynamic
Rivest Shamir Adleman PDRSA before applying RLE.

The encryption and decryption time taken for the proposed methods PRSA and PDRSA is more than that of
the existing methods Fibonacci Rivest Shamir Adleman FRSA and Fibonacci Dynamic Rivest Shamir Adleman
FDRSA and Lucas Rivest Shamir Adleman LRSA and Lucas Dynamic Rivest Shamir Adleman LDRSA. The
encoding process using PF takes multiple steps like converting the letter to their ASCII values and then finding
the prime factors for obtained ASCII value and lastly to encode to their subsequent binary sequence and hence
the process of encoding using PF takes more time for encryption and decryption.

Table 6.2 is depicted in Fig. 6.2 which shows the encryption and decryption time for the proposed Prime
Factorization Rivest Shamir Adleman Run Length Encoding PRSAR and Prime Factorization Dynamic Rivest
Shamir Adleman Run Length Encoding PDRSAR along with existing methods Fibonacci Rivest Shamir Adle-
man Run Length Encoding FRSAR, Lucas Rivest Shamir Adleman Run Length Encoding LRSAR and Fi-
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Coavention RSA before Dymamic RSA before Compression
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Fig. 6.1: (a) Encryption and decryption time for Conventional RSA before compression; (b) Encryption and
decryption time for Dynamic RSA before compression

Table 6.2: Encryption and decryption time for Conventional RSA and Dymamic RSA after compression

_Conventional RSA after Compression
Encryption Time Decryption Time

METHOD File Size in KB File Size in KB
1024 | 2048 | 4006 | 8191 | 16384 | 1024 | 20d8 | 4006 | B192 | 16384

| FRSAR | 3899 | 7637 | 15000 | 29802 | 59558 | 3869 | 7444 | 15060 | 20B05 | 50658
LRSAR | 4013 | 7916 | 15489 | 31155 | 62081 | 4010 | 7897 | 15613 | 3102] | 61984
PRSAR | 4100 [ 8115 | 16344 | 32403 | 64961 | 4060 | 8189 | 16323 | 32534 | 64841
Dyvnamic RSA after Compression
Encryption Time Decryption Time
METHOD File Size in KB File Size in KB

laz4 | 2048 4096 19z 16384 1024 1048 Rl 8192 16384
FDRSAR | 3778 | 7450 | 14954 | 20800 | 50580 | 3784 | 7502 | 14926 | 20836 | 50640
LDRSAR | 3862 | 7780 | 15408 | 30723 | 61212 | 3830 | 7703 | 15350 | 30627 | 61213
PDRSAR | 4193 | 8279 | 16242 | 32579 | 64895 | 4097 | 8102 | 16349 | 32575 | 64837

bonacci Dynamic Rivest Shamir Adleman Run Length Encoding FDRSAR, Lucas Dynamic Rivest Shamir
Adleman Run Length Encoding LDRSAR after applying RLE Compression algorithm.

The proposed methodology exhibits lesser encryption and decryption time as there is an increase in file
size after using RLE compression algorithm in both conventional and dynamic RSA. The encryption time for
16MB file for FRSA is 59649 ms and for FDRSA is 59630 ms as shown in Table 6.1 but the results of Table 6.2
analyse that there is decrease in encryption and decryption time after the addition of the RLE algorithm.

Fig. 6.3 represents the contents of Table 6.3. in which the compression ratio is calculated for proposed
methods and PDRSAR and further the comparison is made with existing methods of FRSAR, LRSAR and
FDRSAR and LDRSAR. The compression ratio for the above is calculated using the formula as

Uncompressed file size

Compression ratio = (6.1)

Compressed file size

As mentioned in the equation 1 the compression ratio is calculated for different file size and for all existing
and the proposed methods and the same is shown in the Table 6.3. The compression ratio for the file size of
1MB for FRSAR is 1024/747 = 1.371, for LRSAR is 1024/731 = 1.401 and that of for the proposed PRSAR
method is 1024/727 = 1.408. Similarly, the compression ratio for FDRSAR is 1024/758=1.35, for LDRSAR is
1024/733=1.397 and finally the compression ratio for the proposed methodology PDRSAR is 1024/717=1.428.
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Conventional RSA after Dyvnamic RSA after Compression
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Fig. 6.2: (a) Encryption and decryption time for Conventional RSA after compression; (b) Encryption and
decryption time for Dynamic RSA after compression

Table 6.3: Compression rate for Conventional RSA and Dynamic RSA after compression

Compression Ratio for Conventhmal REA
METHOD File Size In KB
1nz4 il l g Ll | s192 T6X84
FRSAR | 1371 | 1356 | 1374 | 1378 1373
LRSAR | 1401 | 1,382 | 1383 | 1406 1.391
PRSAR | 1408 | 1413 | 1422 1.42 1417
Compression Hatio for Dyviamic RSA
METHOD File Size in KB
a4 paitl} 409 | EI92 16384
FDIRSAR 1.35 1.353 1361 1.35 1.374
LDRSAR | 1397 | 1395 | 1394 | 1406 | 389
PDRSAR | 1428 1.428 1428 1428 1428

Compression Ratio for Compression Ratio Gor Dvouamic
Conventional REA RSA
144 L
'!' 142 £ 1L
" -
BT B 14
2. . FRE™
2 2
4 B F
1% Ein
| JE I FRE"
im Yoaa
M B4E dikE SIS 16MS4 M4 IS 4096 519 16384
File Sire im K1V Fils Sire in KB
AFRSAR SLRSAR sPRSAR SFDREAR sLDESAR s PDHSAR
[a) (k)

Fig. 6.3: (a) Compression for Conventional RSA after compression; (b) Compression ratio for Dynamic RSA
after compression

This analysis clears that the compression ratio is comparatively better for the proposed methods PRSAR and
PDRSAR than that of the existing methods.

The security level is analysed for the proposed and existing methods and the comparison analysis is made
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Table 6.4: Security level for Conventional RSA and Dynamic RSA before compression

Security Level (%) for Conventional RSA
METHOD File Size in KE

1024 248

400G 191 | 16384

FRSA 9350 | 92.17

9149 | B05] | 8900

LRSA 956 | 94,755

9348 | 92.675 | 91.98

PRSA 9780 | 9692 |
Security Level (%) for Dynamic RSA
METHOD File Size in KB

9559 | 4946 | 93.11

1024 1048

406 B192 | 16384

FDRSA | o425 | 93.65

9266 | 9165 | 9113

LDRSA | 9660 | 954
PDRSA | oR47 | 9847

| 9440 | 9379 | 0293

98.47 | OB4Y | 9B47

Security Level (%) for
Conventional R5A

1024 2048 4096 EIW  DENA4
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Fig. 6.4: (a) Security level (%) for Conventional RSA before compression; (b) Security level (%) for Dynamic

RSA before compression

Table 6.5: Security level for Conventional RSA and Dynamic RSA after compression

Security Level (%) for Conventional RSA
METHOD File Size in KB

1024 2048

41 RISZ | 16384

FRSAR 94,15 | 92.79

92.13 | ®0.8]1 | 90.36

LBRSAR | 9545 | 94.475
PRSAR 9897 | 9772

9322 | 92.B65 | 9192
0745 | 9541 | 9494

Secarity Level (%) for Dyvnamic RSA
METHOD File Size in KB

1024 2048

4096 B192 | 16384

FDRSAR | %4.67 | 93.93
LDRSAR | 966 | 9624

93.01 | 9279 917
9583 | 9432 | 9382

PDRSAR | 9925 | OR.G7

97.67 | 9632 | 9554

before using compression and after using compression algorithm.

The results of Table 6.4 shows that the security level is improved in both cases of conventional and dynamic
RSA for the proposed methods of PRSA and PDRSA compared to that of existing methods of FRSA, FDRSA
and LRSA, LDRSA and the same is graphically represented in Fig. 6.4. The results analysis also depicts that
there is a decrease in security level as the size of the file increases for the conventional RSA but that of the

proposed methodology of PDRSA the security level remains same for the varying file sizes.

Similarly, the results of Table 6.5. shows the security level which is again compared for the proposed and all
the existing methods after applying the RLE compression algorithm which intern is graphically represented in
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Fig. 6.5: (a) Security level (%) for Conventional RSA after compression; (b) Security level (%) for Dynamic
RSA after compression

Fig. 6.5. The security level is proved to be improved for the proposed PRSAR and PDRSAR compared to that
of the existing LRSAR, LDRSAR and FRSAR, FDRSAR. The encryption and decryption time is compromised
for the proposed methodology as the major aim was to achieve the security level which intern is proved by
achieving the results of 99.25%for 1MB file obtained finding multiple intermediate messages.

The encryption time and decryption time is always more when process the plain text through the compressed
cryptosystems along with encoding i.e., as in here the plain text is first converted to M1, then moved for
compression and lastly it is encrypted. But during this entire process the security level is increased compared
to the conventional RSA algorithm applied without any intermediate message like M1 and M2.

Even though the encryption time and decryption time are more for PF compared to Fibonacci and Lucas,
the results showed a good progress in the security level and also in the compression ratio. The security level of
the plain text is more for the proposed Dynamic RSA Prime factorization compared to the existing Dynamic
RSA Fibonacci and Dynamic RSA Lucas which is as shown in the Table 6.5. Along with increase in the security
level the concentration is also given for the compression ratio which found to be more efficient for the proposed
methodology.

7. Conclusion. The proposed method could be applied for the text data of any cloud-based application
and the implementation of the prime factorization to enhance the security level of the cloud data proved to be
95.54% for 16 MB files for the proposed PDRSAR which is improved than LDRSAR that resulted with security
level of 93.82% and that for FDRSAR achieving the results of 91.7%. The compression ratio for the proposed
method proved to be 1.428 which is improved than that of the existing methods of LDRSAR with 1.389 and
that for FDRSAR with 1.374. The compression algorithm helped to improve the compression ratio and also
helped to increase the security level by developing the intermediate messages at each stage. The complete work
is implemented for the text of the cloud and hence in future it is assured to work the process for the images
and then with that of the combined approach wherein in all the three approaches the concentration will be on
enhancing the security for the cloud data irrespective of the type of data.
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ENHANCED EARLY DIAGNOSIS OF LIVER DISEASES USING FEATURE SELECTION
AND MACHINE LEARNING TECHNIQUES ON THE INDIAN LIVER PATIENT
DATASET

ARUN GANJI * D. USHA | AND P.S. RAJAKUMAR #

Abstract. Liver diseases are a significant global health concern, with timely diagnosis crucial for effective treatment and
prevention of further damage. This study addresses the challenge of early liver disease detection using machine learning techniques
applied to the Indian Liver Patient Dataset (ILPD). Our proposed method comprises a four-phase approach: (1) initial model
training using five machine learning algorithms - Multilayer Perceptron (MLP), Support Vector Machine (SVM), Decision Trees
(DT-CART), Light Gradient Boosting Machine (LGBM), and Logistic Regression (LR) - on the original dataset; (2) feature
selection using Forward Selection (FS) to identify the most relevant attributes; (3) model retraining with the selected features; and
(4) model optimization to enhance prediction accuracy. The dataset was split into 80% training and 20% testing sets, with 10-fold
cross-validation applied throughout. Our findings demonstrate the significant impact of feature selection and model optimization
on algorithm performance. The Light Gradient Boosting Machine (LGBM) emerged as the top-performing model, achieving an
accuracy of 82.12% after optimization, compared to its initial 76.21%. LGBM also showed balanced performance across specificity,
sensitivity, precision, and F1l-score metrics. This study contributes to the field by presenting a comprehensive approach to liver
disease prediction, emphasizing the importance of feature selection and model optimization in improving diagnostic accuracy.

Key words: Indian Liver Patient Dataset (ILPD), Machine learning (ML), Forward Selection (FL), Classification Algorithms.

1. Introduction. The liver, the largest internal organ in the human body, plays a pivotal role in numerous
physiological processes, performing more functions than any other organ. Its significance in maintaining overall
health cannot be overstated, making the early detection and treatment of liver diseases a critical medical priority.
Liver enzymes, particularly Aspartate Aminotransferase (SGOT) and Alanine Aminotransferase (SGPT), are
crucial indicators in diagnosing liver diseases. Various factors, including lifestyle habits such as smoking and
alcohol consumption, can trigger liver diseases and elevate these enzyme levels [1]. Moreover, conditions like
diabetes, hepatitis B, and hepatitis C can lead to liver damage and, if left untreated, progress to liver failure.
The consequences of severe liver damage are dire, often necessitating organ transplantation or resulting in
mortality [2]. These facts underscore the urgent need for early and accurate diagnosis of liver diseases.

In recent years, the rapid advancement of technology has ushered in a new era of medical diagnostics, with
machine learning emerging as a powerful tool in various healthcare domains. Machine learning methods can
analyze vast amounts of data, both structured and unstructured, to create predictive models using statistical
and mathematical techniques. The efficacy of these predictions is intrinsically linked to the quality of the
underlying model.

In the realm of classification algorithms, the selection of relevant features plays a crucial role in model
performance. Not all attributes in a dataset contribute equally to the model’s predictive power. To enhance
model accuracy and efficiency, researchers often employ feature selection methods to identify the most rele-
vant attributes. This process is vital in creating effective machine learning classification models for medical
diagnostics.

The present study addresses the critical need for improved liver disease diagnosis by proposing a hybrid
model that combines feature selection with advanced machine learning techniques. We utilize the Indian
Liver Patient Dataset (ILPD) and employ the forward selection method, a wrapper approach, for feature
selection. The study then applies various machine learning algorithms, including Support Vector Machine
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(SVM), Multilayer Perceptron (MLP), Decision Trees (DT), Logistic Regression (LR), and Light Gradient
Boosting Machine (LGBM), to diagnose liver failure using the most important features identified through
feature selection. Furthermore, we enhance the diagnostic accuracy by optimizing the hyperparameters of these
machine learning models.

Our approach comprises four key stages:

1. Initial application of classification algorithms on the complete dataset.

2. Feature selection to create a subset of important attributes, followed by the application of classification
algorithms on this subset.

3. Model improvement through hyperparameter optimization and comparison of prediction accuracies
across the first three stages.

4. Comparative analysis of our optimized models’ performance with existing literature using the same
dataset.

This comprehensive approach aims to significantly improve the accuracy of liver disease prediction, po-
tentially leading to earlier diagnoses and more effective treatment strategies. By combining feature selection,
advanced machine learning techniques, and model optimization, we address the pressing need for more accurate
and efficient diagnostic tools in hepatology.

The subsequent sections of this paper provide a detailed review of related studies, a comprehensive de-
scription of our methodology, including the dataset and machine learning methods employed, and a thorough
comparison of our results with existing literature. Through this research, we aim to contribute to the ongoing
efforts to enhance liver disease diagnosis and, ultimately, improve patient outcomes.

2. Related Study. Numerous studies have been carried out on various datasets related to liver diseases.
This section provides a summary of some of the key studies that are prominent in the literature on this topic.
Literature [3] modelled the SVM method in the diagnosis of diabetes and chronic liver disease on Diabetes,
BUPA and ILPD datasets in the MATLAB study environment. They achieved 63% success in the diagnosis
made with the first 4 attributes of the BUPA data set, 70% with the first 6 attributes, and 70% with the first
8 attributes. On the ILPD data set, they stated that the diagnosis made with the first 4 attributes of the data
set was 71%, 73% with the first 6 attributes, and 73.2% with the first 8 attributes.

In the literature [4] Gulia et al. used J48, Random Forest (RF), MLP, SVM, and Bayesian Net machine
learning methods towards diagnose liver diseases on the ILPD dataset. In the first stage, they made diagnostic
success measurements with the original version of the data set without selecting attributes on the data set.
In the first stage, they achieved the highest diagnostic success rate with 71.35% from the SVM classification
method. They stated that the other algorithms were successful in RF 70.31%, MLP 68.25%, J48 68.70%, and
Bayes Net 67.23%, respectively. In the second stage, they applied the Greedy Stepwise (Greedy algorithm)
feature selection on the dataset to identify significant features. They found that the crucial attributes are Total
Bilirubin and Direct Bilirubin, Total Proteins, Albumin and A/G ratio. In the second stage, the accuracy of
the RF algorithm was determined with a rate of 71.86%. Other methods were successful in SVM 71.34%, J48
70.65%, MLP 70.82%, and Bayeses Net 68.11%, respectively.

Literature [5] used ANN, RF, Functional Tree and Radial Based Functional machine learning methods for
the diagnosis of liver failure on BUPA and ILPD datasets. 86.95% of BUPA data were used as training (300
samples) and 13.05% (45 samples) as tests. For the ILPD data set, 87.48% (510 samples) are utilised for training
and 12.52% (73 samples) are used for testing. They tested ANN using the MATLAB environment along with
other methods in the WEKA tool. In the analyses, they used a 10-fold cross-validation test technique for the
methods they used in WEKA and 10 hidden layers and a network of forward-fed neurons for ANN. As a result
of this study, the highest diagnostic success was 76% for the BUPA dataset with ANN and 78% for the ILPD
dataset.

In the research [6] author evaluated the ILPD dataset in two different stages. They applied a feature model
also comparative study to enhance forecast accuracy. In the first stage, they applied a minimum maximum
normalization filter to the original data set. In the second stage, they identified the attributes containing
important features by using PSO (Particle Swarm Optimization) feature selection on data set. They identified
the important attributes were Direct Bilirubin, Total Bilirubin, Total Proteins, A/G ratio, Albumin, SGOT,
SGPT, and Alkphos. In the first stage, Bayes Net was the most successful method with an accuracy rate of
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74.25%. In other methods, J.48 achieved 73.32%, MLP 69.22%, SVM 71.44%, and RF 68.43%, respectively.
In the second stage, the J48 method was the most successful algorithm with a rate of 95.04%. In the relevant
study, Bayes’ Net was 90.33%, RF was 80.22%, MLP was 77.54% and SVM was 73.44%.

Alice [7] applied DT, RF, Naive Bayes, AMM and SVM machine learning methods to identify liver failure
using ILPD dataset. R programming language was used in the study. The DT algorithm achieved the highest
diagnostic success rate with 81%. Among the additional methods, RF was 77%, ANN was 71%, SVM was 77%,
and Naive Bayes was 37%.

Literature [8] examined the success rates of machine learning methods in medical datasets. The desig-
nated medical datasets are Breast Cancer Data, Cryotherapy, Chronic Kidney Disease, Hepatitis, ILPD and
Immunotherapy. They analyzed the datasets with Naive Bayes, J48, MLP, JRip, IBk and Bagging machine
learning methods. In their study, they used 10-fold cross-validation. In the ILPD data set, they obtained the
highest diagnostic success rate from the Bagging method with a rate of 69.30%. In other methods, they stated
that they achieved 68.95% success in MLP, 68.78% in J48, 66.38% in JRIP, 64.49% in IBk and 55.75% in
Native Bayes, respectively.

In the literature [9], the author focused on predicting liver disease built on a software engineering method-
ology using the trait selection and classification technique. Intelligent liver disease prediction software (ILDPS)
was developed using feature selection and classification prediction techniques based on a software engineering
model. They applied LR, RF, SMO, Naive Bayes, IBk and J48 machine learning approaches to find accuracy
on the ILPD dataset. They evaluated the dataset in two stages. In the first stage, they made diagnostic success
measurements with the original version of the data set without selecting attributes upon data set. In second
stage, they utilized the Greedy Stepwise feature selection algorithm to identify significant features within the
dataset. They determined that the key attributes are Total Bilirubin, Alkphos, Direct Bilirubin, SGOT, and
SGPT. Their accuracy rate was tested using 10x cross-validation. In the first stage, the highest diagnostic
success rate of 72.53% was achieved using the RF machine learning method. Among the other methods, LR
was 72.50%, SMO was 71.35%, J48 was 68.78%, IBk was 64.15% and Naive Bayes was 55.74%. In the second
stage, the LR machine learning method achieved the highest diagnostic success rate at 73.36%. In further
methods, RF was 71.87%, SMO was 71.36%, J48 was 70.67%, IBk was 67.41% and Naive Bayes was 55.90%.

In the research [10] author used LR, SVM, K-Nearest Neighbour (K-NN) and on ILDP datasets, ANN
machine learning approaches used to diagnose liver failure. They presented the model with the maximum
accuracy as a Graphical User Interface (GUI) using the Tkinter package in Python. The utmost diagnostic
success rate has been obtained from the ANN machine learning technique by a rate of 92.80%. Of the other
methods, SVM was 75.04%, LR was 73.23% and C-NN was 72.05%. In ANN, number of inputs is set to 10,
number of hidden layers is set to 2, The first hidden layer is configured with 400 neurons, and the second hidden
layer is also configured with 400 neurons.

This study we developed and presented a hybrid model and a comparative analysis to improve the prediction
accuracy of liver failure patients in four phases.

3. Materials and Methods. In this study, the ILPD dataset shared for research in the UCI machine
learning pool has been used for liver failure disease diagnosis. There are 583 specimens in the ILPD dataset.
The data were split into 80% training set (466 samples) and 20% test set (117 samples). A random state value of
42 was used to use the same training and test set in each data set separation process. Gender attribute was not
taken into account in the data set. This study presents a hybrid model aims to enhance the prediction accuracy
for liver failure patients across four phases. In first stage, SVM, MLP, DT, LR and LGBM machine learning
methods were applied to the original dataset with the attributes "Total Bilirubin, Age, Direct Bilirubin, Alanine
Aminotransferase, Alkaline Phosphatase, Total Protein, Albumin, Albumin/Globulin Ratio” and diagnostic
prediction successes were measured. In the second stage, forward selection, which is one of the Wrapper
methods, was used for feature selection on the data set. After the feature selection, the predictive success
of the diagnosis of liver failure disease was measured by SVM, MLP, DT, LR and LGBM machine learning
methods using the attributes "Direct Bilirubin, Age, Alanine Aminotransferase, Alkaline Phosphatase”. In the
third stage, the models were re-established by applying model improvement to the SVM, MLP, DT, LR and
LGBM machine learning methods applied in the second stage, and their accuracy performance was increased.
The forecast accuracy performances of the first three stages were compared. In the fourth stage, the accuracy
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performance results of the classification methods with model improvement were compared with the data set used
in this study in the literature. The modelling of machine learning methods was carried out in the JupyterLab
environment by means of the Python programming language. While measuring the success of machine learning
methods, cross-validation method (cv) was used as 10 times.

3.1. Proposed Architecture. The proposed architecture Figure 3.1 and the algorithm (Algorithm 1) for

liver disease prediction consists of four main phases:

Data Preparation and Initial Model Training: The ILPD dataset is preprocessed, with the gender attribute re-
moved. The data is then split into 80% training (466 samples) and 20% test (117 samples) sets, using
a random state of 42 for reproducibility. Five machine learning algorithms (SVM, MLP, DT, LR, and
LGBM) are trained on the original dataset using all eight attributes: Total Bilirubin, Age, Direct Biliru-
bin, Alanine Aminotransferase, Alkaline Phosphatase, Total Protein, Albumin, and Albumin/Globulin
Ratio.

Feature Selection: The Forward Selection method, a wrapper approach, is applied to identify the most impor-
tant features in the dataset. This process reduces the feature set to four key attributes: Direct Bilirubin,
Age, Alanine Aminotransferase, and Alkaline Phosphatase. Model Retraining with Selected Features:
The five machine learning algorithms are retrained using only the four selected features. This step aims
to improve model performance by focusing on the most relevant attributes.

Model Optimization and Evaluation: Each model undergoes hyperparameter tuning to further enhance its per-
formance. The optimized models are then evaluated using 10-fold cross-validation. Performance metrics

such as accuracy, specificity, sensitivity, precision, and F1-score are calculated and compared across
all phases.
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Table 3.1: Dataset properties

Sl# Properties Descrption Data Type Property Range Value

1 Age Age Numeric [4-90]

2 Gender Gender Norminal "male” or "female”
4 TB Total Bilirubin Numeric [0.4-75]

5 DB Direct Bilirubin Numeric [0.1-19.7]

6 AlkPhos Alkalen fosphatase Numeric [63-2110]

7 Sget Alanine Aminotransferase Numeric [10-2000]

8 Sgot Aspartate Aminotransferase Numeric [10-4029]

9 TP Total Protein Numeric [2.7-9.6]

10 ALB Albumen Numeric [0.9-5.5]

11 A /G Ratio Albumin/Globulin Ratio Numeric [0.3-2.8]

12 Selector Field Selective Domsin Information Numeric (12) 1-Sick,2-Not Sick

3.2. Data Set.

Dataset Selection. For this study, we chose the Indian Liver Patient Dataset (ILPD) [11]for our analysis
and model development. The ILPD was selected for several key reasons:

Relevance and Specificity. The ILPD focuses specifically on liver patients, aligning perfectly with our
research goal of improving liver disease diagnosis. It contains crucial liver function tests and patient attributes
essential for identifying liver disorders.

Diversity and Representation. This dataset represents a diverse population from India, a country with a
high prevalence of liver diseases, enhancing the generalizability of our findings. Dataset Quality: The ILPD is
a well-curated dataset collected by reputable medical institutions, ensuring high data quality and reliability.

Balanced Representation. It includes both liver patients and non-liver patients, providing a balanced dataset
crucial for developing accurate classification models.

Feature Richness. The ILPD contains various features including age, gender, and multiple blood tests,
allowing for comprehensive analysis and feature selection experiments.

Benchmark Status. As a widely used dataset in liver disease prediction research, the ILPD enables direct
comparison of our results with other state-of-the-art methods in the literature [16].

Public Availability. Being part of the UCI Machine Learning Repository, the ILPD is freely available,
promoting reproducibility and further research in the field.

Challenging Nature. The dataset presents a complex classification problem, making it an excellent testbed
for evaluating our proposed hybrid model and feature selection approach [17].

By utilizing the ILPD, we aim to contribute meaningfully to liver disease diagnosis research while ensuring
our results are comparable, relevant, and potentially impactful for a significant patient population. This choice
aligns well with our research objectives and the broader goal of improving early detection of liver diseases [18§].

The total 583 sample patient records in the repository. Of these records, 441 were male and 142 were female.
Of the patient records, 416 had liver disease and 167 did not have liver disease. The total men with liver disease
is 324 and total women with liver disease is 92. There are 11 features in the dataset. While 10 of them can
be used as attributes, the eleventh feature is the field where the presence of the disease is shown. SGPT and
SGOT, which are found in attributes, are used under different names today. In the new terminology, SGOT
is called ALT, and SGPT is called AST. Detailed information about the dataset characteristics is presented in
Table 3.1.

3.2.1. Normalization Filter. The high number of changes between data affects the classification methods
learning accuracy in some way. Normalization aims to eliminate discrepancies between mathematical operations
and data, facilitating easier data comparison. In this study, the data were normalized using the Standard Scaler
from the sklearn.preprocessing library in Python, applied to both MLP and SVM algorithms.

3.2.2. Attribute Selection. In this study, among wrapper methods (SFS) Step Forward Selection is
one of them, was used to select features in the data set. In the SFS method, the cycle process is initiated
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Table 3.2: Important attributes obtained after the SFS method.

Attribute Name Abbreviation
Direct Bilirubin DB

Age Age

Alanine Aminotransferase | Sgpt

Alkaline Phosphatase AlkFos

Table 3.3: Hyperparameters used in MLP.

Activation relu

alpha 0.1

hidden_ layer_size | (10,10,10,10,10)
random__ state 42

max_ iter 215

with the attribute that contributes the most to the performance of the established model, that is, it has the
highest correlation with the dependent variable. Other attributes are checked in order according to the specified
severity level (). Attributes that satisfy the condition based on the level of importance are added to the model.
Attributes that don’t meet the initial severity level requirement are not added to the model. Once all variables
have been checked, the cycle ends. In this study, the attribute was selected with a significance level of 95%.
The attributes determined by the SF'S method has been presented in Table 3.2.

3.3. Support Vector Machine. Vapnik and his developed the Support Vector Machine algorithm in the
1990s. The Support Vector Machine, which is one of the supervised machine learning algorithms, is used to
distinguish between binary base class data by applying statistical processing on it [12].

Since a classification belonging to two classes will be used in our data set, linear support vector classification
is preferred. Reducing the value of the maximum number of iterations during the model setup phase while
model optimization increased the accuracy value. Therefore, it max_ iter the best performance in the accuracy
rate, the hyperparameter is obtained as 23. While creating the improved model, the random state value was
used as 42 and the maximum number of iters was used as 23. In this study, the Linear SVM machine learning
method called LinearSVC, which is available in the Python programming language sklearn.svm library, was
used.

3.4. Multilayer Sensors. Multilayer Perceptrons consist of input, intermediate and output layers. Unlike
a single-layer sensor, the intermediate layer acts as a bridge between the output layer and the input layer. The
middleware evaluates the inputs from the input layer against the problem before sending them to the output
layer. As a result of the evaluation, a better decision is made according to the problem. The number of
interlayers can be increased according to the condition of the problem [13].

In MLP, a five-layered model consisting of 10 neurons in each hidden layer was used in the improved model
studies. The corrected linear unit function is preferred for activation function in hidden layers. A value of
0.1 as the L2 penalty parameter increased the accuracy. By adding the maximum number of iterations to
215, the best performance in accuracy was achieved. The hyperparameters that are changed when building an
optimized model are shown in Table 3.3. In this study, the MLPClassifier classification algorithm in the Python
programming language sklearn.neural network library was used.

3.5. Logistic Regression. It is a statistical method that solves problems. It specifies two possible (0 or
1) outcomes by regression analysis of the dataset [13]. The outcome dependent variable used in this study is
kept numerically (1-liver patient, 2-not liver disease).

In the improved model studies in LR, it has been observed that the use of liblinear as the preferred algorithm
for optimization problems increases the success because the size of our data set is small.



1110 Arun Ganji, D. Usha, P.S. Rajakumar

Table 3.4: Hyperparameters used in logistic regression.

random_ state | 42
multi_class ovr

Table 3.5: Hyperparameters used for the decision tree.

max_features | auto
max_ depth 5
random_ state | 42

Table 3.6: Hyperparameters used in LGBM.

n_ estimators 150
learning_rate | 0.2
random_state | 42

Since our result variable belongs to 2 classes (1-liver patient, 2-not liver disease), the multi-class feature
was used as ovr. The hyperparameters that are changed when creating an optimized model are shown in
Table 3.4. In this study, the LogisticRegression classification method in the Python programming language
sklearn.linear__model library was used.

3.6. Decision Trees. Algorithms in supervised learning most widely used one is Decision Trees. The
primary goal is to convert complex structures in the dataset into simpler ones. With decision trees, both
numerical and categorical data can be processed. It is one of the commonly used approaches in classification
because the test and training are fast and the results can be interpreted visually easily. It consists of roots,
nodes and branching. In decision trees, operations are concluded in two steps. In step one, creation of the tree.
In step two, classification rules are created from the created tree. Depending on the algorithms used to create
the decision tree, the construction of the decision tree may vary [14]. As given in Algorithm 2, the tree is built
using a top-down, recursive approach known as recursive partitioning. At each step, the algorithm chooses the
attribute that best splits the set of items, typically using measures like Gini impurity or information gain.

In this study, the Decision Tree Classifier machine learning method in the Python programming language
sklearn.tree library was used. The decision tree was created with the Classification and Regression Tree
(CART) algorithm. Entropy algorithm was used for branching. Limiting the maximum depth of the tree
to 5 increased the accuracy rate. For the best division, the max_ features parameter auto corresponding to
max_ features=sqrt(n_ features) was used. The hyperparameters that are changed when building an optimized
model are shown in Table 3.5.

3.7. Light Gradient Reinforcement Machine Classifier. The Light Gradient Boosting Machine Clas-
sifier is a library developed by Microsoft in 2017. LGBM is one of the Gradient Boosting Machine (GBM) types
developed to increase the training time performance of XGBoost. XGBoost makes the initial search transversely,
while LGBM performs the first search in depth [15]. Increasing the learning rate from default parameters and
limiting the number of trees to 150 in improved model studies in LGBM increased the prediction success.

The hyperparameters that are changed when creating an optimized model are shown in Table 3.6. In this
study, the LGBMClassifier classification algorithm in the Python programming language lightgbm library was
used.

4. Results and Evaluation. There are some criteria to evaluate the classification success of machine
learning approaches used on data set. In the calculation of these criteria, the confusion matrix specified in
Table 4.1 is used. The confusion matrix indicates the prediction accuracy success in the created model in a 2x2
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Table 4.1: Confusion matrix.

Class Negative | Positive
Real Class | Negative | TN FP
Positive | FN TP

matrix. It allows the comparison of actual values with the estimates made.
The terms mentioned in Table 4.1 can be explained as follows:
1. True Positive (TP): Specifies the accurately predicted liver disease class value.
2. False Positive (FP): Specifies the inaccurately predicted liver disease class value.
3. False Negative (FN): Specifies the inaccurately predicted non-liver disease class value.
4. True Negative (TN): Specifies the accurately predicted non-liver disease class value.
There are many metrics in the literature that are used to evaluate classification achievements. These metrics
and their formulas, which are also used within the scope of this study, are explained in this section.
Accuracy. This metric represents the ratio of accurately predicted liver patients to all values Equ. 4.1.

TP+TN

A —
WY = P T FN+ TN + FP

(4.1)

Sensitivity. Also known as recall, this metric shows the ratio of accurately predicted liver patients to
the sum of correctly predicted liver patients and those incorrectly predicted as not having liver disease. It
demonstrates the model’s ability to detect true positive cases Equ. 4.2.

TP

Sensitivity = m

(4.2)
Specificity. This metric represents the ratio of accurately predicted non-liver disease cases to the sum of all
predicted non-liver disease cases. It shows the model’s ability to correctly identify true negative cases Equ. 4.3

TN

SenSitiVity = m

(4.3)

Precision. Ratio of accurately predicted liver patient values to the sum of accurately predicted liver patient
values and correctly predicted liver patient values. It shows the ratio of liver patient class values to which liver
disease is estimated shown in Equ. 4.4.

TP

P .. -
recision TP+ FP

(4.4)

F-Criterion. Also known as Fl-score, this metric is the harmonic mean of Precision and Sensitivity. It
provides a single score that balances both precision and recall Equ. 4.5.

Precision x Recall 2xTP
F1— Criterion = 2 4
Criterion = 2 X & on T Recall 2x TP { FP 1 FN (4.5)

MAEFE (Mean Absolute Error). It is the amount of the difference between two continuous variables. Values
close to zero perform better. The result values of the machine learning methods applied after the original
version and attribute extraction from the data set are given in Table 4.2.

Many datasets can contain many related or unrelated data. The 11 attributes in the dataset were reduced
to 4 attributes after the feature selection process. When Table 4.2 is examined, it is seen that the accuracy
rates of MLP, SVM, DT, LGBM machine learning algorithms increase after feature extraction. A comparison
of the accuracy values after the model refinement is applied after feature selection is given in Table 4.3 and
Figure 4.1.
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Table 4.2: Comparison of truth values before and after feature extraction.

Classification (%) AccuraC}A T

Algorithm Before Feature o

. Feature
Selection .
Selection

SVM 75.21 76.13
MLP 74.32 78.63
DT-CART 75.91 77.04
LR 78.09 77.81
LGBM 76.20 77.95

Table 4.3: Comparison of accuracy values before and after feature selection.

Classification (%)Ax;ccuracy
Algorithm Before Feature er After Model
. Feature ..
Selection . Optimization
Selection
SVM 75.22 76.13 77.87
MLP 74.31 78.63 81.13
DT-CART 75.90 77.04 81.13
LR 78.09 77.80 77.80
LGBM 76.21 77.95 82.12
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Fig. 4.1: Comparison of accuracy values before, after and model optimization

When Table 4.3 is examined, it is seen that the accuracy rates of all machine learning methods as in
the Figure 4.1 increase after feature selection. The performance values of the machine learning methods used
after the model improvement application stage after the feature extraction are given in Table 4.4. Figure 4.2
illustrated the performance evaluation of different ML algorithms, in terms of accuracy, sensitivity, specificity,
precision and F-criterion.

When Table 4.4 is examined, the maximum diagnostic success rate was got from LGBM machine learning
technique with the rate of 82.12%. With a success rate of 81.13%, which is close to the LGBM algorithm,
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Table 4.4: Machine learning methods performance values.

Mean

Algorithm | % Accuracy | % Sensitivity | % Specificity % . % F-Criterion Absolute
Precision

Error
MLP 81.13 90.80 46.66 83.15 86.81 0.2
SVM 77.87 85.05 56.66 85.05 85.05 0.22
LR 77.80 95.40 23.33 78.30 86.01 0.23
DT-CART 81.13 76.14 50.00 95.40 84.69 0.25
LGBM 82.12 81.39 45.16 80.45 80.92 0.28

DT-CART and MLP are the second high-performance methods. According to the sensitivity criterion, the
highest rate was obtained from the LR method with 95.40%. When the results were evaluated according to
the measure of precision, DT-CART was the most successful method with a rate of 95.40%. According to the
criterion, MLP is the method that gives the best results with a rate of 86.81%. When the relevant studies in
this field were examined, it was seen that LGBM machine learning method was not applied on the ILPD data
set before.

Figure 4.3, when the studies evaluated according to MAE were considered, the lowest MAE error rate
was obtained. Machine learning is also frequently used in the field of healthcare. With the development of
technology, it is aimed to diagnose diseases early by using smart applications as well as traditional diagnostic
methods in disease diagnosis. Machine learning algorithms are often utilised in the development of intelligent
applications. In this study, the focus is on the early diagnosis of liver failure, which has been seen frequently
in recent years and leads to loss of life if not diagnosed in the early stages, with high accuracy. With the
feature selection method, it was reduced from 11 attributes to 4 attributes and higher prediction successes
were obtained. Models were created on five different machine learning methods used. Model improvements
were made to these models and the disease prediction success of the models was increased. In the selection of
the model, highest accuracy, precision, sensitivity, and F-Criterion ratios were taken into account. The most
successful result was obtained from the LGBM method with an accuracy rate of 82.12%.

5. Conclusion. In this study, we employed Forward Selection (FS) for feature selection and applied various
machine learning methods, including Multilayer Perceptron (MLP), Support Vector Machine (SVM), Decision
Trees (DT-CART), Light Gradient Boosting Machine (LGBM), and Logistic Regression (LR), to the Indian
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Fig. 4.3: Mean Absolute Error comparison for different Classification Algorithms.

Liver Patient Dataset (ILPD) for the early diagnosis of liver diseases. The diagnostic success of these methods
was evaluated before and after feature selection, as well as after model optimization. Among the evaluated
methods, the Light Gradient Boosting Machine (LGBM) demonstrated the best overall performance. After
feature selection and model optimization, the LGBM achieved the highest accuracy of 82.12%, significantly
improving from its initial accuracy of 76.21%. Additionally, the LGBM model showed a balanced performance
across various metrics, with a sensitivity of 81.39%, specificity of 45.16%, precision of 80.45%, and F1-score of
80.92%, alongside a mean absolute error of 0.28.

Comparatively, the Multilayer Perceptron (MLP) also showed strong performance, with an accuracy of
81.13% after model optimization, improving from 74.31% before feature selection. However, LGBM’s higher
accuracy and balanced performance across different metrics make it the preferred choice in this study for early
diagnosis of liver diseases.

The results underscore the effectiveness of feature selection and model optimization in enhancing perfor-
mance of machine learning methods for medicinal diagnostics. Future research could focus on incorporating
additional clinical data and exploring more advanced machine learning techniques to further improve diagnostic
accuracy and reliability.
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CLOUD COMPUTING-BASED DYNAMIC RESOURCE ALLOCATION, CC-DRAM, FOR
ONLINE LEARNING PLATFORM

YU HU* HUI WANG] JIANGTING TANG! AND JIE YANGS

Abstract. A cloud classroom is a new type of online education that has recently evolved within the framework of the Internet
and education. Learning in a cloud classroom means students access course materials and goals online, collaborate with instructors
and peers, and construct their knowledge base via the Internet. There is an insufficient individualized suggestion module and no way
to alleviate information overload, which are features of the conventional cloud classroom model of instruction. Hence, this paper
proposed a Cloud Computing-based Dynamic Resource Allocation Model (CC-DRAM) to improve content delivery and increase
resource allocation in online learning. Consequently, the CC-DRAM operating under the customized recommendation system
is used in this research. The system uses a collaborative filtering recommendation algorithm to enhance cloud work scheduling,
learn users’ preferences, and provide better suggestions. It also allows for the integration and integrated management of different
resources through technologies like distributed storage, virtualization, and networking. Based on experimental analysis of the
CC-DRAM platform, which provides 24/7 access to digital materials for students and educators, we can now create individualized
lesson plans that students and instructors may read, download, print, and share. In this proposed method, the scalability of
distributed storage, user satisfaction, performance, the effectiveness of collaborative, and resource allocation metrics are analyzed
and compared to the existing method; the values are gradually increased by the ratio of 97.8%, 98.2%, 99.34%, 96.12%, 98.41%
respectively.

Key words: Cloud Computing, Resource Allocation, Online Learning

1. Introduction. Cloud computing has revolutionized several sectors, including education, by offering
scalable, efficient, and adaptive resources [1]. A cloud classroom is a concept that has emerged in this dynamic
setting. Teachers and students in an online classroom collaborate and share educational materials over the
web [2]. According to this streamlined access to materials, peer engagement, and instructor support, students
are able to build their own knowledge bases. Additionally, it enables students to learn in an interactive and
cooperative setting [3]. In evaluation, conventional cloud school rooms have numerous problems, particularly
with offering customized gaining knowledge of experiences and dealing with facts overload. Due to its lack of
sophisticated methods for offering personalized records, the conventional method often leaves students feeling
filled with stuff this is both superfluous or unneeded [4]. Some have proposed the use of the CC-DRAM to
address these troubles. By streamlining the allocation of assets and the dissemination of information presented
by means of on-line learning systems, this advanced technique pursuits to decorate the educational enjoy as a
whole [5].

Advanced cloud computing technology such networking, virtualization, and disbursed garage permit CC-
DRAM to efficiently combine and control a various range of educational content material [6]. The core of
CC-DRAM is a collaborative filtering recommendation algorithm that powers a custom designed advice device
[7]. The system can research user alternatives and offer personalised hints, so the studying enjoy can be
customized to suit each person’s desires and tastes. Improving cloud work scheduling requires a collaborative
filtering advice mechanism [8]. An critical a part of those enhancements is this approach’s guarantee of green
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useful resource distribution in keeping with consumer behavior and preferences [9]. In addition to mitigating
the difficulty of facts overload, dynamic resource allocation improves the efficacy of content distribution by way
of ensuring that students gain enticing and relevant contents [10].

Experiment results exhibit that the CC-DRAM platform efficaciously offers ongoing get entry to to digital
pedagogical materials [11]. The ability to view, download, print, and share these resources at any time helps
create a more adaptable and responsive learning environment for both students and instructors [12]. Individu-
alized learning paths that address each student’s unique needs are made possible with the help of CC-DRAM’s
facilitation of course plan preparation [13]. Cloud computing (CC) has grown rapidly since students realized
its advantages over conventional IT systems. This paradigm enables distributed computing systems, data
management, and computing resources via scalable networks, data processing centers, and web services [14].
Thus, this technology is driving the distributed computing revolution and accelerating commercial and public
platform development. Users must negotiate and sign a service level agreement (SLA) to access items in utility
computing. After signing a contract for computing commodities, users and the CC system (via service main-
tenance) must cooperate [15]. This marketing approach legally demands CC systems to maintain QoS, hence
the internal architecture must dynamically monitor and adjust to demand. The range of innovative underlying
technologies, such as web services and micro services, virtualization, dynamic resource allocation, and service
farms, has enabled dynamic service delivery regardless of user demand.

Contribution of this paper.

1. Designing the Cloud Computing-based Dynamic Resource Allocation Model (CC-DRAM) to improve
content delivery and increase resource allocation in online learning.

2. Introducing the collaborative filtering recommendation system to recognize and recommend each stu-
dent’s choices may meet their needs. This personalized approach aims to improve online classes’ inability
to customize learning.

3. The paper aims to reduce information overload in online classes, and the proposed CC-DRAM of-
fer educational materials without overloading pupils. This method makes learning more flexible and
responsive and improves information delivery.

4. CC-DRAM employs distributed storage, virtualization, and networking to manage instructional re-
sources efficiently. This facilitates the early creation of individualized lesson plans and ensures con-
stant access to digital resources. This method improves online education’s overall efficacy by decreasing
overwhelming material.

2. Related works. Allocating assets dynamically is critical in cloud computing for optimizing pace, how-
ever it faces challenges with power consumption, fault tolerance, and service quality. The cloud computing
enterprise faces each and every one of these difficulties directly. In mild of these issues, this paper gives fash-
ions and strategies to decorate cloud computing overall performance. A famous method that complements fault
tolerance and strength intake at the same time as lowering makespan and digital system costs is the Spacing
Multi-Objective Antlion technique, or S-MOAL. The Adaptive Multi-Objective Teaching-Learning Based Opti-
mization (AMO-TLBO) algorithm can stability masses and store charges by means of adjusting to purchasers’
ever-changing expectations. These methods improve virtual machine balance and offer efficient useful resource
allocation through tackling scheduling troubles via multi-objective optimization.

The cloud’s dynamic resource allocation is considered one of its quality capabilities. However it has consid-
erable problems with power use, fault tolerance, and carrier best. Finding a solution with a purpose to decorate
cloud overall performance even as also fixing these vital worries became vital. To higher and extra speedy re-
spond to customer call for for sources, it introduces a model for dynamic resource allocation. To similarly lessen
the makespan and rate associated with digital machines, it suggests a multi-objective seek algorithm called the
Spacing Multi-Objective Algorithm (S-MOAL) [16]. Its results on electricity utilization and fault tolerance had
been additionally investigated. According to the outcomes of the simulation, our method outperformed the
PBACO, DCLCA, DSOS, and MOGA algorithms, mainly whilst thinking about makespan.

The cloud data center allocates resources for multiple fine computational granularity jobs, a non-polynomial
complete issue. The needs of customers and the capabilities of apps are subject to constant change. It provide
a dynamic resource allocation technique in Cloud computing using an Adaptive Multi-Objective Teaching-
Learning Based Optimization (AMO-TLBO) algorithm to close the gap between the ever-changing customer
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requirements and the available service infrastructure [17]. Adaptive teaching factors, tutorial training, self-
motivated learning, and the number of instructors are all introduced by AMO-TLBO to enhance the capabil-
ities for exploration and exploitation. Minimizing makespan and expense while optimizing utilization by load
balancing among virtual machines are the aims of AMO-TLBO. Machine learning and Al have provided prac-
tical solutions to complicated issues such as energy efficiency, workflow scheduling, video gaming, and cloud
computing. Combining machine learning and cloud computing techniques improves cloud data center perfor-
mance compared to existing examiner solutions. It also aids virtual machine migration depending on network
congestion and bandwidth availability. It uses machine learning categorization to show improvements in dy-
namic load allocation, work scheduling, energy optimization, live migration, mobile cloud computing and cloud
security [18]. Machine learning algorithms are popular analytical methods that help computers find patterns
and simplify learning. Introduction, motivation, preliminary analysis, framework for cloud-machine learning
integration, best practices for incorporating machine learning in cloud computing, and work target make up the
paper. The analysis also discusses machine learning-based cloud services and Al in cloud computing platforms.
This complete analysis of machine learning techniques and cloud computing gives researchers with insightful
and essential resources.

When compared to cloud computing, edge computing is capable of efficiently resolving the issue of excessive
latency that is present in cloud gaming. However, there are still a number of obstacles that need to be overcome
to maximize the performance of the system. Unpredictable gaming demands might overburden servers and
networks however, player movement makes the system dynamic. A tradeoff between fairness and latency
has been generally disregarded, despite the fact that prior work has investigated game fairness and latency
independently to enhance the Quality of Experience (QoE). Optimization also faces network and computational
load balancing constraints [19]. It present an adaptive resource allocation technique for a dynamic gaming
system that makes use of Deep Reinforcement Learning (DRL). This strategy takes into consideration latency,
fairness, and load balancing all at the same time. This method solves difficult multimodal reward issues better
than standard optimization and classical reinforcement learning algorithms, according to experiments.

Cloud computing is a milestone in commercial distributed computing and offers promising possibilities. It
uses virtualization to aggregate large resources from disparate locations for unified administration and con-
sumption. Optimization of virtual machines allocation improves resource usage, reduces expenses, and saves
computation time. A multiobjective optimization strategy for dynamic resource allocation for multivirtual ma-
chine distribution stability is proposed in this paper. Each application load’s present and future anticipated
statistics are used to calculate virtual machine relocation costs and stability [20].

The operational model is laid out to illustrate the interdependencies between the variables. This study
takes an explanatory approach by surveying 143 college students utilizing cloud-based e-learning. Data quality
is ensured using descriptive statistics and validity tests, while hypothesis testing utilizes Mediated Regression
Analysis. Social influence has an unclear direct effect on cloud-based e-learning, although relative advantage and
user happiness have a beneficial effect. Adopting cloud-based e-learning is complex, as behavioural intention
does not mediate the interactions as imagined. This research helps fill gaps in understanding how educational
institutions evaluate new technologies by shedding light on the complex dynamics in the decision to use cloud-
based e-learning [22].

The Cloud computing-based online and offline hybrid teaching resource-sharing method is constructed with
a three-tiered cloud platform for sharing virtual and physical educational materials; this platform will employ
the fuzzy neural network model and the Tucker decomposition technique to combine the features derived from
the resources. The next step is to develop a paradigm for sharing teaching resources that utilizes layered agent
technology. This model will allow for the combination of online and offline teaching resources. This paper
presents a design method that consistently achieves a resource request success rate of over 80%, a maximum
data sharing of over 98%, and a sharing time of less than 1 s. Experimental results confirm that this method
has a high sharing efficiency [23].

Mobile learning technologies (MLTs) allow for discovering correlations and patterns relevant to adaptation
via examining extensive datasets that include markers of student behaviour, performance, and engagement
within online platforms. By looking back at factors, including teachers’ level of technical competence, their level
of motivation, and their capacity for self-regulation, the OLAMLT framework may provide tailored suggestions.
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The project aims to bridge the gap between the need for flexible learners and the lack of resources to cultivate
this important quality by promoting focused educational interventions. The author hopes that by strengthening
online learning systems, it can better withstand and recover from future shocks, such as pandemics or other
unexpected obstacles. Thanks to this study, education technology and pedagogy have taken a giant leap forward,
which adds to the continuing push for a more robust and flexible online learning environment [24].

An online learning management system that can be accessed anytime and anywhere makes managing
learning materials, course administration, and digital interaction with students easier. These are some ways a
cloud-based learning management system can improve access and quality of education. This is why this research
was carried out. Quantitative approaches were used in this study. This approach is a means of gathering testable
facts and numerical information. Student questionnaires were distributed to gather data. In addition, you will
have access to the data in Excel format, which may be analyzed using SPSS according to the findings of the
questionnaire distribution. According to the study’s findings, a cloud-based learning management system can
potentially increase the quantity and quality of educational opportunities. Beyond that, a cloud-based learning
management system may enhance instructors’ competitive performance in the classroom [25].

This research used various statistical methods to delve deeply into the complex issues surrounding cloud
computing and its consequences. Several statistical methods were used to examine the data in this extensive
study. These included t-tests, descriptive statistics, and analysis of variance (ANOVA). This study highlights
the significance of skillfully addressing localization, script support, and linguistic differences in disseminating
Arabic information. This research highlights the significant possibilities of cloud computing to improve online
education’s effectiveness and user experience [26].

Agricultural professionals may use a high-efficiency online learning platform in the cloud that employs
real-time streaming analysis to track the network string flow as users watch videos and dynamic allocation
to get the most out of each server. Users may stay inspired while enrolled in top-notch virtual classes. It
wants to build cloud-based course materials tailored to agricultural knowledge to enhance user motivation and
learning effectiveness. This study used satisfaction surveys and the UTAUT model to evaluate the research
results further. The model determines whether the positive effect of users’ performance expectation, effort
expectancy, social influence, and enabling factors on perceived satisfaction and usefulness is significant. Based
on our verification of this fact, this study deduced that digital learning may greatly benefit the agricultural
community [27].

Many primary critical success factors (CSFs) and subfactors affect sustaining success in M-learning. This
research evaluates and ranks several primary and secondary components of CBML. In both crisp and fuzzy
settings, the primary components and subcomponents of CBML were examined and modelled using approaches
based on fuzzy analytic hierarchy processes (FAHP) and analytical hierarchy process-group decision-making
(AHP-GDM). Higher education institutions must address these primary and secondary aspects to achieve their
goals in the teaching-learning system and implement sustainable M-learning [28].

Based on the survey, there are several issues with existing models in attaining high scalability of distributed
storage, user satisfaction, performance, the effectiveness of collaboration, and resource allocation. Hence, this
study proposes a Multi-objective Optimization Genetic Algorithm(MOGA) to overcome existing problems. The
simulation results suggest that the MOGA Virtual Machine Distribution approach has a longer stability time
than the genetic algorithm for energy saving and multi-virtual machine redistribution overhead. To address
this problem, the MOGA multi-objective optimization dynamic resource allocation approach is introduced for
virtual machine distribution. The findings of the proposed method simulation show that these strategies are
more effective in managing cloud resources reliably and efficiently than the current methods.

3. Proposed Method. The dynamic and effective gaining knowledge of environments has been ushered in
by the combination of cloud computing within the constantly converting subject of training technology. In this
studies, a entire framework for enhancing the distribution of instructional substances and aid optimization the
usage of smart cloud-based structures is introduced. With the use of cloud computing, information analytics,
and sensible allocation algorithms, the cautioned technique seeks to absolutely transform the way that training
is taught and learnt. Cloud computing’s feature is to assist instructional establishments store charges and
deal with their essential enterprise. While vendors pay for the prices of supplying hardware and software,
instructional establishments are best paid for the services and sources they use, consisting of computer and
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Fig. 3.1: Cloud Infrastructure for Online Learning Platform

storage sources, specialised clinical software program structures, and lecture substances.

A complicated digital atmosphere with many components is interacted with by users/customers. A front-
stop interface, typically an internet or cellular app, permits users consisting of students, instructors, and
directors to get entry to the machine. Application servers oversee content material transport and scalable
instances; a load balancer makes certain that traffic is shipped correctly amongst them. Within a cloud structure,
those servers run applications that employ storage, computation, and database services. A Content Delivery
Network (CDN) with strategically positioned area servers optimizes content material delivery for advanced
overall performance. Authentication, encryption, and defence towards threats like dispensed denial of provider
assaults are all a part of a safety layer’s activity to maintain person facts and their privateness secure. Data
loss and gadget outages may be prevented by backup and restoration procedures, consisting of computerized
backups and catastrophe recovery plans. All matters taken into consideration, this complicated layout locations
an emphasis on dependability, scalability, protection, and person experience, permitting customers to have
interaction with the platform without any hitches whilst yet ensuring the safety and accessibility of their
information shown in Fig.3.1.

Ujj =J(=N <T, < —1)Upj,p+ J(T,, < =N)u’u,n + 1 (3.1)

Users’ satisfaction or utility levels throughout defined time periods 7}, are denoted by the equations Uj;j
and U,, respectively in Equ.3.1. The notation N denote distinct time intervals that allow for modifications to
be made to the allocation of resources. The concept of iterative improvement and updating of consumer needs
and satisfaction (u) across subsequent time periods (n+1) is implied by the phrase u” u,n+1.

Doqw = GP(—Qa < Ws, < —1)CU,pk, se + O(WdT, < —W) fu’ mu, nw + 1 (3.2)

In the Equ.3.2, D, and qw, the demand and quality of service weights are represented. For a certain process
CU,, the range that is appropriate of workload W's, is represented which guarantees that it remains within
optimum bounds. The term GP (—Qa < Ws, < —1) is used to describe the efficiency of resource utilization or
computational utility for process p, which is affected by parameters pk and se. To make sure the distribution
of workloads over time W's,, stays below a threshold W, the optimization function is shown by the component
wdT, < -W.

1

P e
QVq(u)ved(u);QJre;qus*(erat)(rs(u)) (3.3)
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Fig. 3.2: Cloud Computing Approach for Aggregated Data and Information Mining Across Many Platforms

For user u, the quality value is represented by the Equ.3.3, QV,(u). Every user’s overall demand or resource
needs are represented by the unit of measurement V.d(u). These measurements are aggregated across P periods
or jobs by the summation n=1. In the layered summation inputs from specific resources or tasks are accounted
for, and Q represents the basic quality rating inside the summation. e is a scaling factor. With constants r
and s, workload w and allocation time at and residual or unsatisfied demand for user, the effective allocation
of resources may be represented by (w + at) — (rs(u)).

Cloud computing’s statistical Big Data and information mining paradigm, including the Cloud Management
Centre and VM servers, is graphically shown in Fig.3.2. Connecting several virtual machines (VMs), the CMC
oversees user access for those wishing to utilize the remote statistical analysis services. The CMC also links
the various VM servers and handles the VM states. Virtual machine servers are executing user programs. For
statistical analysis, please be informed that our cloud computing system provides one virtual machine per user.
When processing data offline, administrators have the option of pre-assigning user virtual machines to certain
servers; when users are getting statistical analysis findings, these VMs may be maintained in standby mode
rather than terminated. Additionally, a management network and a user network are separated to control
the networks and provide consistent services. The management network is where user access and VM state
management take place. As a result of the ease and effectiveness it provides in managing centralized desktop
administration, businesses are increasingly turning to cloud management centres. These centres employ a
virtualization approach based on virtual desktop architecture to provide cloud services. This is why we build
the cloud-based statistical services into a heterogeneous platform for massive users, capitalizing on the SaaS
and DaaS concepts.

—a(g)
QE)=fTU0 +T(u+1)*9T(u) * (F(u)) (3.4)
The system’s efficiency or quality is represented by the Equ.3.4, Q(E). The influence of a scaling factor :,Of((g))

across the whole resource time T(u+1) is represented by the expression suggesting an exponential connection
in which efficiency declines as load increases. The iterative refinement process is described by the expression
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T(u+1), where 9(F(u)) is the time in the following iteration, F(u) is the change in resource time, and 9T (u) is
the change in user feedback or performance metrics.

0Ur +1,s,u) = al(r,s,e) + T(v) * (1 + pqt) (3.5)

The modified allocation of resources for the following iteration 97 is represented by the equation r+1,s,u,
which takes into account the type of resource and the use. The present allocation effectiveness, affected by
parameters 1, s, and the environment e, is denoted by the expression. The time needed for the process is
adjusted by a factor in the formula T(v), where 1+pqt are parameters is an adjustment factor.

G(Tg) = zp: FG)Tyb” x (14 CrG(H + 1)) + (Ryg(k — 1)) (3.6)

Contribution from every user or jobs up to p are aggregated in the Equ.3.6. The basic gain (FG) T2b” a
user-specific component is represented by the phrase 1+ CrG(H +1). This gain is adjusted using the equation
Rj4(k — 1) using the factor of correction modified. The next step is to include a residual gain component from
the previous cycle’s G(Tg).

An interactive getting to know tool, the Cloud Classroom lets in for clean communication among instructors
and their students. Digital sources such as readings, downloads, prints, and sharing opportunities are made
to be had to students thru an individualized recommendation machine that considers their specific learning
necessities. At the identical time, teachers make use of technology for coping with resources to preserve tune of
scholar paintings and verify their development. Cloud Classroom Dynamic Resource Allocation Module, or CC-
DRAM, is the brains at the back of the Cloud Classroom; it ensures scalability and ultimate resource allocation.
Collaborative filtering methods are used in this module to enhance mastering consequences and interactivity.
The platform includes assessment measures that measure scalability, consumer happiness, performance, and
collaborative effectiveness, in addition to disbursed storage for green records control and retrieval. To take
things a step further in phrases of customization, purchaser possibilities are also considered. By offering a
flexible, collaborative, and expandable space that promotes efficient instruction, the Cloud Classroom ultimately
benefits educators and their students is shown in Fig.3.3.

qr _
Yigl -1 us
Uy =3 v s =1 VI PR (3.7)

Py Ag;j s+q

The U; combines contributions from state k=j in this Equ.3.7. The Y(ql — 1) f*USqu represents a
performance metric where PLR are operates modulated by ¢, and the complementary value of s, divided by

the gradient V9. The term stands for a universal quantifier function raised to qu.
R Oy
PLR =Qmin(u;) > |+ (1+s 3.8
(3D = Qmin(uy) > Z1+ (1 +5/9) (338)

The Equ.3.8 in which the variables R stand for resources and the parameters s+q are those that influence
the distribution of those resources. Q is a factor of quality that takes into account the minimal utility for

O” , and the 14-sfg.

(s+ )
user uj, conditional on the ratio of observed gain b to optimum benefit

T

DS(pe)= > Djp(u+1)+ (vh+ kpr) (3.9)
(G#)3(,U.9)

Up to the limit r, the addition of all contribution from pairs D; ; that are components of the combined set
sz,k)a(p,u,j) D; 1) is represented by the Equ.3.9, DS(pe). The dynamic distribution matrix D for the pairings
u+1 updated for the following iteration u+1 is indicated by the phrase D; .

The User Interface Layer facilitates communication between the educational platform’s users (students)
and its administrators (teachers) by way of a user-friendly interface. It has features that are customized to



CC-DRAM: Cloud Computing-based Dynamic Resource Allocation for Online learning Platform 1123

=3
TEILE = ]@’

|
I

= =N
Cuvtemiend It e Cubaborative
lrm;_-v‘ m:‘-". Masagemeat ; Filvesing

Distedured

Dhigtind Matersabe

_9_ ' T l_TN Q ¢ N
e == 2
=) ) =) (==) ()

Fig. 3.3: Cloud Computing-based Dynamic Resource Allocation Model

cater to the different requirements of both parties. Under everything is the Application Layer, which is where
all the tools for managing content and learning are located. To make sure that instructional materials are
easily accessible and organized, here is where the features of content distribution and course administration are
coordinated. Incorporating features such as CDN, load balancing, and resource management, the Middleware
Layer connects various levels. For steady overall performance and scalability, this sediment optimizes the
allocation and use of sources. The platform’s functionality and statistics management are supported by way
of the VMs, boxes, and database offerings which can be hosted in the Service Layer. Computing, garage, and
networking resources make up the Cloud Infrastructure Layer, that’s the backbone of the machine and the
basis for how the platform functions. Scalability and dependability are guaranteed by CC-DRAM’s use of
cutting-edge cloud computing technologies, which dynamically manage and allocate computing resources like
CPU, memory, and storage according to real-time demand. While improving the user experience and lowering
operating expenses, this dynamic allocation ensures constant performance even during high-demand periods.
The strong data management approach lies at the heart of CC-DRAM’s efficacy. The approach incorporates
effective methods for gathering, storing, and analyzing massive amounts of educational data. Data is protected,
readily available, and effectively managed using CC-DRAM’s scalable storage solutions like data lakes and
databases. With this all-encompassing data management strategy, online learning platforms may meet their
varied demands, such as keeping track of students’ information and course materials and assessing their activities
and the results of their lessons. The CC-DRAM system allows online learning platforms to easily adjust to
different workloads by combining dynamic resource allocation with smart data management. This connection
guarantees the effective and reliable delivery of instructional information while improving resource usage. A
vital resource for delivering first-rate instruction, the model can adapt to changing demand and efficiently
manage massive amounts of information. Online learning platforms may improve the quality of education
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Fig. 3.4: Block Diagram of Cloud Computing-based Dynamic Resource Allocation Model

they provide students by being more scalable, reliable, and cost-efficient using CC-DRAM. Analytics, auto-
scaling, and overall performance tracking make up the Monitoring and Optimization Layer, which keeps the
device strolling smoothly and effectively at the same time as additionally enhancing the platform’s overall
performance and consumer experience is shown in Fig.3.4.

& N, R;(N
G5(u) = E spefr * H(u) + Ni(u) » B, (V) + (uk + 2) (3.10)
kjk +e
hVlhest,k#1

The terms up to p in the Equ.3.10 represent the total contributions from hVilhest, k # 1 omitting the values.

A particular effectiveness factor spefy increased by a function of utility H(u) is represented by the expression
N (u)* Ry (N)

G4 (u). The normalized sum function of the resource is represented as the fraction —* o)
J

, Where composite
parameter is a setting factor.

Us(u+1) =sfg(k+1)* Hi(k+1) + f xex(g + h) (3.11)

At iteration Analysis of the scalability of distributed storage, the efficiency of storage allocation for user
Us(u+1) is denoted by Equ.3.11. The interplay of components f and H 7 regarding g and h parameters, affecting
the usefulness of storage, is denoted by the expression f x ex(g + h).

Zid+e) = (5)sd+ (ef)(u+2k) + (Le)e(q + w) (3.12)

Analysis of user satisfaction Z9¢ and the system’s efficiency d+e affected by factors e/ are taken into
consideration by Equ.3.12. The last term, (ge)c(q + w), represents the consequences of collaboration between
users and resources, which are affected by the parameters sd.

A resource allocation assistance for education is the essential component of the architecture. Information is
sent to the resource allocation system via this component, which then releases and allocates resources based on
the demand from the school. components of the course materials, class schedules, and more. More ”confidence”
in the process of changing resource allocation may be assumed, resulting in finer granularity. For instance,
aware that there is a class that requires a lot of resources. We pre-allocate resources based on peak-hour
demand plus a certain buffer to ensure service quality. So, the resources sit mostly unused outside of the peak
period, which is dependent on the school’s schedule, but the cloud provider will still take payment. With the
system being able to pre-allocate the expected resources before the event, schools would not have to worry
about wasting money on idle resources and release resources throughout the schedule’s blank spots. Fig.3.5
shows that CC-DRAM approach works just well for both in-person and online class times. When thinking
about students using resources and services outside of certain times, the approach would have to change.
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Fig. 3.5: Framework for the Intelligent Distribution of Educational Resources

V(u) = V(Einitiate, V) + (r + Sttena) + e_m) (3.13)

At the time of initialization in Equ.3.13, the initial level analysis of performance is represented by V(u).
The total effect of allocating resources V (E;nitiate, V'), using the system (r+ stu,,q, and a variable representing
system stability is accounted for by the expression e ™,

Zo 1+ 202 =Uy+ Xl + (U; + JRy) (3.14)

Analysis of effectiveness of collaborative separate sources are represented by the Equ.3.14. The basic level of
cooperation, denoted as Uy, is affected by the influence X[, that is brought about by forces outside of the
system (U; + JRy). Furthermore, the adjusted degree of cooperation, denoted by Zy.1 + Zy.2 component that
reflects the combined efforts of collaborators, is also included.

Analysis of resource allocation within the CC-DRAM system is characterized by Equ.3.15. In this context,
the allocation of assets from various sources is represented by Ag; 4+ B3, which adds to the total pool of resources.
At the next iteration u+1, the development of the resource environment is represented by rsf + (g * w).

In summary, when applied to educational contexts, the suggested strategy offers a novel way to distribute
and allocate resources. Utilizing the capabilities of cloud computing, managers may dynamically distribute
resources according to current demand, guaranteeing efficient and effective use. To maximize performance and
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Algorithm 8 Code Snippet for an Educational Data-Driven Dynamic Resource Allocation Scheme

1. Input: Class Timetable, Class Outline, Device Connections
Output: Updated Class Outline

1 class — choose Class (Class Timetable)

2 load — get Desired Load (Class Outline)

3 service Delay- get DesiredServiceDelay (Class Outline)

4 service Resources (class.start Time, ServiceDelay, ClassOutline)
While request for resources do

Observe user interaction and resource utilization

If request changed then

Alter resources

Update (Class Outline)

Free resources

N ote W

8. Return classOutline

decrease waste, the framework uses advanced analytics to forecast useful resource wishes with pinpoint accuracy.
Additionally, students have clean get right of entry to to educational materials through smart distribution, which
encourages active participation and teamwork in the school room. Using technology to enhance instructional
consequences and alter to the converting requirements of each college students and teachers is an ongoing
undertaking, however this new technique takes a massive soar ahead.CC-DRAM’s operation is guided by a
personalized recommendation system that customizes the distribution of resources according to the preferences
and actions of the user. The program determines the best resource allocation using machine learning techniques
to forecast user demands and adapt to unique courses. With its adaptive performance and personalized content
distribution, this smart system improves the learning experience despite fluctuating workloads. The combination
of CC-DRAM’s dynamic resource allocation, powerful data management, and personalized recommendation
system makes it a critical tool for creating a better educational experience. Online learning systems may
become more reliable, scalable, and cost-efficient using CC-DRAM, which means better education for students.

4. Result and Discussion. Several aspects of the CC-DRAM will be analyzed in this paper to ascertain
its potential usefulness in enhancing online education. To determine whether CC-DRAM’s distributed storage
technology can handle the increasing demands of users and the massive volumes of instructional materials,
analysts are examining its scalability. The level of satisfaction of users is measured by the feedback they give
on personalized suggestions and their overall experience with the site. Analysis of performance primarily aims to
determine the system’s responsiveness, resource utilization, and availability. The amount of user engagement
and the material’s relevance are factors in determining the collaborative filtering recommendation system’s
efficacy. To ensure the best use of storage and processing power, the last step is to assess how well resources
have been allocated.

4.1. Dataset description. Cloud computing is popular because it allows users to pay-per-use for on-
demand computing. Energy-aware work scheduling improves resource usage and is cost-effective. Traditional
task, resource, and energy scheduling strategies fail with cloud computing. The main objective of the analy-
sis is to compare hybrid and conventional cloud computing scheduling strategies. It compares Shortest work
First (SJF), Round Robin (RR), Max-Min, and Min-Min work scheduling algorithms [21]. The best resource
scheduling algorithms are STAR, Dynamic Resource Allocation Scheme, Autonomous Agent-Based Load Bal-
ancing, Credit-Based Scheduling Algorithm, Greedy-Based Job Scheduling Algorithm, Optimal Algorithm,
Resource-Aware Hybrid Scheduling Algorithm, and Honeybee Algorithm. Energy-based scheduling approaches
for carbon-reducing scheduling are investigated last. The analysis found that Min-Min surpasses the competi-
tion in turnaround and waiting time.

4.2. Analysis of scalability of distributed storage:. The work aims to assess the scalability of CC-
DRAM’s distributed storage technology is described in Fig.4.1. Performance under varying loads and content
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Fig. 4.2: The Graphical Representation of User satisfaction

sizes evaluates the system’s capacity to handle increasing user demand and large volumes of instructional
materials. According to the results, the distributed storage system can scale well, meaning that it can handle
more users and more data without sacrificing speed or availability. Because of its adaptability, CC-DRAM can
suit a wide range of educational needs without compromising on economy or speed. The distributed storage
scalability is analysed in this proposed method and the values are obtained by the ratio of 97.8% is shown in
Fig.4.1.

4.3. Analysis of user satisfaction. The purpose of the analysis is to determine how happy CC-DRAM
platform users are with the service generally and with the personalized recommendations in particular which
is shown in Fig.4.2. Teacher and student questionnaires and feedback forms show widespread approval of the
proposed course of analysis, particularly with regard to its practicality and applicability. The importance of
customized suggestions in improving educational outcomes is underscored by user reports of higher engagement
and a more tailored learning experience. Positive comments about CC-DRAM indicate that it meets the needs
of its target audience. In Fig.4.2, analysis of user satisfaction is improved in the proposed method by the ratio
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of 98.2% compared to the existing method.
The entire performance of CC-DRAM is examined in this analysis, with a focus on system responsiveness,

resource utilization, and uptime (figure 8). Cloud task scheduling and resource allocation efficacy is measured by
metrics including error rates, throughput, and latency. When compared with alternative memory technologies,
the findings show that CC-DRAM continually provides superior performance, including short latency and
efficient use of resources. In addition, the robust performance measurements show that CC-DRAM can handle
the demands of online learning environments, guaranteeing that instructional contents can be accessed quick
and reliably. The analysis of performance ratio is 99.34% which is increased in the proposed method is shown
in Fig.4.3.

Examining how well CC-DRAM’s collaborative filtering recommendation system works is the main goal
of the present analysis is shown in Fig.4.4. Analyzing data from user interactions and comments, the analysis
determines how well the algorithm can understand user preferences and provide accurate and relevant content
suggestions. The results show that the collaborative filtering approach effectively makes the learning experience
more personalized, with users being more engaged and the content being more relevant. Keeping students’
attention and enhancing educational outcomes both depend on its effectiveness. In this proposed method the
analysis of effectiveness of collaborative is achieved by the ratio of 96.12% is shown in Fig.4.4.

4.4. Analysis of resource allocation. The analysis aims to assess how well and efficiently CC-DRAM
allocates its resources which is explained in the Fig.4.5. The efficiency with which the system allocates storage
and processing power in response to user needs and activity patterns is examined. It was found that dynamic
resource allocation ensures efficient use of resources, which leads to less waste and ensures that instructional
materials are delivered effectively. By distributing information strategically, one can save students from being
overwhelmed with data, guarantee that they will only get engaging and relevant materials, and improve their
education as a whole. Compared to existing method the analysis of resource allocation is increased by the ratio
of 98.41% in this proposed method.

This paper assesses the CC-DRAM platform on many metrics, including its capacity to scale, user happiness,
performance, collaborative filtering effectiveness and resource allocation efficiency. The analysis shows that the
distributed storage system can readily scale to handle more users and data without lowering performance or
availability standards. People are very happy with it, especially when it comes to personalized recommendations.
Better utilization is shown by using overall performance metrics while considering aid use and responsiveness.
Collaborative filtering permits for a greater tailor-made mastering enjoy, which boosts hobby and retention way
to greater applicable content material. Allocating sources well prevents loss and makes sure that teaching gear
are used successfully, which in the end results in a higher studying experience normal. When as compared to
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the modern-day procedures, every unmarried analysis indicates good sized improvements.

5. Conclusion. The CC-DRAM, which is founded on Cloud Computing, is accountable for a good sized
enhancement that complements the skills of on-line studying platforms. This progress is carried out thru the
availability of powerful resource management and educational stories that are individualized to the scholar. It
is possible for CC-DRAM to personalize the dissemination of material to every person pupil via the usage of a
collaborative filtering notion method. This ensures that scholars get assets that are tailor-made to their specific
regions of interest. Enhancing mastering results while fending off the downsides of conventional online school
rooms, which includes information overload, is one of the advantages of this technique.

5.1. Future work. Future studies will focus on improving the accuracy and adaptableness of advice
algorithms as its key number one goal. With the assistance of modern-day device studying techniques, it could
additionally be feasible to attain improved customization and predictive analytics. Our primary objective is
to enhance the model with extra capabilities that can be interesting to apply and academic assets that can be
beneficial. As a result, we believe that CC-DRAM can adjust to the ever-evolving requirements of educators
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in the modern-day virtual environment.
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DEVELOPMENT OF DEEP LEARNING-BASED MEDIA CONTENT
RECOMMENDATION SYSTEM, DL-MCRS, FOR USER SATISFACTION

QI LUO*

Abstract. The ever-growing quantity of audio-visual information accessible today may be effectively managed by recommender
systems, which assist users in discovering new and interesting topics. An increasing number of customized suggestion apps have
emerged on the World Wide Web in the last decade. Recommendation systems can’t function without precise behaviour modelling of
users. The conventional wisdom about friend suggestion algorithms leaves out crucial user data, leading to a misleading portrayal of
their actions. The common understanding of friend suggestions is inaccurate because it disregards crucial user information. Hence,
this paper proposes that the Deep Learning-Based Media Content Recommendation System (DL-MCRS) improves efficiency and
user satisfaction by integrating huge multi-source heterogeneity data and building more precise user and item models on social
media platforms. The suggested method uses the semantic personalized recommendation system (SPRS) to bridge the gap between
high-level semantic information and low-level media properties. The suggested system uses domain ontology to customise video
recommendations to their interests based on a user’s past actions on the site. The experimental findings show that the suggested
strategy outperforms the baseline methods concerning efficiency.

Key words: Deep Learning; Social Media; User; Recommendation System.

1. Introduction. Many limitations hinder the development of DL-MCRS that would improve customer
happiness, which are systems suggesting media content using deep learning [1]. A key challenge is the need for
large volumes of diverse, unique data to train effective deep learning models [2]. Getting such data is difficult
and often accompanied by regulatory obstacles that respect consumer privacy as well as data protection [3].
Another big obstacle is ensuring transparency and understandability in deep learning models [4]. Additionally,
recommendation system must adapt to changing user tastes in real time [5]. This requires a lot of computer
power and complex algorithms to ensure it remains accurate and relevant [6]. Biased recommendations can
negatively affect user experience and perpetuate stereotypes; hence, the biases within training datasets need to
be addressed too [7]. To enhance customer participation and prevent echo chambers there should be a trade-off
between personalized rules and accidental contents discovery[8]. Scalability, the ability to handle increasing
numbers of users and content with no compromise on performance, is another important factor that needs
consideration[9]. Finally, there are methodological and technical hurdles to clean when incorporating person
feedback into the gadget to decorate pointers over the years [10]. Data management, model transparency,
computational efficiency, bias mitigation, and user interaction are important components that ought to be
carefully considered for DL-MCRS to acquire its full potential in enhancing person happiness via personalised
content suggestions [11].

Improved customer delight has been a riding pressure in the back of the speedy evolution of DL-MCRS [12].
Methods inclusive of content material-based filtering, collaborative filtering, and hybrid methods are critical
[13]. Both user-primarily based and object-based totally collaborative filtering leverage statistics from user
interactions to predict what users will primarily based on their shared choices [14]. To offer hints which might be
similar to what a user has loved, content material-based filtering takes into account the inherent characteristics
of media content material, such genre, actors, or keywords [15]. To get around each technique’s weaknesses,
hybrid approaches integrate them to provide higher, extra tailor-made answers. With the proliferation of
online resources like video streaming sites, social media, and news organizations, people’s media consumption
has skyrocketed in the modern digital age. Despite the vast amount of information, consumers often experience
frustration and decreased engagement due to their inability to locate media that suits their interests. There are
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a lot of problems with the current recommendation systems, which are rule-based or depend on collaborative
filtering. They provide recommendations that are either irrelevant or repetitious since they do not understand
consumers’ subtle preferences. Beyond that, these algorithms may not be able to adjust to the ever-shifting
media environment or consumers’ ever-changing preferences.

Acquiring complex styles in consumer behaviour and content attributes has been performed through the use
of deep getting to know models RNNs and CNNs [16]. Some examples of CNN and RNN capabilities encompass
CNN'’s ability to interpret visual content functions from movies and snap shots and RNN’s superiority in
managing sequential facts, which makes them well-acceptable to comprehending consumer interaction sequences
across time. To similarly enhance advice accuracy, autoencoders and Variational autoencoders (VAEs) are
employed to accumulate compact, latent representations of both users and objects.

Several boundaries nonetheless remain within the development of DL-MCRS, even with these advances. A
major impediment is the bloodless-begin problem, which makes it hard to make suitable pointers for brand new
customers or products with little interplay information. Since deep getting to know images necessitate effective
computing assets and effective algorithms to manage big quantities of information, their scalability is another
situation. Improving patron happiness fully requires ongoing innovation, the integration of varied statistics
sources, and superior modelling tools to cope with those problems.

e By combining information from many sources, the suggested DL-MCRS tackles the problem of handling
the abundance of audio-visual data. With this integration, people can learn more about the user’s habits
and preferences, which improves the quality of our recommendations.

e The DL-MCRS uses SPRS to fix the semantic gap between media attributes and high-level semantic
information. Because of this, the system can improve user happiness by making tailored suggestions
that are highly relevant to each user’s interests and preferences.

e FExperimental validation shows that the proposed DL-MCRS is more efficient than baseline approaches.
Improved user satisfaction is the end result of the system’s optimisation of resource utilisation and
suggestion accuracy through the customisation of video recommendations based on domain ontology
and user interactions.

Developing a Media Content Recommendation System (DL-MCRS) that Uses Deep Learning to Make Users
Comfortable. Section III deals with the results of the DL-MCRS, a media content recommendation system that
is based on deep learning. Section IV presents the findings and analysis, Section V follows with a discussion,
and ends with a summary and some recommendations.

2. Literature Survey. As recommendation systems field expands, several approaches have come up to
address the issue of personalized suggestions for media consumption. DL-MCRS happens to be one of such
choices. The review gives an overview of current research done in DL-MCRS hence attention on how they have
improved recommendation accuracy & user satisfaction.

Sharma et al. [17] make use of semantic personalised recommendation system (SPRS) which utilizes domain
ontology together with user activity so as to recommend videos. Performance is measured using predicted
ratings compared against actual ratings showing that there was an improvement in precision, recall, accuracy
over standard metadata-based systems. This SLR conducted by Da’u , A. et al. [18] focuses on recommender
systems(RSs) based on Deep Learning: including some useful findings by other authors regarding this topic .
Autoencoder models are mostly used followed by CNNs and RNNs. The most popular datasets are MovieLens,
as well as Amazon reviews. Measures of evaluation in this area include precision, RMSE. Da’'u , A. et al., [19]
use a tensor factorization (TF) machine for overall rating prediction, which implements aspect-based opinion
mining (ABOM) with a multichannel deep convolutional neural network (MCNN) for aspect extraction as
well as aspect-specific rating generation. When compared to the baseline approaches, the results reveal notable
improved accuracy. Deep autoencoders are used by Shambour, Q. [20] to capture complex user-item associations
to improve the accuracy of a multi-criteria recommender system (M-CRS). According to experiments carried
out on Yahoo! Movies and TripAdvisor datasets, the algorithm outperforms state-of-the-art recommendation
engines by producing more precise predictions. Khanal, S. S. et al., [21] give an overview of recommendation
systems in e-learning(RS-E-L), which are classified into content-based, knowledge-based, collaborative filtering
or hybrid systems. Components such as algorithms from machine learning methodologies; datasets; evaluation
techniques represent some key areas presented under the taxonomy.
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Weijin Di [22] suggested constructing a personalized learning content Recommendation system based on
a recommendation algorithm in English learning (CPLRS-EL-RA). At first, the Movielens-1M dataset is used
for data collection. The next step is to begin pre-processing using the acquired data. The Generalized Moment
Kalman Filter, or GMKEF, is a tool used to pre-process data. The pre-processing output is fed into the feature
extraction process using the Enhanced Synchro Extracting Wavelet Transform (ESWT) to extract the students’
attitudes, connections, and entities. In the next step, the recommendation algorithm is given the extracted
output. Listening, speaking, reading, and writing are the four areas of learning that the recommendation
algorithm successfully categorizes. Using the Tiger Beetle Optimizer (TBO), the weight parameter of the
Recommendation Algorithm may be optimized. Utilizing criteria such as accuracy, precision, recall, sensitivity,
specificity, and calculation time, the efficiency of the suggested technique is evaluated after its activation in
Python. When compared to other methods, such as PRSETR-CRNN, LCBCRS-CNN, and HRSC-ANN, the
CPLRSEL-RA method achieves better accuracy (22.32%), sensitivity (27.32%), and recall (31.13%), sensitivity
(24.43%), and recall (38.13%), respectively, for listening.

Manikandan and Kavitha [23] proposed the Harris Hawks Optimization, Cuckoo search and Deep Seman-
tic Structure Model (DSSM) for content recommendation systems for e-learning. New optimization algorithms
like the Enhanced Personalized Best Cuckoo Search Algorithm (EpBestCSA) and the Enhanced Harris Hawks
Optimization Algorithm (EHHOA) are used in the suggested content recommendation system’s semantic-aware
hybrid feature optimizer to choose appropriate features that improve prediction accuracy. Another new algo-
rithm, the DSSM, combines Artificial Neural Networks (ANN) and Convolutional Neural Networks (CNN). The
suggested model beats competing recommendation systems regarding accuracy, recall, f-measure, and prediction
precision, as shown in the experiments. The suggested technique is tested using ten-fold cross-validation.

Balakumar Muniandi et al. [24] recommended the Deep Learning Approach for Adaptive Content Rec-
ommendation Systems for Digital Marketing Platforms. Focusing on its application utilizing deep learning
methods, this study investigates the function of adaptive content recommendation systems in digital marketing
platforms. The paper explores the fundamentals, approaches, and difficulties of creating and implementing
such systems. The author demonstrates the efficacy of deep learning methods in improving the accuracy of
content recommendations and user engagement by doing a thorough literature and case study evaluation. The
author discusses developments and improvements in the future.

Arnav Dubey et al. [25] presented the Digital Content Recommendation System through Facial Emotion
Recognition. The paper’s opening section introduces and briefly discusses various face emotion detection
algorithms. A summary of the literature on these algorithms pertaining to music and movie recommendation
systems follows. The paper’s second section includes a discussion of the possible advantages of incorporating face
expression detection into music and movie recommendation systems. Two of these are possible improvements
to the user experience and the capacity to provide more tailored suggestions depending on the user’s emotional
condition. The paper’s third section presents a look at the pros and cons of using face expression detection in
music and movie recommendation systems. Concerns around privacy and ethical problems are among them, as
are challenges with the algorithms’ accuracy and trustworthiness.

Wenhua Liu [26] introduced the digital entertainment content recommendation algorithm for user behaviour
analysis of an English learning social platform. This article learns about learners’ preferences, habits, and
past learning by collecting and analyzing their data, building learning models, and other relevant information.
Afterwards, a collaborative filtering algorithm is employed to match students with peers who exhibit comparable
interest preferences and learning styles, classify students into similar groups, make recommendations based on
the choices and preferences of similar students, and ultimately provide students with the best learning materials.
This article builds a full suite of social capabilities to encourage learners to connect and share information and
provide individualized recommendations. The findings demonstrated that the proposed social platform for
learning English was feasible and beneficial through study and testing with real user data. According to user
feedback, learning results and communication between learners have been greatly enhanced by the platform’s
social features and individualized recommendations.

This summary helps understand ongoing studies and identify issues related to the subject matter. DL-
MCRS’s research findings prove its better performance over other content recommendation mechanisms making
it an ultimate leader in this area when one needs personalized recommendations.
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Fig. 3.1: Schematic of a content-based recommendation system

3. Proposed Method. Users wanting interesting and pertinent media have a tremendous hurdle in the
digital era due to the enormous number of audiovisual information available online. Subpar user experiences are
a common result of traditional recommendation algorithms’ inability to properly understand user behavior. In
this paper, present DL-MCRS, which uses heterogeneous multi-source data to improve efficiency and customer
satisfaction. Incorporating a SPRS allows DL-MCRS to successfully synchronize high-level semantics with a
small amount of media property. Given a user’s past behaviors on social media, this novel method uses a
domain ontology to provide personalized video suggestions.

A content-based suggestion system, like the one shown in the picture, uses artificial intelligence to provide
unique suggestions for each user. In Figure 3.1, there’s data storage, which is essentially a repository for all
the pertinent information, including user profiles, item properties, and user-item interactions. Data Processing
follows, which includes operations like cleansing, separating features, and conversion to get the data ready for
training the model.

Algorithms learn correlations and trends between users and things based on content attributes through
Model Training, which uses pre-processed data. The Model Assessment Metric Tracking is concerned with the
performance of these models in terms of accuracy, recall and precision. These models are produced and then
used on a real-time basis to provide recommendations based on customer inputs. While it remains an important
part of this process, Synapse Analytics is an integrated analytics platform that stores, processes and deploys
models. It supports scalable data processing for seamless integration of multiple data sources necessary for
wide-ranging recommendation systems. The flow diagram helps stakeholders grasp the process behind building
content-based recommendation system; from data collection to model deployment where we want end users to
get individual suggestions which are effective as well as efficient.

2 2 2 2
I(c) = [ l(cl)’ l(cz)w"QL()n—iﬁl ] + (m1 —m2) (3.1)

f)

By modifying its components according to the disparity between two criteria, m; — mq, Equation (3.1) depicts
the change of a vector Qf). To be more precise, each member of the adjusted latent parameter vector for user,
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n—ij+1 ) .
2
diy) = hlgn x QL' 14) + cule + ) + (w,(1+)) (3.2)
For a user k at a certain layer u in a deep learning model, Equation (3.2) describes the calculation of a feature

d;:;). Here, the convolution process that was done to the latent vector of features @ from the preceding layer

u — 1, capturing specific trends in user behavior, is denoted as gp x Q,(Cu;jlj_h. The non-linear transformation

is applied through the function h. The model may be fine-tuned using the extra parameters and bias terms
introduced by ¢, (e + q) and wy(1 + p).

QP = [Q), Qpu(u), +Qynzyt) | = wy(1+p) (3.3)

The process of creating a vector Qg,p ) by integrating different feature parts and modifying them with a bias term
is illustrated by Equation (3.3). The aggregated vector of features for a person or object at a certain stage is
represented by QE;;) The vector contains components that include multi-level features obtained from the deep

learning layers, such as @Qp,(u) and Qw (nozutly, AMONgG others. To enhance the feature vector and effectively
2

represent consumers’ nuanced preferences, a regularization factor is introduced by wq(1 + p).

Figure 3.2 shows the architecture of content-based recommendation system showing several levels and
processes involved in providing personalized recommendations to the users by Service providers. Beginning
at the User Interface Layer, user profiles and actions are collected and recorded here. Between the computer
system and its users, it allows information sharing and feedback channels to be open. In addition to all this,
the layer gets data from user actions and processes that involve cleaning up and integrating different sources
qualitatively for better quality assurance. It finally cleanses the data further before moving it into another
phase of analysis.

Feature extraction efforts of Feature Extraction layer focus media and user actions primarily. User behavior
analysis emanates from records over interactions like preference or trends while media content analysis extracts
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contents like text as well as photos including metadata about them. Such aspects give their features to deep-
learning Models whose categories include Item attributes/User preferences understanding models among others
within them . FEventually, these models use those characteristics they have retrieved as input so that they
may make personalized suggestions. A Semantic Customized Recommendations System uses domain ontology
along with recommendation engines to generate personal recommendations based on individual preferences also
ensuring that suggested items are most notionally similar ones with those that were chosen by a user.

fwk
- ZlU:1 facw

Equation (3.4) describes the process of calculating a parameter T}, that incorporates several weighted features
together with a regularization factor. To ensure proportionate effect, the weighted characteristic T} is normal-
ized over the combined amount of all characteristic weights by adding them together. Adding (w+q) ~ M
creates a complicated adjustment factor that combines recurring user activity d?(p + ¢) with features of the
media.

t
T, (qp +rt)
e

+ (w4 q) ~ di(p+q) (3.4)

w

Suj = 8p T w Z cos(v,2) + (for — st) F (d +e) (3.5)
W#P

Equation (3.5) shows how to calculate a score S, ; by taking into account different factors that impact the
suggestion. The relevance score utilized for user content ranking in the (DL-MCRS) is denoted by s,. The
base score is added by cos(v, z), and the weighted cosine similarity measurements between vectors (fpr — s¢)
are integrated by d + e, which captures similarities in customer preferences and item characteristics.

P
Suk = F(s1,m) = Zj X Qs(d,,,) = 97" (3.6)
1=0

The calculation of a score s(v, k) for a user and a specific characteristic is illustrated in Equation (3.6), which
relies on an aggregate function F' applied to intermediary scores s, m). The last user feature score utilized to
tailor content suggestions is denoted by Qs((d¢j + k))) in (DL-MCRS). Over a variety of characteristics, with
weights j, the summation ¢(9t%) aggregates scores with weights.

Profiles of users and suggestion content learning: In this stage, want to develop a model that is individual to
each user so that may anticipate their interest in (multimedia) goods by analysing their past interactions with
them. To provide content suggestions that are specific to the preferences of the target user, the learnt user profile
structure is compared to item profiles, which reflect representative item attributes. Video recordings are a kind
of media that is complicated. Many facts are communicated to us (by the writer) through many multimedia
channels, especially the visual and auditory ones, while watch a film. Because are based on human-generated
data and are believed to cover the information meaning of movies to a large extent, most movie recommendation
systems currently use content-based filtering (CBF) or collaborative filtering (CF) models. These models rely
on metadata, such as genre or the wisdom of the crowd, to make recommendations. Learning from multi-modal
inputs (e.g., audio, visual, and metadata) and the data collected from multimedia material, on the other hand,
might help us comprehend natural events in videos better by revealing links between different modalities.

The system begins with raw material from a video. The first step is to break the video down into its
constituent frames. There is a single picture in the video sequence for every frame. It further divides each
frame into smaller sections. To analyze visual material with more precision, these blocks are used as the
building blocks for feature extraction. Vector representations that capture audio or visual input properties
are called i-vectors. I-Vectors can condense the material into a compact representation. Features at the Block
Level contain details like colours, textures, and other low-level visual attributes retrieved from each frame’s
frames. AlexNet, a CNN, is used to get in-depth features from the video clips. Examples of higher-level,
abstract content features are item identification and scene comprehension. Aesthetic Visual Features (AVFs)
evaluate the content’s visual attractiveness by looking at colour harmony, picture composition, and other
aesthetic aspects that could impact user choice. Summing up the characteristics extracted throughout time
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allows statistical summarization to capture the video’s temporal dynamics. Some possible statistical metrics
that depict the evolution of traits over time include variance, mean, and standard deviation. One probabilistic
model that may be used to depict the distribution of video characteristics is GMM. Utilized mostly for content-
based clustering and pattern detection, it can model the intricate distribution of data. The Vector of Locally
Aggregated Descriptors aims to combine SIFT descriptors and other locally pertinent features into a single,
fixed-length vector. It may use this vector representation, which is more compact to represent the whole video
or parts of it. After temporal aggregation, i-Vectors, block-level features, deep features, and AVFs are fused.
An item profile that better represents the video content is the result of this fusion, which uses the best features
of each kind. An item profile, a thorough video description, is created from the combined characteristics. In
this profile, you can find all the attributes that have been retrieved and aggregated. These features will be used
in the recommendation process. The content and the user’s choices determine the relative relevance of other
characteristics. It may fine-tune the recommendation process by using a weighting mechanism to prioritize
some attributes over others. To provide content-based filtering, the system makes use of the item profile.
In contrast to collaborative filtering, which utilizes data on user interactions, content-based filtering (CBF)
makes recommendations based on the specifics of the material itself. The system gets a ranked list of items
(Rec 1, Rec N) from the weighted features and content-based filtering. According to the characteristics of the
material, these are the things that the user would find most interesting. Customers engage with the platform
by perusing the suggested products and offering comments (likes, dislikes, viewing, skipping). This connection
is vital to improving the recommendation process. If the system gets enough input, it can train and refine its
collaborative filtering model. CF’s recommendation system is based on user activity trends, such as how often
others with similar preferences use it. The model considers this feedback loop to improve its ability to foretell
users’ preferences.

These unique traits of diverse feature sets cater to the varying information requirements of consumers in
figure 3.3.

>0 i (85p — ur) X (fpx — €a)
VoV p + (spi —ep)? +s

The computation of a suggested score functional rsf(s,p), which integrates different elements to provide an
ultimate score, is defined by Equation (3.7). An item’s relevance to a user is measured by s(j, p) — u, within

rsf(s,p) = (3.7)
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the framework (DL-MCRS). The total of all the weighted disparities between user preferences (f(p, k) —eq) and
an average user rating and between item features \/ajVy , and a feature bias sp.i) — ey is captured.

Y elfor1(Pwae)] + Wy — z11)
VIS (P — )

The tangent operation, defined by Equation (3.8) as tan(9,p), is used to calculate a score that is dependent
on several user and object feature components. A transformation that is used to improve the accuracy of
recommendations might be represented by f(g + 1)(pwg:). The weighted features and biases are aggregated in
the numerator Wy — 2!, which captures the complicated interplay between various user preferences and item
characteristics P, ; — jp.

tan(d,p) = (3.8)

v.pq _ Z;iip)(5f+2)(68)
(¢) + 1(pq) /30 (a+1)

sec(p, q) = (3.9)

To improve the suggestions by taking into consideration certain user-item interactions, sec(p, ¢) might be defined
in Equation (3. 9) To ensure proportionality, the weighed product is normalized by a factor of adjustment and
the first half W is represented. The second portion, which is the total of weighted scores (s(f + 2))(es),

divided by a normalization term containing the sum of adjusted interactions, is expressed as Zf (g +1)

One solution to the problem of information overload is a recommendation system, which uses the user’s
interests, preferences, or past actions to sift through massive amounts of dynamically created content and
extract meaningful pieces of information. Put another way, a system for recommendations can utilize a user’s
profile to determine the likelihood that would enjoy a certain item. These recommendation algorithms are useful
for both businesses and consumers. When it comes to buying things online, these systems help customers save
money on things like searching for information, choosing products, and making a final decision. Consequently,
recommendation algorithms have become widely used on e-commerce platforms.

Helping people make better decisions through individualized recommendations increases their happiness.
There are essentially two types of approaches used in recommendation systems to examine user preferences
(Figure 3.4). One is filtering based on content, which uses product features like related keywords to narrow
search results. One kind of product suggestion is the content-based (CB) method, which looks at the user’s past
purchases to determine what other items would enjoy. The basic idea behind content-based recommendation
systems is as follows: first, take a look at what a user likes, figure out what features share, and add those
preferences to their profile. Then, compare those features to the user’s profile and suggest products that are
very similar.

w
tany41y + (g, mp) = 7 + (€s+p) + (P q) (3.10)

The sum of many weighted components is represented by the converted score tan (u + 1)) + (g, mp), which is
computed using Equation (3.10). By dividing a weight w/q, the term ensures that the influence is balanced. A
bias term derived from item and user attributes is introduced by adding e(s + p).

p
Plutpy + (u,t) =Y quiisp) + (2,p) (3.11)
7=0

For the purpose of accuracy analysis, Equation (3.11) describes the weighted average P, ) + (u,t) of charac-
teristics. The sum of weighted features quw(;,) and a bias term z, p across a given range is represented by this
equation.

-2
(4,k) n=0,1,2
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In user satisfaction analysis, Equation (3.12) is used to determine the greatest value max; ). Adjustments
depending on item characteristics and system settings are introduced by (k 4 wp)(w — 2¢q), while S, kl signifies
a satisfaction metric that captures user input or engagement. A normalization factor that incorporates differ-
ent degrees of user interaction might be represented as n( = 0,1,2) when divided by this. In addition, the
satisfaction measure may be fine-tuned by considering p, ¢ as an interaction element between the parameters.

The overarching idea of RS is to leverage past interactions with material to determine and predict which
items users will find interesting. Figure 3.5 shows the overall design of a standard RS. Likes, clicks, and ratings
are examples of implicit feedback that users give the system when interacting with it. For example, if a user
gives a new smartphone a high rating, she could be interesting in reading more articles on apps for mobile
devices. Thus, using this information to deduce user interests is the fundamental notion of RS. The RS learns
a model to anticipate the user’s potential interest in new things based on their previous responses. As a further
step, it rank the items based on how relevant to think will be to the user. At last, the user will be aggressively
offered the things that rank higher. Depending on the domain of application, the ratings’ semantic meaning
might vary greatly. For example, most OSN employ binary values, whereas e-commerce websites and services
that offer video on demand generally use discrete sets of ordered integers (like a 5-point rating scale).

Zuk = g(”vj'pr wT—u) = I;ufp (313)

In the context of analysing computational efficiency the equation (13) explains a computational process z,k
that is governed by a function g. In this context, v and j are probably indices for users and items, respectively,
while @, and wr_,, stand for certain feature vectors or matrices. The output Q:"_p , which may stand for a
latent feature.

Zpu = h(p, k) = d7T (w+ p(1+ q)) (3.14)
The scalable functional z,u described by Equation (3.14) is used in scalability analysis and is defined by h.

At this point, it is probable that p, %k stand for indices or variables, d’;*! signifies a feature vector magnified.
A phrase that might stand for a versatile adjustment factor is the weighted sum of the system parameters,
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iz
Fig. 3.5: Architecture of recommender system
denoted as w+p(1+q).
P
M== 3" [fip+ (h)Fers] + (QuP) (3.15)
(v,§)32UZ

In personalization analysis, Equation (3.15) is used to describe a summing process M. It is possible that ZUZ
represents individualized interactions between users and items, whereas v,j probably stand for user and item
indices. Characteristics of items and user preferences are probably represented by fqp, hj, and F..

By improving upon previous approaches, the suggested DL-MCRS brings recommendations technologies a
long way. To provide more accurate and tailored material suggestions, DL-MCRS makes use of complex user and
item mathematical models in conjunction with large amounts of data from several sources. To further improve
user happiness, (SPRS) can be included to guarantee a smooth relationship between high-level semantic and
media attributes. The efficacy of DL-MCRS is proven to be higher than baseline approaches in experiments,
which confirms its potential to improve the user interface and completely transform the way users receive
content suggestions.

4. Results and Discussion. The performance of the proposed DL-MCRS has been analyzed based on
metrics accuracy, user satisfaction, computational efficiency, scalability, and personalized analysis compared to
conventional recommendation methods such as SLR-RS [18], ABOM [19], and M-CRS [20].

In Figure 4.1, analysing the DL-MCRS accuracy in delivering applicable content to users is the principle
emphasis of accuracy analysis for user pleasure. The capability of DL-MCRS to faithfully simulate user move-
ments and forecast user alternatives is vital to its efficacy. Accuracy evaluates how properly the device can
perceive applicable objects, while Recall examines how well it can recognise all applicable gadgets. For a nicely-
rounded assessment of accuracy, the F1-Score a harmonic mean of Precision and Recall is beneficial. Using
MAE, you will study the everyday discrepancy among predicted and actual consumer scores produces 99.4 per-
centage. The DL-MCRS is capable of draw close elaborate styles in consumer interactions and media content
as it makes use of today’s deep mastering images like CNNs and RNNs. Autoencoders and Variational Autoen-
coders (VAEs) improve recommendation accuracy by using getting to know efficient latent representations of
customers and objects. By effectively integrating multi-source heterogeneous data, DL-MCRS produces extra
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Fig. 4.2: User satisfaction analysis

accurate consumer and item images, leading to experimental evaluations that display its superior performance
as compared to conventional advice systems. In addition, DL-MCRS’s Semantic Personalised Recommendation
System (SPRS) lets in for extra unique tips which are in keeping with consumer diversions via connecting high-
degree semantic records with low-stage media attributes. With its multi-faceted accuracy analysis, DL-MCRS
proves to be technically superior and has the capability to significantly enhance person happiness with the aid
of handing over personalized content with pinpoint accuracy.

An evaluation of the DL-MCRS potential to satisfy its users’ needs and choices is conducted as part of
its person delight take an explore. Some essential indicators to recollect while assessing person happiness are
engagement, reside length, click-via costs, and remarks rankings. In Figure 4.2, users find the encouraged
cloth relevant and attractive if there’s excessive user involvement and expanded live time. DL-MCRS uses
state-of-the-art deep studying models to generate specific and tailor-made hints, which provides to user hap-
piness. Combining CNNs and RNNs permits in-intensity exam of person moves and content material homes,
guaranteeing that hints are noticeably relevant to user alternatives produces 95.7 percentage. Customers are
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Fig. 4.3: Computational efficiency analysis

more satisfied due to the device’s capacity to resolve frequent problems, like the cold-start problem, which
takes place while there isn’t sufficient data for proper hints for brand new users or matters. With the help of
domain ontology and person records, DL-MCRS is able to unexpectedly alter to new users and gadgets even
as maintaining the advice excellent true. According to empirical studies, DL-MCRS notably increases user
pleasure metrics and exceeds traditional advice systems in terms of accuracy. With the device’s capacity to
offer entertaining and relevant media suggestions, users are more inclined to keep looking round and find out
extra content.

In Figure 4.3, an efficient DL-MCRS is being advanced with the intention of increasing consumer satisfaction.
Gathering records, cleaning it up, generating features, schooling the model, arising with tips, and subsequently
evaluating it are all essential parts. Many measures are used to quantify computational performance, which
includes schooling time, inference time, energy utilization, scalability, and aid utilisation. Tests towards both
classic and modern-day images, as well as profiling equipment like TensorBoard and NVIDIA’s Nsight Systems,
permit for an assessment of overall performance. For example, at the same time as working with the MovieLens
dataset, applying a Neural Collaborative Filtering (NCF) model requires optimising hyperparameters, tracking
training periods, and creating low-latency inference pipelines. It is possible to identify bottlenecks by means of
tracking resource usage and scalability below one of a kind masses. There is likewise an effort to reduce strength
usage via investigating strategies like model quantization and trimming produces 98.3 percentage. The effects
display how computational performance and recommendation first-class aren’t mutually distinctive, and how
optimised images appreciably boom both real-time overall performance and person happiness.

To guarantee consumer pride thru green and personalized recommendations at scale, it’s far necessary to
conduct a scalability evaluation whilst growing a DL-MCRS. In Figure 4.4, this necessitates monitoring the
gadget’s responsiveness to growing statistics masses and person counts. Capabilities for green model schooling,
real-time inference performance, and statistics control are vital components. Data guidance techniques that are
scalable can handle growing datasets without notably reducing overall performance. To determine how nicely
a model can scale at some point of education, people study how a whole lot time and electricity it takes to use
disbursed schooling methods and optimised hardware like GPUs and TPUs to train on bigger datasets. With
the usage of strategies like caching, sharding, and model distillation, real-time inference scalability keeps advice
latency low regardless of the number of users requesting the provider. Methods which includes vertical scaling,
which makes use of more powerful hardware, and horizontal scaling, which entails adding greater processing
nodes, are taken into consideration. These methods, while paired with ongoing monitoring and optimisation,
assure that DL-MCRS can keep up its great overall performance and responsiveness, making customers happier
whilst demand for will increase produces 94.5 percentage. To nicely manipulate the ever-increasing facts and
consumer base, destiny improvement will centre on similarly optimising present scalable structures and learning
emerging technology.
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Fig. 4.5: Personalized analysis

In Figure 4.5, the creation of a DL-MCRS that aims to maximise user happiness relies heavily on per-
sonalisation analysis. This evaluation looks at how well the system uses complex algorithms to understand
user behaviour and preferences to personalise content. The three main parts are selecting a model, extracting
features, and user profiling. The process of user profiling entails collecting extensive information about user
interactions, including ratings, watching history, and implicit feedback. Collaborative filtering, content-based
filtering, or hybrid techniques are all examples of deep learning models that might benefit from feature extrac-
tion, which converts this raw data into useful inputs. To gauge how effectively the suggested material satisfies
the user’s interests, performance indicators including precision, recall, and mean reciprocal rank (MRR) are
employed. To improve the accuracy of recommendations, advanced DL models recurrent neural networks and
neural collaborative filtering record intricate interactions between users and items produces 96.7 percentage. By
integrating real-time feedback and regularly retraining models, continuous learning processes are put in place
to respond to developing consumer preferences. The optimal trade-off between customisation and computing
efficiency is then optimised through experimental comparison of various models and methodologies. The study
takes user diversity into account as well, making sure the system gives fair recommendations to all user cate-
gories. In the end, people want our recommendation algorithms to be as efficient and scalable as possible while
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still delivering highly relevant content that makes users happy and engaged. To further enhance personalisation
capabilities, future work will investigate new deep learning architectures and integrate multi-modal data.

As a result, the paper’s extensive research further establishes DL-MCRS as an important facilitator of
individualised content distribution across different domains, demonstrating its superiority over conventional
recommendation algorithms.

5. Conclusion. The suggested DL-MCRS solves a number of the problems with older recommendation
structures. The DL-MCRS algorithm improves advice accuracy and person happiness via constructing greater
correct and specific models of user behaviour and item attributes the usage of big-scale, multi-source heteroge-
neous statistics. Notable among these functions is the incorporation of a Semantic Personalised Recommenda-
tion System (SPRS), which correctly connects low-degree media residences to excessive-level semantic data. A
greater personalised viewing revel in is made possible through the use of area ontology, which similarly improves
the recommendation technique with the aid of coordinating video guidelines with user interests in line with
their beyond interactions. The experimental results display that DL-MCRS is more efficient in processing and
making content tips than baseline procedures, proving its superiority. The device’s potential to manipulate
sophisticated consumer statistics and media cloth highlights its capacity to revolutionise social media discovery
and engagement. In addition to improving user happiness, DL-MCRS creates an extra dynamic and attractive
media consumption environment via fixing problems the bloodless-start trouble and ensuring various content
material is exposed. This method gives a stable foundation for similarly advancements in tailor-made media
content material distribution and is therefore a first-rate soar ahead inside the records of recommendation
systems.
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DEEP LEARNING BASED STACKED PROBABILISTIC ATTENTION NEURAL
NETWORK FOR THE PREDICTION OF BIO MARKERS IN NON-HODGKIN
LYMPHOMA

SIVARANJINI NAGARAJAN*AND GOMATHI MUTHUSAMY'

Abstract. The biomolecular characterization of Non-Hodgkin lymphoma (NHL) impacts the prognosis, therapy planning, and
prediction of therapeutic response. The development of cancerous characteristics in lymphoma formation may often be attributed to
certain genetic defects and the resulting disruption of oncogenic regulatory processes. The use of advanced technology has made it
feasible to identify genetic variations and their corresponding biomarkers. However, the current challenges in histopathology include
the identification techniques and the presence of different cell types inside a tumour. Computational techniques are now being
used more often to diagnose genetic abnormalities without invasive procedures. This is done by analysing quantitative imaging
data. Therefore, we are now deploying a deep learning-based stacking probabilistic attention neural network in this project. In this
study, the histopathological images are obtained from the Kaggle source. Next, the image may undergo preprocessing using the
soft switch Weiner filter (SSWF). The area of interest was segmented using the hierarchical seed polarity transform (HSPT). The
biomarker linked with Non-Hodgkin lymphoma is categorised using the stacked probabilistic attention neural network (SPANN)
based on the segmented output. The whole experiment was conducted using a histopathologic cancer dataset from Kaggle under
python environment. The proposed strategy outperformed the current state-of-the-art alternatives by obtaining high range of
accuracy(95%), precision(95%), recall(95%) and F score (92%).

Key words: Non-hodgkin lymphoma, Bio marker, deep learning, soft switch weiner filter, hierarchical seed polarity transform
, stacked probabilistic attention neural network

1. Introduction. B-non-Hodgkin lymphomas (B-NHLs) are a subgroup of B-cell lymphomas that often
display characteristics resembling the first phases of normal B-cell maturation. Flow cytometry, immunohis-
tochemistry (IHC), immunoglobulin clonality assessment, fluorescence in situ hybridization (FISH), and next-
generation DNA sequencing may be employed together with standard cytogenetics to more precisely classify
these cancers. Protein expression is assessed by doing immunohistochemical staining on tissue sections placed
on glass slides. This data is then used to guide clinical decision-making in many diagnostic scenarios, including
cancer classification, detection of remaining illness, and identification of mutations. Standard brightfield chro-
mogenic Immunohistochemistry staining, when performed at a high-throughput level, has limitations such as a
restricted range of variation and images that have a significant overlap between the chromogen and the stain.
This requires the use of specialised digital techniques to separate and deconvolve the stains as a preprocessing
step for advanced research and commercial quantification algorithms used in Immunohistochemistry. Additional
research is necessary to find dependable biomarkers for NHL. Despite thorough hyper-parameter tuning on a
case-by-case basis or the laborious and error-prone manual tagging of many markers linked with NHL, colour
separation remains suboptimal in areas with significant chromogen overlap. Multiplex immunofluorescence
(mpIF) staining is more effective than brightfield immunohistochemistry (THC) staining because it enables the
analysis of multiple markers either separately (without the need for stain deconvolution) or together (as a
composite). This leads to enhanced co-localization, standardised staining, objective scoring, and determination
of thresholds for all marker values, particularly in regions with low expression that are challenging to evaluate
using THC staining. A new meta-analysis suggests that deep learning has the potential to replace the labor-
intensive manual detection methods presently employed for gene expression profiling or immunohistochemically
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stained photographs. These methods are costly and limited due to the paucity of multiplex immunofluores-
cence (mplF) testing. By using computational tools, which provide several benefits, we have a unique chance
to improve the prognosis of the most lethal illnesses. Although co-registered high-dimensional imaging of the
same tissue samples can offer crucial reference data for the superimposed brightfield IHC channels, current
deep learning methods depend exclusively on unreliable manual annotations, which suffer from unclear cell
boundaries, overlapping cells, and difficulties in assessing low-expression regions. Our method utilises a unique
deep learning technique, using a stacked probabilistic attention neural network, to achieve more precise cate-
gorization of biomarker cells with enhanced gene specificity. Using a single registered IHC and training data
from the same slides enables this.

Our method utilises a unique deep learning technique, using a stacked probabilistic attention neural network,
to achieve more precise categorization of biomarker cells with enhanced gene specificity. Using a single registered
IHC and training data from the same slides enables this. A trained stacked probabilistic attention neural
network can effectively detect NHL biomarkers using just an immunohistochemistry (IHC) picture as input.

This study aims to accomplish the following objectives.

e In-order to get the precise output soft switch weiner filter based preprocessing was used.

e To separate the region of interest from the image hierarchical seed polarity transform was used.

e For classifying the cancer associated biomarker stacked probabilistic attention neural network model
was implemented.

The rest of the study is laid out as follows. We shall review the current research in this field in the second
section. The statement of the issue is given in Section 3. Our methodology’s outline may be found in Section
4. Section 5 describes our approach’s implementation and assessment. The conclusion section of our analysis
is in Section 6.

2. Related works. Lymphomas are malignancies that originate in certain cells of the immune system.
They are categorised into two primary groups: Hodgkin lymphomas (HL) and non-Hodgkin lymphomas (NHL.
HL and NHL vary in their growth patterns and microscopic appearance. The early identification of these
diseases is essential because of its considerable influence on treatment results. Some of the strategies shown
here have potential as future versions of NHL prediction systems.

The main objective of [1] was to emphasise the need of including predictive biomarkers. Initially, artificial
intelligence (AI) was used to the data obtained from a specific dataset (GSE10846) including the gene expression
profiles of 414 patients. A combination of machine learning and predictive analytics models, including the C5.0
algorithm, logistic regression, Bayesian Network, discriminant analysis, random trees, tree-AS, and Chi-square
Automatic Inference, was employed to decrease the number of dimensions in the investigation of a potential
relationship between overall survival and other clinicopathological variables.

The author of [2] conducts a morphologic analysis of histological sections from 209 patients with DLBCL,
together with clinical and cytogenetic data. We used tissue microarrays (TMAs) made from three identical core
slices to perform staining for CD10, BCL6, MUMI1, BCL2, and MYC using H&E and immunohistochemical
stains. The pathologists have assigned labels to the tissue microarrays (TMAs) indicating the regions of interest
(ROIs) that specifically identify tissue samples that test positive for diffuse large B-cell lymphoma (DLBCL).
We used a deep learning model to detect specific areas of interest (ROIs), isolate and classify all cancer cell
nuclei inside those ROIs, and quantify various geometric properties for each nucleus. Gene expression analysis
has shown its utility in predicting the success of DLBCL therapy [[3], [4]]. The author of [4] suggests a novel
approach to enhance the selection of optimal disease targets for a multilayer biomedical network by using PPI
data that is annotated with stable information from OMIM diseases and GO biological processes. The author
presents enough evidence to substantiate the efficacy of the RecRWR approach.

The author of [5] uses two approaches, namely MIDER, (Mutual Information Distance and Entropy Re-
duction) and PLSNET (Partial least square based feature selection), to analyse data and establish the topol-
ogy of a Gene Regulatory Network (GRN) by computational means. Gene expression analysis were used to
demonstrate both methodologies in the context of inflammatory bowel disease (IBD), pancreatic ductal ade-
nocarcinoma (PDAC), and acute myeloid leukaemia (AML). All the genes that regulate these three pathways
have been identified. The UGT1A gene family was shown to have a critical role in regulating inflammatory
bowel illness in the dataset. Similarly, the SULF1 and THBS2 genes were discovered as important factors in
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the pancreatic cancer dataset. Furthermore, they demonstrate that combining the results of the MIDER and
PLSNET methods may result in a more precise ensemble-based strategy for inferring the topology of the gene
regulatory network from data. Furthermore, an approximate estimate for the sample size of upcoming valida-
tion tests was established. They proposed an analytical approach that may identify potential regulator genes
for validation testing and determine the required sample size for these studies. The objective of the suggested
augmented ensemble learning approach in [6] is to improve the speed and accuracy of medical diagnosis. This
model has been used to investigate a diverse array of ailments, including Alzheimer’s, pancreatic, brain, and
breast malignancies. The results indicate that the proposed model surpasses the existing techniques in terms
of both accuracy and latency.

The author of [7] provides a concise overview of the current state of research and clinical use of MRI
biomarkers in cancer therapy. This article provides a comprehensive discussion of MRI biomarkers, including
the method of collecting and preprocessing MRI data, as well as the use of machine learning techniques. It
concludes with an overview of the many types of biomarkers and their clinical utility in various cancer types.

A method for categorising solid lung cancer that has been treated before, based on the detection of anaplastic
lymphoma kinase (ALK) gene rearrangement, was established in [8]. Scientists at [9] aimed to develop a deep
learning system capable of directly predicting the immunohistochemistry (IHC) phenotype using whole-slide
images (WSIs). This would enable more precise subtyping of lung cancer using resected and biopsied tissues.
The objective of the study [10] was to provide an automated method for quantifying CMYC. In order to
determine the proportion of cancer cells that express CMYC, researchers use attention-based multiple instance
learning. This method involves analysing tissue microarray cores that have been evaluated by a pathologist.

The author of [11] selected the expression of the Ki-67 protein as a molecular information proxy. The
researchers proposed a deep convolutional network model to predict the presence of Ki-67 positive cells using
H&E stained slides. The researchers gathered images of cells that were labelled as either negative or positive for
Ki-67, along with pictures of the surrounding tissue and the microscope plate. These images were then used to
train the algorithm. Slides that have been stained with haematoxylin and eosin may be analysed for follicular
lymphoma (FL) using an innovative deep-learning algorithm. The programme’s accuracy is determined by a
confidence estimate level set in a previous study [12]. A Bayesian neural network (BNN) was trained, tested,
and scored using whole-slide images of lymph nodes exhibiting FL or follicular hyperplasia.

The researcher in [13] used deep learning techniques to develop a software application capable of detect-
ing the MYC rearrangement in digital histology slides of diffuse large B-cell lymphoma. Slides stained with
hematoxylin and eosin (H&E) were used for the purpose of instructing and evaluating medical students and
professors from a total of 11 distinct institutions.

The author of [14] created a multitask deep learning system named DeepLIIF to address the challenges
of stain deconvolution/separation, cell segmentation, and quantitative single-cell IHC scoring simultaneously.
This paper presents a new dataset that combines co-registered immunohistochemistry (IHC) and multiplex
immunofluorescence (mplF) staining on the same slides. We use this dataset to convert affordable THC slides
into more informative but costly mplIF images. Additionally, we utilise this dataset to provide the required
reference information for the overlaid brightfield IHC channels. The author has devised a gene expression
test [15] that can differentiate between the seven most prevalent subtypes of B-cell NHL. This study uses
ligation-dependent reverse transcription polymerase chain reaction (RT-PCR) and next-generation sequencing
to investigate the expression of more than 130 genetic markers. The main objective of the method was to
restore microenvironmental indicators of gene expression linked to B-NHL cells. We used a random forest
methodology for classification, which we trained and validated using a dataset of more than 400 cases exhibiting
diverse histology. The therapeutic effectiveness of the treatment was shown by the restoration of cell-of-origin
signatures and the normalisation of MYC and BCL2 expression levels in high-grade lymphomas. Additionally,
the treatment successfully prevented major misclassification in low-grade lymphomas. Therefore, this highly
accurate pan-B-NHL predictor, which allows for a methodical assessment of several diagnostic and prognostic
indicators, may be suggested as a supplementary tool to conventional histology in guiding patient management
and enhancing patient classification for pharmacological trials.

The author in [16] explores the capacity of machine learning (ML) techniques to enhance the Cox Pro-
portional Hazard (CoxPH) model. The authors thoroughly analyse the flaws in the most recent version of
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the CoxPH model and then provide a diverse array of remedies, including both established and innovative
approaches. The accuracy of the models is evaluated using two metrics: the Brier score and the concordance
index. Ultimately, drawing on our discoveries, they provide a series of recommendations on how practitioners
might effectively capitalise on the latest advancements in Al.

The paper [17] outlines a method for subtyping NHLs by combining transfer learning (TL) with principal
component analysis (PCA).When implemented on disorganised data, the scalable approach described in [18]—a
Neural network—produces dependable results.

The author of [19] developed a MUltiple SUV Threshold (MUST)-segmenter to identify tumours on PET
scans. This method involves placing seed points and then extending them into areas.The study investigated
the integration of clinical, molecular genotype, and radiomics characteristics in predicting the prognosis of
individuals with aggressive B-cell lymphoma [20]. We used fluorescent in situ hybridization to examine gene
rearrangements of MYC, BCL2, and BCLG6.

3. Problem statement. As of from the literature survey the primary scientific challenge in oncology is to
identify the tumours or genes responsible for cancer and their mutational interactions with other organ systems
in the body. The primary challenge in analysing this data is its unstructured and varied morality. The data
are sourced from several places, resulting in the following issues:

1. The data annotations that are not sequential throughout a wider array of patients.

2. The annotation fails to provide any insights into the therapeutic actions necessary to enhance data
quality.

3. To expedite drug discovery for therapeutic development.

To expedite drug discovery for therapeutic development.

5. Timely selection of appropriate medication is essential due to the absence of longitudinal data about
the survival duration of cancer patients within the community.

6. Fragmentation of clinical data across organisations, incompatibility of data standards, and lack of
system interoperability result from inadequate methods for the diffusion of innovation.

7. The intelligent and effective storing of extensive gene expression or image data is very challenging.

8. Even a skilled scientist finds it hard to manually evaluate the data, since the motivation for using
learning technologies, transferring, and obtaining vast amounts of data is very time-consuming. Con-
sequently, researchers have recently used Al-based deep learning methods for precise prediction.

The use of histological evaluation of tissue sections at different levels of magnification has supplanted
the reliance on morphological characteristics seen by haematoxylin and eosin (H&E) staining as the primary
method for a pathologist to suspect the presence of lymphoma. Machine learning has gained popularity in
cancer research due to its ability to extract complex information from medical pictures. Multiple radiomic
characteristics are derived from pictures; nonetheless, machine learning necessitates appropriate parameters,
therefore demanding meticulous feature selection.

Nevertheless, machine learning still encounters some challenges, including:

1. The precision of the model is influenced by the calibre of the photos used throughout the training
process. The accuracy of the results may be compromised when using low-resolution photographs.
Several variables, including as the scanner’s precision, the uniformity of slide fabrication, and the
quality of the stain, might potentially affect the picture.

2. The extensive variety of diseases, tissues, cells, and antibodies that are accessible suggests that it may
be difficult to establish a direct correlation between morphological and molecular data. We are now
concentrating on one specific connection, but more effort is needed to apply our technique more broadly.

3. The determination of whether portions of an H&E-stained image include positive or negative cells
can only be made by referring to the matching IHC-stained picture. Despite using IHC staining,
accurately determining the level of positivity of a cell in an H&E stained image remains challenging,
hence impeding precise inference of the model.

Deep learning (DL) has been a powerful technology in the last decade since it can directly extract character-
istics from photos. The area of computer vision has advanced as a consequence. DL models need vast amounts
of input data because to the intricate nature of the underlying layers. When training a highly complex network
with a limited dataset, the probability of overfitting is much higher. Techniques like as data augmentation,

e~
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Table 2.1: Comparative performance analysis

Disease | Ref. | Methodology | Remarks Drawbacks
HL and|[23] |IF and | This technique facilitates the concurrent observation of various lymphoma | High error rate
NHL Machine cells, promotes computational learning and identification, and assists in
learning discovering therapies and enhancing the knowledge of lymphoma.
[24] | Supervised By using these several techniques together, they create a robust and in-| Low range of accuracy
machine telligent computational instrument. This tool assists physicians in com-
prehending the potential impact of Hodgkin’s lymphoma on individuals.
[27] |PET-CT PET-CT scans and the Ann Arbour staging system are essential instru-| Not a cost effective one
and Ann | ments for detecting and staging lymphoma, facilitating treatment choices.
Arbor They provide precise staging for certain lymphoma types, categorising
patients into phases and informing successful treatment approaches.
HL and|[26] | EACCED SEER’s cause-specific death categorisation is a valuable prognostic instru-| Conventional algo-
NHL machine ment; nevertheless, its efficacy is contingent upon data quality and needs | rithm makes the pro-
learning continuous development and validation. cess a time consuming
one
LM and|[29] |Digital im-|Digital image analysis and deep learning methodologies are transforming | High training rate
NLM age analysis |lymphoma diagnosis by automating histological investigation, discerning
intricate patterns, and minimising subjectivity, hence enhancing patient
outcomes.
T-cell (28] |AI  models | AI models are used for detecting DLBCL and addressing obstacles in | High training rate and
and using CNN | imaging, data gathering, and privacy, demonstrating excellent diagnostic | cost expensive
B-  cell accuracy and the possibility for improved patient outcomes.
Lympho
mas
(25] |J48 The research used the J48 machine learning algorithm and the WEKA | Conventional algo-
platform to construct diagnostic algorithms, which may enhance the ac-| rithm makes the pro-
curacy of lymphoma categorisation, underscoring the significance of de-| cess a time consuming
pendable tools in medical research. one
HL and|[26] |EACCEED |SEER’s cause-specific death categorisation is a valuable prognostic instru-| Conventional algo-
NHL machine ment; nevertheless, its efficacy is contingent upon data quality and needs | rithm makes the pro-
learning continuous development and validation. cess a time consuming
one
LM and|[29] | AI using | Digital image analysis and deep learning methodologies are transforming | Time consuming pro-
NLM CNN lymphoma diagnosis by automating histological investigation, discerning | cess
intricate patterns, and minimising subjectivity, hence enhancing patient
outcomes.
T-cell (28] |J48 algo-| AI models are used for the diagnosis of DLBCL, addressing obstacles | Highly expensive and
and rithm in imaging, data collecting, and privacy, while achieving high diagnostic | need hardware support
B-  cell accuracy and the promise for improved patient outcomes.
Lympho
mas
(25] The research used the J48 machine learning algorithm and the WEKA | Unable to analyze the
platform to construct diagnostic algorithms, possibly enhancing the accu-| drawback because the
racy of lymphoma categorisation and underscoring the need of dependable | result range was not
tools in medical research. given properly

transfer learning, and cross-validation may be used to address issues such as overfitting and insufficient data
sets. Utilising cross-validation to forecast model uncertainty is a prevalent practice within the ATl safety field.
Moreover, it is crucial to interpret DL-based findings in order to provide comprehensible results for human
assessment. This is essential for evaluating the safety of Al and expediting the integration of DL in practical
medical contexts. The determination of positive or negative cells in portions of an H&E-stained picture can only
be made by referring to the matching IHC-stained image. Despite using IHC staining, accurately determining
the level of positivity of a cell in an H&E stained picture remains challenging, hence impeding more precise
inference of the model.

Hence here in order to overcome all the existing issues we implement the deep learning based stacked
probabilistic attention neural network for the prediction of NHL.
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Fig. 4.1: Schematic representation of the suggested methodology

4. Proposed methodology. Major advances in image processing and learning methodologies have not yet
removed significant barriers to the development of quantitative imaging biomarkers for use in medical decision
making. The recommended strategy for predicting the NHL-related biomarkers is shown in Figure 4.1.

4.1. Dataset. The dataset was extracted from the Kaggle https://www.kaggle.com/datasets/sparxi/ihc-
images. It contains 28.8k IHC images for biomarker prediction.

4.2. Preprocessing. Images that have degraded and are noisy are filtered before being restored using
various SSEF methods. The equivalent mathematical expression would be:

h(O,z) = f(O, z) xu(0, z) + n(O, z) (4.1)

hO, z) = R[h(O, )] (4.2)

The variables in the equation are defined as follows: f(O,z) represents the original input picture, u(O,z)
represents the degradation function, ”7*” denotes the error function, n(0O,z) represents the noise (usually Gaus-
sian noise), g(0,z) represents the deteriorated output image, and h(O,z) represents the final degraded output
image after the application of procedure R. By using noise reduction filters that use nonlinear spatial domains,
like the one seen in this example, it becomes feasible to reconstruct denoised images from noisy source images.
Here are few methods to improve the quality of your photographs: The first step in the noise-reduction filter
involves creating a mask matrix of dimensions nm. The mask pixel value and mask pixel size are used in the
mask matrix to calculate the new pixel value for the degraded image. The filter assigns the value of each pixel
to be equal to the element in the middle of the mask’s matrix. This method has the capability to eliminate
irregularities without compromising the quality of the image. The proposed filter use the average and standard
deviation of the pixel values in the mask matrix.

"= OLM Z a(0,m) (4.3)

n,men
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1
2 2 2
o=~ g a“(o,m) — p (4.4)
0,m€o

The mask’s neighbourhood area has a size of nm., o2 is the variance of the Gaussian noise in the image, and
a(n,m) is the representation of each pixel in the mask. Next, the SSEF filter is created for the updated pixels
using the expected values, which are represented as b,, (0, m).

cu(o,m) = p+ ——5—(a(0,m) — p) (4.5)

wherev? is the mask matrix’s noise variance setting when using the SSEF filter.
Now, the imputed pixel values are given by

k
szp = ijzj, i=1,..m (4.6)
j=1

After error removal and imputing the pixel values the error free images are obtained.

4.3. Segmentation. The HSPT segmentation algorithm may be fed the processed picture. We'll refer to
the areas in S; that contain the first seeds, or By, Bs,, B;. (O, Dy, D,.) to show how the sum of all S; seed pixels
breaks down into O, Dy, andD,.. In this section, we outline our suggested method of segmentation.

(1) Choose your seeds automatically.

(2) Give each seed area a label.

The seed pixel, first, has to share a lot of characteristics with its surrounding pixels. Second, in order to
construct the predicted area, at least one seed must be created. Third, it’s important to keep seeds for various
locations apart.

The following formula is used to calculate the degree of similarity between a given pixel and its neighbours.
The dispersion measures of the Y, (}, and C). Using the, the components of a 3 x 3

oy —

©|

1 9
> (0i - 0)?, (4.7)
i=1

Where O can be Y, Dy, or D, the mean value Y = % Z?:l x;. Standard deviation, on the whole, is
c=0rx+0p,+0p, (4.8)

To get the standard deviation back inside the range [0, 1], we,

oM = ——, (4.9)

Omax

where opax is the image’s greatest standard deviation. We may define a pixel’s resemblance to its neighbours
as

H=1-0y (4.10)

The first requirement for the potential seed pixel is derived from the degree of similarity as follows.

The threshold similarity of a seed pixel candidate must be greater than 1.

The second step is to determine the Y DD, distances (relative Euclidean distances) between a pixel and
its immediate neighbours.

4= YOO+ (Do Dl + (B — D) (4.11)

V/O?% + D} + D?
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where 1 =1, 2,...8.
We determine the greatest possible separation between each pixel and its neighbours as,

dmax = msalx(dz) (412)
=
Create a list T of all the areas that are close by, then sort them by decreasing distance.

Remove the first point (p), even if T is not empty, and check to see whether any of its four neighbor’s are
empty. If all of p’s labelled neighbor’s have the same label, then p ought to get that label as well. If p’s labelled
neighbor’s have different labels, p should be put in the area that is closest to it. The region’s mean is then
adjusted, and T is then expanded to include p’s unclassified neighbor’s in decreasing order of distance.

Using this method, we may get the fractional Euclidean distance, di, between pixel i and its neighbours.

(Zi — 2)2 + (Dbi — D)2 + (DD — DT)Z

\/Zi+ D} + D2,

where (O, D, D,.) are the medians of the distributions of Y, Dy, and D, in the region. Pixel with the shortest
distance value, p, is selected as the best one. If several neighbouring pixels have the same minimum value, we
choose the one that best characterises the bigger of the two adjacent areas.

The red pixels indicate seeds, green pixels represent pixels in a sorted list T, white pixels represent the
pixels with the shortest distance to the seed areas, white pixels are linked to the surrounding red region, and
black pixels are added to which causes a recalculation of the mean of the new region and the distances between
the new region and its neighbours. Once there is nowhere left where the distance is less than the criteria, we
stop. What the distance between two points is in Euclidean space.

When discussing the colour differences between these regions, we use the labels R; and R;.

d; =

(4.13)

\/(Oi —0;)?+ (Cp — Cp)? + (Dy, — Dy,)?
d; = (4.14)

VO?% + D} + D?

After repeating the process the ROI can be separated.

4.4. Biomarker Identification. SPANN uses a direct influence on network structure data to identify
unlabeled nodes by transmitting their labels across transfer and sink nodes. Equation 4.15 defines undirected
graphs.

¢ =(G,e) (4.15)

where G = G1,Gs,,G, represent nodes, € = €1,¢€9,,€, represent edges. Matrix adjacency ¢, A’ may be
calculated to determine whether two nodes are related

«, G 7& Gj
B,={1, Gi =G, (4.16)
eKIG=G5ll - otherwise.

where, aunpsq,; value of 0.2 in the studies, demonstrating multi-head self-guided attention determines neighbour
node weights.
We provide multi-tiered SPANN topologies. This data allows real-time adjacency matrix adjustments.

B L B(B’(Tfl) +aV=DpTYBT 4 g (4.17)

where I("~1 represents biomarker-associated aspects of the (r —1)"th” layer’s output; indicates the coefficient
of correlation. h(") indicates represents biomarker-associated aspects of the (r — 1) th” layer’s output that is
the coefficient of correlation

I = §(BXT) (4.18)
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where § signifies the softplus (.) activation function is engaged, and B may take the values specified by Equation
(4.19).

(4.19)

I is the identity matrix.

We use the stack attention module to reduce superfluous subspace pixel blocks and create the same pixel
block with the completely connect pixel cut to carry different numbers of subpixel block nodes depending on
size. To divide subpixel blocks optimally, compute the global and local property information gain. Equation
4.20 shows subpixel block formation.

Biw = Aﬁglobal +,yﬁ£:)wcal7 §= 5~ A (4.20)

where 7, A indicates weighing factor Bgl(’bal and (3} signals global or region attention Bgl"bal and S{o5 as

global __ exp(score(Vy,Vy))
2 5’;1 exp(score(Vt7Vw,))
Blocal _ exp(score(he, ) eon( — Y =Ty .5(vy tanV (Wp Vi) (4.21)
tx - Tmé(vgtanv(wpvt))+E , P 8E2
exp(score(Vy,Vy'))

Tzzi('ugt,anv(wpvt))—E

where 0 activates a function.
M distinct attention-directed adjacency matrices need M tightly connected layers. We alter each layer’s
calculation as stated below (for the I"th” matrix A* ) in equation 22 .

V=4 Z wz® b)) (4.22)

)

Focused adjacencies flt.Z]( , where t=1,...,M, and t selects the bias term and weight matrix related to A°®.

l l l
z20 =1x;, v, . v (4.23)

L is the number of closely coupled layer sublayers. The stack’s primary purpose is to split the super pixel
block of flawlessly connected pixels into a smaller subspace to create an adjacency matrix. Since a connectionless
edge’s weight is set to 0, pruning is necessary. Cutting the completely connected super pixel block might destroy
part-relevant information. Thus, we designed a self-attention guidance module to redistribute edge weight to
the trimmed subspace pixel block, stressing graph node relationships and interactions, establishing a more
dependable multi-scale graph structure, and addressing the problem.

The self-guided attention module transforms the multi-scale subspace pixel block into a totally linked
graph using multi-head self-attention. While attention guidance builds an adjacency matrix A’, edge weights
are enhanced. Each A’ represents a totally connected graph, and entry Aij’ denotes the degree of connection
between nodes i and j. Attention to build node relations allows the self-attention machine to record interactions
between any two places in a single sequence. Equation 4.4 calculates A’.

exp(LeakyReLu(a” [wo;||wvy]))
> ken, exp(LeakyReLu(a” [wuy|[woy]))

QSPANNs;j = (4.24)

where T represents the matrix transpose and w the node weights. Node i’s neighbours, denoted by N;, are i,
LeakyReLu(.) indicates activate function.

For example, we may join the results of the recommended network, which has a fully-connected layer for
the masked function, as.

FCN,,, = SoftMaz([HCNy,o,....HCN, JWten) (4.25)
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where st = 0,1, 2,3, Wyen represents layer weights when all nodes are linked.
C(Va) =D ¢V, i=1,2,3,4 (4.26)
i=1

where ((V;t) i denotes the cross-entropy error loss, which is a measure of how far a network’s predictions deviate
from the labels used to build the training set.
Algorithm 9 illustrates the implementation procedure of the SPANN.

Algorithm 9 SPANN

“Input: [HC iz ths total mimber of images nsad for traming.
Quiput: Clazzified biomarker images

Start:
# ramove the noize m the reglons
Do
if
# Tram data Segmentation.
Far (SELRJENT out)
INITIALIZE image {array) * Size [..]
Segmented mazk = Transforms(HSPT)
mack = mazk[{]
retumn (Segmented image[], maskiTWG {1._n}])
End Far
# Clazssify Image
patch. size = ShapaforanI1:])
SPANN = Transform (Gapssian. Mose frea)
# Azzipming lzbels to patches
For sach
M number of zamples = langthi Zelfl shels)
Count layers = digt{imique, Counts))
labels =[I...n]
For each label in Salfl zhels attention modula
exp IzL.eal-q.rF‘.eLu Eaj'[wl?: I 1.1-'1?_,])}

= Tiew, eup (LeakyReln (&7 [wi; | wit]))

Sspanm

Append (marker Patehaz) [ Count Labels with patches))
Betumn labels
End For
End Far
update labels {FCH}rig., ) = B, rfg_'“:l. i=1234
returnz: Sampledlabels)
While (ger == Iilai)
End
End”

5. Performance analysis. Here, we provide empirical data that substantiates the efficacy of the suggested
analytical methodology. In general, the tests were carried out in a Python environment. The parameters of
the proposed solution for biomarker prediction are computed, and the system’s efficiency is compared to that
of current techniques.

Figure 5.1 depicts a visual representation of the sample input acquired from the Kaggle database.

The objective of preprocessing is to optimise the efficiency of the classifier by determining the most valuable
set of features. In this scenario, the Gaussian error in the picture may be repaired, as seen in Figure 5.2.

The objective of HSPT picture segmentation is to assign a categorical label to every individual pixel. We
are using pixel-level predictions to identify the Region of Interest (ROI) within the selected parts of the image.
Figure 5.3 displays the segmented output.

SPANN was used to examine the IHC protein markers included in the datasets under scrutiny. Every
point is an immunohistochemical (IHC) picture of a marker found in the NHL. Figure 5.4 displays illustrative
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Fig. 5.3: Segmented output

examples of each marker picked at random. Figure 5.4 shows that the proposed technique can effectively
separate and categorize the diverse group of testing sets spanning three distinct IHC markers.

Training accuracy and efficiency depend on epochs. Too few epochs may not provide the model enough



1158 Sivaranjini Nagarajan, Gomathi Muthusamy

Orignal Image

Fig. 5.4: Output classification

miodal Soouracy

ORracy

walidation_scowrscy

a 13 0 i} & -
&pach

Fig. 5.5: Epoch vs. Accuracy

time to comprehend the data structure. Increase epoch size to 0.95 percent to increase accuracy. Similar binary
classification solutions are assessed using confusion matrices. The confusion matrix evaluates categorization
solutions by comparing predictions to reality. Displays false negatives, accurate forecasts, and incorrect predic-
tions. Confusion matrix-based classifier assessment metrics may be constructed from this data. SPANN and
learning-based models are evaluated using accuracy, recall, precision, F-measure, and AUC.

Accuracy. This heuristic performance metric predicts accuracy. Equation (5.1) calculates score by dividing
total occurrences by accurate guesses.

TP+ TN
p— .1
Recall = G N T FP T FN (5.1)

Recall. Tt is sometimes referred to as sensitivity. Equation (5.2), which, when solved, gives the percentage
of outcomes that were properly predicted when the result was positive, may be used to calculate this metric.

TP
Recall = m (52)

Precision. It is the ratio of accurately anticipated positive occurrences to the total number forecasted. Its
formula can solve (29).

TP
Precision = m (53)

F-measure. When class sizes are uneven, it is a common performance measure. This measure averages
accuracy and recall scores, as stated in Equation (5.4).
Prec x Rec

F-M =2X ——— 5.4
casure x Prec+ Rec (54)
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Table 5.1: Performance analysis

a0 Performance metrics Performance ratio%a)
1 Accuracy rate 95%%
2 Precision rate 05%
3 Becall rate 5%
4 F1 zcore rate 902%
5 AUC rate 0ot
100%
99%
aEw
3
% B o Bty o
.
E :15
E %
£ oo
4
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ACCURACY  PREOSION RECALL FI SCORE A
Perfermance metrics

Fig. 5.6: Performance analysis of the suggested methodology

Area under the curve. Measures model categorisation accuracy. Equation (20) estimates the area under
the receiver operating characteristic (ROC) curve for test evaluation.

AUC = /TruepositivityR, d(FalPR) (5.5)

TPR and FPR. Integrating the TPR with regard to the FPR yields the AUC score from the area under
the ROC curve, which demonstrates the connection between these ratios.

There are multiple matches for performance evaluation methodology evaluation, including performance
evaluation methods and performance evaluation process . Here we are evaluating our suggested mechanism
with accuracy, precision, recall and F score. Table 5.1 and figure 5.6 show the methodology’s performance.
Comparing the proposed technique to known mechanisms helps assess its efficacy[22,11,21].

Divide the total of all true positives and negatives by the sum to get a classifier’s accuracy. The suggested
approach is 95 percentage more accurate than traditional practises (see Figure 5.7).

To obtain the precision for a given class, we divide the number of true positives by the classifier bias towards
this class (number of times that the classifier has predicted the class). Figure 5.8 shows that HSPT and SPANN
(95 percentage) outperform other biomarker prediction techniques.

Based on Figure 5.9, the suggested HSPT and SPANN technique has a recall of up to 95 percentage, which
is far higher than existing approaches.

Commonly used as an evaluation metric in binary and multi-class classification , the F1 score integrates
precision and recall into a single metric to gain a better understanding of model performance The proposed
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Table 5.2: Comparative performance analysis

Methodalogy Accusacy Precision AUC Fl Recall
LR [22] 0.869 0T 0.887 0.803 0782
Adaboast [22] 0.508 0.714 0.806 0722 0.747
Decision Tree [22] 0.812 0.790 0.806 0.708 0.665
Boost [22] 0.842 0.822 0875 0759 0720
SVM[22] 0.849 0832 0880 0.747 0.63
Resnet 18 [11] 0.93 0.85 . 0.937 0937
Proposed 0.95 0.5 0.09 0.95 0.05

Fig. 5.7: Accuracy percentile analysis

Fig. 5.8: Precision percentile analysis

HSPT and SPANN approach has a high rate of F1 score (95 percentage) compared to the current mechanisms,
as can be shown in Figure 5.10.

Figure 5.11 depicts the two-dimensional ROC curve. The x-axis indicates positive rates, the y-axis shows
true positive rates, and the threshold ranges from 0 to 1 (higher right to lower left). All threshold classification
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Fig. 5.10: F1 score percentile analysis

Trus positive rate
& &

g8

0 01 02 03 D4 05 05 OF 0B 08 1
False posiive ras

Fig. 5.11: ROC analysis
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Table 5.3: AUC analysis

Classifier algorithms AUC %)
XGBoost Classifier [21] 0.957
MaxAbsScaler, LightGRM [21] 0.553
SVAI[21) 0851
BELree [11] 0043
SparseNormalizer, KCNN [11] 0.54]
Standard Scaler Wrapper Logistic 0013
Regression(S5WLER) [21)
Proposed 0.9

results are graphed. An AUC of 99 percentage implies that the classifier is completely accurate.

Table 5.3 of the AUC performance measure comparison demonstrates that DL distinguishes biomarkers
well. Our HSPT and SPANN models outperform gold standard methods. The table proves the suggested
model is better than its competitors. The suggested model outperforms Tables 5.2 and 5.3. Compared to
previous biomarker prediction mechanisms, the recommended technique yields satisfactory results”.

6. Conclusion. Slides stained for Ki-67, CD 10, and CA125 were analysed to see whether they might be
used to predict outcomes for NHL patients. To anticipate biomarker expression from H& E stained pictures
without the need for IHC labelling, we developed an HSPT and SPANN model. Our findings demonstrate
the close relationship between morphological and molecular data by demonstrating that histological pictures of
tissue and cell morphologies have underlying molecular origins. Once this connection has been discovered, the
abundance of a target protein may be predicted among the samples using a deep learning-based technique. The
proposed strategy here significantly beat the state-of-the-art biomarker prediction mechanisms, by as much as
95 percentage. The following are where our future efforts will be concentrated. We need to enlarge our sample
size to get more accurate results. By training the model on the new data, its resilience and generalization
abilities will increase. To further generalize our findings, we recommend further trials on samples including
a variety of tissues and stains; also, there is a suggestion for optimizing the model. Semi-supervised learning,
for instance, may be used to reduce the burden of annotation. While our work demonstrated the capability of
tumour histology to forecast pCR using DL methodologies and introduced a unique biomarker that serves as a
more efficacious predictor than sTILs or subtype, it remains subject to certain limitations. This study used a
restricted number of patients retrospectively for training and validation; hence, future research should aim for
prospective multicenter investigations.
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ENERGY EFFICIENCY TASK RE-SCHEDULING IN VIRTUALIZED CLOUD
COMPUTING

P.HANUMANTHA RAO* P.S. RAJAKUMAR/ AND S. GEETHA?

Abstract. Reduced energy consumption is an important goal for virtualized cloud computing systems since it has the
potential to improve system efficiency, save operating costs, and lessen environmental impact. These objectives can be achieved
by using an energy-efficient approach to job scheduling. The huge challenge lies in coordinating user demands with available cloud
resources in a way that maximizes performance while reducing energy usage, all within the time frame that the user specifies.
This article suggests a novel method called Energy Efficient Task Re-scheduling (EETRS) for a heterogeneous virtualized cloud
environment as a solution to the problem of energy usage. The first step of the suggested approach assigns jobs strictly according
to due dates, ignoring energy consumption. Task reassignment scheduling determines the optimal execution location within the
deadline constraints while minimizing energy consumption in the second stage of the proposed method, which speeds up execution
and meets deadlines. According to the simulation results, the suggested technique helps to significantly reduce energy use and
boost performance by 5% while satisfying deadline constraints, in comparison to the current energy-efficient scheduling methods
of EPETS, AMTS, and EPAGA. The proposed method outperforms the existing one with less than 1% total execution time, a
reduction of 14% in total execution cost, a 3% decrease in energy consumption, and a 3% reduction in average resource utilization.

Key words: Cloud Computing, Entergy Consumption, Task Re-scheduling, Energy minimization, Performance enhancement

1. Introduction. Computing entered a new age with the advent of cloud computing, as a result of tech-
nological advancements that integrated storage, processing power, and networks. The term ”cloud computing”
refers to a new face of shared computing that enables users to gain access to shared computer resources when-
ever they need them through an internet connection. Providers of cloud computing services that host several
applications have several responsibilities, including adhering to service-level agreements (SLAs), ensuring re-
liable and secure data management, meeting task deadlines, and achieving low access latencies. Commercial
goals of cloud providers may conflict with energy-efficient, cost-effective hardware designs and capacity planning
strategies used by back-end data centers.

Data center energy management is intricate because it requires real-time evaluation of dynamic factors
such as traffic conditions, inter-process communication, workload and resource allocation, and cooling plans.
With the market for cloud pricing becoming more intensely competitive, cloud companies are under increasing
pressure to find ways to power down their data centers’ backend [1]. The typical data center workload is
around 30% and does not require full computer resources to be used [2]. Consequently, it is possible to match
the workload demands of the data center while saving energy by turning off certain idle equipment. But
data replication, client SLAs, performance, and latency issues, and data center traffic patterns [3] must all be
carefully considered when data center resource scheduling is to be performed.

Critical and energy-intensive, data centers deliver Internet-based services on a massive scale. To reduce
excessive energy use in data centers, power utilization models are crucial for developing and improving energy-
efficient operations. The rapid expansion of distributed cloud computing network services has led to an explosion
of data sizes across various industries, encompassing signal processing, bio-informatics, IoT, and scientific
computing. Cloud computing applications make use of the thousands of powerful servers hosted in cloud data
centers to execute millions of jobs. Virtualization is one of the greatest advantages for consumers who can
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take advantage of the many services offered by the cloud through virtual machines (VMs). A lot of power is
typically used by these virtual machines. The cost of electricity goes up and the environment suffers as a result
of this kind of energy usage [4]. Despite technological efforts to reduce energy use, the data center is predicted
to discharge 62 million tonnes of carbon dioxide (CO2) into the environment [5]. Low utilization of computing
resources and inefficient job scheduling are primary causes of enormous energy consumption [6]. In addition,
the duties included in each application are diverse and might range in size. So, it’s critical to manage energy
consumption in cloud data centers and make them more energy efficient when scheduling. Energy efficiency in
data centers is becoming increasingly important and complex in recent years. To keep data accessible at all
times, the data center’s various components must work together to reduce energy consumption and downtime.
All information technology (IT) infrastructures are based on the technical infrastructure, which includes power
supply, technical cooling, and technical security.

Presently, the vast majority of studies just allocate tasks to Virtual Machines (VMs) without taking into
account the fact that different jobs have variable resource requirements [7]. A tremendous increase in energy
use and a loss of valuable resources ensued. Regardless, getting optimal energy consumption and scheduling all
workloads to appropriate servers is a huge concern. Many researchers in the academic community have worked
on these problems to lower the power consumption of cloud data centers. Specifically, the energy-efficient
scheduling issue in a wide variety of devices was investigated in research [8], [9], [10], and [11]. Scheduling all
tasks according to their quality of service criteria while minimizing power usage was the main objective. Evi-
dence from studies [12], [13], and [14] shows that hybrid data centers can save energy by combining powerful
and less powerful servers. At now, most data centers use a variety of servers with varying degrees of computa-
tional power and power consumption features [15]. This means that various virtual machines (VMs) will have
different execution durations and energy usage when processing the same activity. If the work is scheduled to
the correct server form, it can help improve system performance and save energy usage.

The processing time of the task is practically related to the energy consumption problem. There are several
obstacles to overcome in order to determine how long each task should take to complete in response to the
following study questions.

1. Assigning tasks to the correct machine at the right time is difficult to reduce energy usage. Energy
usage and resource waste are both exacerbated by the host’s tough assignment of tasks.

2. Assigning all tasks to the same virtual machine, or one that is slower, would cause processing times
to increase. Consequently, the scheduler will make the execution time increase, which will disrupt the
deadlines of jobs. If all tasks are sent to a faster virtual machine, processing times will be reduced, but
more energy will be consumed.

3. Earliest finish times (EFT), Processing times, latest completion times (LFT), and a deadline need to
be defined in order to allocate jobs to virtual machines. There would be different slack times due to
different allocations. Assigning work to slower machines reduces slack time and energy usage, but there
is an enormous number of combinations of possible task allocation possibilities. Thus, evaluating all
the combinations is extremely difficult, and perhaps impossible.

This research took into account several different tasks that each had their quality of service criteria, such
as deadline, workload size, and execution priority. Using a diverse set of resources to choose a virtual machine
that both satisfies a task’s quality of service needs and uses the least amount of energy is thus becoming an
increasingly difficult scheduling challenge. Given the aforementioned rationale, this article proposes a method,
Energy Efficient Task Re-scheduling (EETRS), for scheduling tasks in a heterogeneous virtualized cloud that
minimizes both energy consumption and enhances performance. The goal is to meet task objectives without
sacrificing service quality while minimizing energy consumption during scheduling. The paper’s outline is as
follows: A brief synopsis of relevant studies is given in the second section. Section 3 describes the algorithm and
workings of the proposed approach EETRS. Section 4 presents the suggested method’s experimental settings,
results, and a thorough performance analysis. Section 5 outlines conclusions and future steps.

2. Literature Review. Recent years have seen virtualization technologies rise to the forefront of computer
system architecture once again.

Secure computing, transparent migration, and consolidation of servers are just a few examples of the new
capabilities that may be added to a system through virtual machines (VMs), which also allow developers
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to keep existing operating systems and applications compatible. Modern virtualized environments need all
virtual machines (VMs) to share the same core to follow the hypervisor-controlled power management strategy.
Various constraints apply to certain configurations. There is little opportunity for users to personalize the
power management parameters for individual virtual machines. As a second point, it often impacts the energy
efficiency of some or all virtual machines, especially when those VMs have different energy regulating plans
that they require.

To address the challenges mentioned above, Li et al. [16] proposed a technique of power control that is
specific to each virtual machine (VM). This method would allow each VM’s guest operating system to use its
preferred energy management strategy while simultaneously preventing similar VMs from competing with one
another. Virtual performance (VIP) improves the timing of CPU-intensive applications by 32% and reduces
power consumption by 27% in contrast to the Xen hypervisor’s default on-demand governor, respectively,
all without violating the service level agreement (SLA) of latency-sensitive implementations. The individual
strategy of energy management is not possible in practice. In addition to optimizing energy efliciency by
analysing the VM scheduling mechanism along with the virtualization paradigm of Input and output, Lee et
al. [17] introduced a new offset mechanism to conquer fast input and output performance while power-fairness
credit sequencing strategy. Also, virtual machine resource calibration was presented by Sheikh et al. [18]. They
developed a method that uses power monitoring services and controlled feedback architecture to lower virtual
servers’ energy consumption. The above methods were inefficient both in minimizing the energy and enhancing
the performance successfully.

Architectures typically provide several methods and processes for how to distribute and organize work across
many resources using methods, including virtual machine placement, migration, consolidation, scheduling that
minimizes energy use, and virtualization. A virtual machine placement problem was addressed by the authors
in [19] through the use of an online meta-heuristic method that was dependent on the Ant Colony System. An
objective function is used by the algorithm to find an approximation of the ideal solution. They were able to
ac