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© 2006 SWPSEDITORIAL: TOWARD A PERFORMANCE EVALUATION METHODOLOGY FOR THEPI-CALCULUS FAMILY OF FORMAL MODELING LANGUAGESPro
ess 
al
uli are tools 
apable of modeling large distributed systems of 
on
urrent pro
esses and amongthem Pi-
al
ulus, introdu
ed by Milner et al. in 1992 (Milner 1992), is one of the most popular ones. Pi-
al
ulus
an be used to model modern 
on
urrent systems ranging from the lowest level in software design, pro
eduralprogramming, to the highest level, 
omponent 
omposition and abstra
tion (Milner 1999 and Sangiorgi 2001).The Pi-
al
ulus has aroused intensive interests in resear
hers to study its appli
ability, extensibility, and otherproperties. For example, it has been shown that Pi-
al
ulus is powerful enough to model various data stru
tures,obje
t-oriented programs, and 
ommuni
ation systems. It is also the basis of several experimental programminglanguages su
h as Pi
t (Pier
e 2000), Join (Fournet 1997), and TyCO (Vas
on
elos 1998), et
. The Pi-
al
ulus isa 
al
ulus where both 
ommuni
ation and 
on�guration are primitives (Milner 1992) and has been su

essfullyused to model features of obje
t-oriented programming languages (Walker 1995).My experien
e supports the fa
t that the Pi-
al
ulus is a promising formal foundation for modeling 
on-
urrent obje
ts (Rahimi 2003 and Shaw 1996) and for the de�nition of higher-level, reusable syn
hronizationabstra
tions (S
hneider 1997). Other resear
h initiatives have proven that the Pi-
al
ulus 
an be used to e�e
-tively and pre
isely spe
ify the 
on�guration and behavior of 
on
urrent programs and to dedu
e their behavioralproperties (Radesto
k 1994). With all the advantages that Pi-
al
ulus o�ers, it does not provide any formalmethod to be used for performan
e evaluation of systems it des
ribes. In this editorial, I present a dire
tionfor the design and implementation of a performan
e evaluation module by using the Markov Chain and MarkovReward Model (Bol
h 1998).To be able to 
onstru
t a Markov Chain for a formally des
ribed system, we plan to expand the Pi-
al
ulusby adding some performan
e primitives and asso
iating performan
e parameters with ea
h a
tion that takespla
e internally in a system. These in
lude a
tions su
h as sending and re
eiving messages from one 
omponentto another 
omponent. By using su
h parameters, designers 
an ben
hmark their 
omponent-oriented units and
ompare the performan
e of di�erent ar
hite
tures against one another.Markov Chain (MC) was introdu
ed by A. A. Markov in 1907 and has been in use for performan
e analysissin
e 1950. A Markov 
hain 
onsists of a set of states and a set of labeled transitions between these states andis a sequen
e of random values whose probabilities at a time interval depend upon the values at the previousstates. There exist two types of Markov Chains: Continuous-Time Markov Chains (CTMCs) and Dis
rete-TimeMarkov Chains (DTMCs). CTMCs are distin
t from DTMCs in the sense that state transitions may o

ur atanytime and not merely at �xed, dis
rete time points, as is the 
ase with DTMCs. More information aboutMarkov Chains 
an be found in (Bol
h 1998).By proving that a system modeled by Pi-
al
ulus (or an extension of it) is CTMC, the performan
e eval-uation methodology 
ould be built using Markov Chains theory. The steps needed to be taken for MC-basedperforman
e evaluation of a formal model des
ribed in Pi-
al
ulus or its extensions are proje
ted to be asfollow:1. Forming the state diagram of the system (based on MC theory): To do so, we 
onsider the originalsystem expression in Pi-
al
ulus to represent the initial state of the system. Every redu
tion appliedto the initial system expression would produ
e a possible next state.2. Utilizing the state transition rate fun
tions to 
al
ulate the rate for ea
h transition: The transition ratefun
tion is de�ned as the total number of the transitions in the unit time. From (Bol
h 1998), we knowthat the state sojourn times of a homogeneous CTMC must have the memory less property (does notremember the previous states). Sin
e the exponential distribution is the only 
ontinuous distributionwith this property, the random variables denoting the sojourn times (ti), also 
alled holding times, mustbe exponentially distributed. If ri denotes the ith transition rate, it obviously follows that ri = 1/ti.Therefore, for the purpose of this development, ti is based on the exponential distribution with theparameter (λ) equal to ri.3. By asso
iating ea
h rate with its appropriate transition in the state diagram, the Markov Chain diagramwould be formed.4. If it is an ergodi
 Markov Chain, de�ned in (Bol
h 1998), the steady probability of ea
h state (π) 
ouldbe found by solving the equation: π ∗ Q = 0, where Q is the in�nitesimal generator matrix, de�ned ini



ii Shahram Rahimi(Bol
h 1998). The �nal performan
e value of the system would be equal to: ∑n

i=1
ri ∗ πi, where ri and

πI are the reward and the steady probability for the state Si.5. If it is not an ergodi
 Markov Chain, whi
h means the system will eventually stop at some 
ertain states,then the reward will be assigned for ea
h transition separately. In this 
ase, we 
an only 
al
ulate theperforman
e of the system exe
uting from one state to another.By utilizing Markov state-based and transition-based reward models, performan
e evaluation 
an be ex-e
uted for systems des
ribed in Pi-
al
ulus or its extensions. The performan
e evaluation module 
ould beintegrated into a visualization tool, su
h as ACVisualizer (Rahimi 2006), so the user, after visualizing 
ompo-nent 
omposition, 
an verify the model and evaluate its performan
e against other ar
hite
tures before �nalizingthe design for implementation.Here is a basi
 example to illustrate the above steps. In this example, a system is 
omposed from two main
omponents: a Memory and a Pro
essor. The memory unit waits on the 
hannel to re
eive an address and thenuses another 
hannel to send the data out. The pro
essor sends an address to the memory, waits for the datato be re
eived and then 
ontinues exe
uting the instru
tion (τ):
Mem ≡ req(addr ).ans〈data〉.Mem

Pr ocessor ≡ req〈addr 〉.ans(data).τ.Pr ocessorA

ording to the �rst step, des
ribed above, we �rst have to redu
e the model step by step using Pi-
al
ulusredu
tion rules. Ea
h redu
tion step introdu
es a state whi
h 
an be used to form the state diagram in �gure 1a.In this �gure:
S1 ≡ req(addr ).ans〈data〉.Mem | req〈addr 〉.ans(data).τ.Pr ocessor

S2 ≡ ans〈data〉.Mem | ans(data).τ.Pr ocessor

S3 ≡ Mem | τ.Pr ocessor

(a)
(b)Fig. 1. a) the State Diagram b) an ergodi
 Markov ChainThe speed of sending and re
eiving data between the pro
essor and the memory depends on the bandwidthof the bus (noted as bwbus). So we use 1/bwbus to denote the 
ommuni
ation 
ost between the pro
essor andthe memory (based on step 2). The 
ost of exe
uting the a
tion τ is denoted as 1/fe where fe is the 
lo
kfrequen
y of the 
hipset. Based on this information, the state diagram 
an be transferred to the ergodi
 MarkovChain in �gure 1b (step 3).From step 4, suppose the steady probability ve
tor is π = (π1, π2, π2). From �gure 1b, we know thein�nitesimal generator matrix is:

Q =





−bwbus bwbus 0
0 −bwbus bwbus

fe 0 −fe



Sin
e π ∗ Q = 0 and π1 + π2 + π3 = 1, we 
an 
al
ulate π:
π =

(

fe/(bwbus + 2fe), fe/(bwbus + 2fe), bwbus/(bwbus + 2fe)
)

.



Toward a Performan
e Evaluation Methodology for the Pi-Cal
ulus Family of Formal Modeling Languages iiiSuppose we want to evaluate the throughput of the system, then the rewards for states S1, S2, and S3 are 0,0, 1. The �nal performan
e equation, based on step 4 is:
0 ∗ fe/(bwbus + 2fe + 0 ∗ fe/(bwbus + 2fe) + 1 ∗ bwbus/(bwbus + 2fe) = bwbus/(bwbus + 2fe),whi
h, if given the numeri
al values for bwbus and fe, 
an provide the 
al
ulated throughput of the system.In summary, with all the advantages that utilization of a formal modeling tool may o�er to the design andimplementation of a sound and solid distributed system, the la
k of a formal infrastru
ture for performan
eevaluation 
ompromise its pra
ti
al utilization. Although the Pi-
al
ulus family of formal languages is vastlyutilized, it does not provide any native theoreti
al me
hanisms for performan
e evaluation of di�erent designapproa
hes for a parti
ular system. This de�
ien
y makes Pi-
al
ulus in
apable in assisting the user withdesign-for-performan
e whi
h is a 
ru
ial 
omponent of pra
ti
al appli
ation development. This editorial plotsa path to address this need in Pi-
al
ulus.Shahram Rahimi,Department of Computer S
ien
eSouthern Illinois University. REFERENCES[1℄ G. Bol
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© 2006 SWPSGUEST EDITOR'S INTRODUCTION: SOFTWARE AGENT TECHNOLOGYSoftware agent te
hnology is an ex
iting paradigm whi
h 
an be e�
iently applied to many distributed
omputing problems, parti
ularly those that require dynami
 behavior to rea
h a solution. Software agentte
hnology has emerged as an enhan
ement of, if not an alternative to, the traditional 
lient/server modelin su
h an environment. Mobile agents 
an migrate to a desired remote peer and take advantage of lo
alpro
essing rather then relying on remote pro
edure 
alls (RPC) a
ross the network, as in the 
ase of 
lient/serversystems. Also, agents are entities whi
h fun
tion 
ontinuously and autonomously in a parti
ular environment,and are able to 
arry out a
tivities in a �exible and intelligent manner that is responsive to the dynami
ally
hanging environment. Ideally, an agent that fun
tions 
ontinuously would be able to learn from experien
e andhave 
apabilities to adapt to ad-ho
 events and apply suitable fun
tionality depending on the 
ir
umstan
es.Employment of the agent te
hnology in the traditional 
lient-server environments 
ould result in more robust,�exible and better performing solutions for many appli
ations.In this spe
ial issue, we have 
olle
ted �ve 
utting edge resear
h papers whi
h are the extended versions ofa sele
ted group of the papers already published in �Intelligent Agent Systems 2005 (IAS 05) spe
ial tra
k� atthe 18th International FLAIRS Conferen
e. The �rst paper, �Agents Go Traveling�, by D. O'Kane, D. Marsh,S. Shen, R. Tynan and G. M. P. O'Hare, is 
on
erned with the infrastru
ture support for nomadi
 agents. Theauthors have introdu
ed the Agent Travel Metaphor (ATM) whi
h o�ers a metaphor fostering integration of
ontrol and se
urity. The se
ond paper is entitled �Exploiting Shared Ontologies with Default Information forWeb Agents�, by Y. Ma, B. Jin, and M. Zhou. This paper uses distributed des
ription logi
 (DDL) to modelthe mappings between ontologies used by di�erent agents and further makes an extension to the DDL model.�A WS-Agreement Based Resour
e Negotiation Framework for Mobile Agents� is the title of the third paper byD. G. A. Moba
h, B. J. Overeinder, and F. M. T. Brazier. This paper presents a negotiation infrastru
ture withwhi
h agents a
quire time-limited resour
e 
ontra
ts through negotiation with one or more mediators instead ofindividual hosting systems. The fourth paper, �Agent Composition via Role-Based Infrastru
tures�, by G. Cabri,proposes to build infrastru
tures based on roles, whi
h are abstra
tions that enable the 
omposition of di�erentagents in an open s
enario. Finally the last paper, unlike the �rst four papers, presents an appli
ation ofsoftware agents for support of student mobility. This paper is authored by M. Ganzha, W. Kuranowski andM. Paprzy
ki.We have tried our best to present quality works in this spe
ial issue and 
ertainly hope that we have a
hievedthis goal.Shahram Rahimi,Raheel AhmadDepartment of Computer S
ien
eSouthern Illinois UniversityMail
ode 4511, CarbondaleIllinois 62901-4511
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© 2006 SWPSAGENTS GO TRAVELINGDONAL O'KANE , G. M. P. O'HARE∗, DAVID MARSH , SONG SHEN , AND RICHARD TYNANAbstra
t.This paper is 
on
erned with infrastru
tural support for nomadi
 agents. Agent migration provides a wide range of advantagesand bene�ts to system designers, however issues relating to se
urity and integrity mobile agents has mitigated against the harvestingof their true potential. Within this paper we introdu
e the Agent Travel Metaphor (ATM) whi
h o�ers a 
omprehensive metaphorfostering integrating of 
ontrol and se
urity for mobile agents. We des
ribe the metaphor together with its in
orporation withinthe Agent Fa
tory multi-agent system.1. Introdu
tion. In re
ent years mu
h attention has been fo
used on the area of multi-agent systems andmobile agents. The term agent has numerous 
onnotations and 
an represent various software entities.In this paper the term agent implies an entity 
omprising of but not limited to the following properties:autonomy, so
ial ability, responsiveness, pro-a
tiveness, adaptability, mobility, vera
ity, rationality, and human
ognition modeling te
hniques su
h as belief desire and intention. These de�ne a strong notion of agen
y, [18℄.A mobile agent refers to the 
apa
ity of an agent to ele
troni
ally navigate a network in whi
h it exists, [17℄.Many arguments have been pro�ered as to the bene�ts and disadvantages of mobile agents, [5℄, and on theuse of agent-oriented programming as a design paradigm, [11℄.Numerous pitfalls have been identi�ed, su
h as potential se
urity issues involved in agent migration, [10, 5,14, 4℄, interoperability and language translation, [13, 8, 2℄ and dynami
 
reation and management of an agent'sitinerary, [15℄.Various solutions to these drawba
ks have been o�ered by whi
h to address the di�
ulties asso
iated withagent migration. If solutions 
ould be found to these impediments, then the potential bene�ts to be harvestedfrom se
ure agent mobility are immense. As yet, no system or approa
h has garnered universal support. Theitinerant agent framework, [4℄ is an example of a framework and design that, allows agent platforms to o�era sele
tion of servi
es targeted at roaming agents, with no spe
i�
 origin or home. [16℄ introdu
e the 
on
eptof airports for internet agents. These airports provide a framework for ad-ho
 and unstable internet agents toa

ess resour
es and maintain 
ommuni
ate 
hannels. However these are targeted at spe
ify types of mobileagents, not at the general population.To address this la
k of unity this paper introdu
es the Agent Travel Metaphor, (ATM), whi
h des
ribes andprovides a natural method to deploy and implement a vast range of tools and servi
es designed to o�er mobileagents various servi
es.The metaphor draws from the experien
e of human travel and utilizes te
hniques from the natural worldto provide servi
es su
h as se
urity, adaptation, 
ore 
ode prote
tion, 
ooperation and interoperation.This paper also proposes that the use of the ATM may provide a servi
e ba
kbone for mobile agents toexist, operate and lengthen their lifespan, by providing a range of servi
es and adaptation me
hanisms.2. Mobile Agents�The Way Forward.2.1. Related Resear
h. The ability of an agent to migrate is de�ned as ele
troni
 transfer of an agentfrom one point in a 
omputer network to another, [17℄. Many multi-agent systems support agent mobility andprovide servi
es to enable their agents to migrate e�
iently.A diversity of enabling te
hnologies have been adopted in order to underpin agent mobility. These in
ludemobility se
urity measures, agent language translation, middle agents, load balan
ing me
hanisms, ad-ho
network tools and agent 
ode prote
tion.Mobility Se
urity: A variety of se
urity issues arise when enabling agents with mobility. The main issuesare prote
tion of platforms from mali
ious agents, prote
tion of agents from mali
ious platforms, prote
tion ofagents from mali
ious agents and prote
tion of agents and platforms against other entities [10℄. Many systemshave been developed to ta
kle these four problems, in
luding design te
hniques that limit an agents abilityto a�e
t the agent platform and s
anning systems that ensure migrating agent are not 
arrying harmful 
odesu
h as viruses and systems that utilize passport and visa do
uments and digital 
erti�
ates, [9, 4℄, to enable
∗Adaptive Information Cluster (AIC), Department of Computer S
ien
e, University College Dublin (NUI), Bel�eld, Dublin 4,Ireland. Gregory.OHare�u
d.ie 1



2 Donal O'Kane et al.identi�
ation and the origin of migrating agents, and thus provide agent platforms with a method to measurehow trustworthy a migrating agent is.Agent language translation: If an agent is migrating between heterogeneous multi-agent systems then itis possible for an agent to migrate to an agent platform that utilizes a di�erent agent 
ommuni
ation language,(ACL), than the migrating agent. Agent language translation allows the migrating agent to 
ommuni
ate and
ooperate with foreign agent platforms as well as foreign agents. Servi
es and agents that fa
ilitate interop-eration between heterogenous multi-agent systems exist and use meta languages, [2℄, dire
t translation, [4℄, orontologies,[8℄, to provide agents with a means of language translation.Middle agents: These are agents that provide a variety of stati
 servi
es to mobile agents. They aregenerally a

epted to be system level agents or trusted agents that provide servi
es su
h as naming and a

essto shard resour
es, [7, 4℄. Systems su
h as the the itinerant agents framework, [4℄, and the SOMA system, [1℄,use a variety of middleware software to ensure se
urity, interoperability and 
ommuni
ation servi
es to mobileagents.Load balan
ing me
hanisms: Tools and servi
es that provide load balan
ing for their network have beendeveloped, [3℄.Ad-ho
 network tools: The ad-ho
 nature of ever 
hanging networks presents another massive set ofproblems for a mobile agent environment. For example, node disappearan
e and sudden unannoun
ed reap-pearan
e 
auses a serious failure and re
overy dis
overy problem. Nodes that fail are no longer rea
hable,agents exe
uting on su
h nodes are also no longer rea
hable. Any dependant agents or servi
es must either havethe ability to handle this failure or be noti�ed of its o

urren
e. Upon re
overy or re-establishment of a node
onne
tion, the other nodes or entities must be made aware of the re
overy, this is a non-trivial problem, [16℄.Agent 
ode prote
tion: Prote
tion for the 
ore of an agents mental state against viral 
ode and unautho-rized a

ess has been developed, [12℄. Agent platform administrators 
an assume benevolen
e of known agentson
e their 
riti
al 
ode is prote
ted.2.2. The Agent Travel Metaphor. The Agent Travel Metaphor, (ATM) adopted and introdu
ed withinthis paper, borrows heavily from human travel. It 
onsolidates and expands previous work by other re-sear
hers that have adopted 
omponents and segments of the overall travel s
enario. Three 
lasses of humantravel 
an be identi�ed as useful for mobile agents, International travel, National travel and Metropolitantravel. In the human environment these 
lasses of travel all possess diverse pro
edures that determine issuessu
h as how travel is initiated, how se
ure the travel is and a plethora of further servi
es provided for thetravelers.Metropolitan: An example of metropolitan travel would be traveling on a bus through a 
ity. For atraveler that lives in that 
ity this form of travel will result in destinations that are both similar to the originlo
ation and familiar to the traveler. The origin and destination lo
ations are almost identi
al, travel 
an beinitiated at any time with little or no preparation, se
urity measures at at a minimum, the traveler has norequirement to prove their identity and must only pur
hase a ti
ket for a bus at the time of travel, and travelersalready possess most of what they need to 
arry out their tasks at the destination, (language translation,behavior learning et
).National: An example of national travel would be traveling on a train from one 
ity to another, withinthe same 
ountry. This method of traveling is mu
h stri
ter than metropolitan travel, there are more stringentse
urity measures, the travelers must usually pur
hase a ti
ket in advan
e and must present this ti
ket uponrequest. The s
hedule is also mu
h more regulated, train time tables are usually mu
h more stri
tly adhered tothan a metropolitan bus timetable, also a traveler may be required to pa
k items ne
essary for their tasks asthey may not be available at the destination.International: An example of international travel would be traveling on an airplane from one 
ountryto another. This method of travel has the highest level of se
urity requirements, passport, visa, ti
ket andbaggage 
he
ks at both origin and destination, a extremely limited timetable, only a few �ights per day toparti
ular destinations, and a limited 
hoi
e of dire
t destinations, requiring several stops to get to a parti
-ular destination. Along with these is the possibility for a traveler to arrive at a destination with a di�erentlanguage and di�erent behavior as standard, the traveler must be taught or dis
over how to 
onform to thesenew requirements. Pa
king baggage is most important for international travelers as it be
omes more di�-
ult for them to pro
ure the ne
essary items at foreign destination that will enable them to perform theirtasks.



Agents Go Traveling 3An example of the steps taken by a traveler undertaking an international 
lass of travel involves the followingsteps:
• De
ide on destination(s).
• Conta
t a travel agent and negotiate a ti
ket pri
e.
• Travel agent issues a ti
ket.
• Traveler 
onta
ts destination for visa requirements.
• Conta
t va

ination 
lini
.
• Query and obtain ne
essary va

inations for destination(s).
• Pa
k ne
essary baggage.
• Upon arrival at the origin port 
onta
t port authorities.
• Ti
ket and passport are veri�ed and baggage is s
anned/
he
ked in.
• Port initiates migration.
• Upon arrival at destination 
onta
t destination port authorities.
• Ti
ket and visa are veri�ed and baggage is s
anned and 
olle
ted or left in se
ure box.
• On
e through se
urity measures 
onta
t language translator and/or behavior tea
her as needed.
• Normal operation resumes.

Fig. 2.1. The agent travel algorithm.In the metaphor, agents play the role of travelers, an evolution from the human travel analogy, as agents aretypi�ed by their use of human 
ognition te
hniques in their de
ision making pro
ess.A

ordingly, agent platforms play the role of 
ities, also a natural evolution from the travel analogy as anagent platform is the lo
ation in whi
h an agent exists and intera
ts with its surrounding environment. Thepotential for agent platforms to 
reate federations with groups of agent platforms and the analogous relationshipsbetween neighboring 
ities and 
ountries, e.g. 
ountries that have travel agreements and do not require visitorsto apply for a visa to enter. This reinfor
es the previous argument in favor of the metaphor.The variety of pro
esses that we go through when we undertake a journey is unique for every journey andyet distin
t patterns 
an be extra
ted, for example generalizing the se
urity requirements, do
uments neededfor travel and inquiring at the destination if language translation or behavior tea
hing is required leads to ageneralized travel pro
ess as seen in Figure 2.1. The ATM is designed to fa
ilitate 
on�guration and poli
ingof mobile agents poli
ies and servi
es in a heterogenous environment. The algorithm des
ribed in Figure 2.1proposes a foundation for a framework, providing agent platforms, and their agents, with modular, se
ure,agile and adaptive agent mobility servi
es. The provision of these servi
es, allows for a �exible and easily
on�gured environment, giving platforms the 
apability to 
reate and 
ontrol a�liations with other platformsand multi-agent networks.2.3. Important A
tors and Data Stru
tures within the Agent Travel Metaphor. In order toimplement an initial realization of the agent travel metaphor and its a

ompanying framework for in
orporation



4 Donal O'Kane et al.within Agent Fa
tory, it is �rst ne
essary to de�ne some of the prin
iple a
tors and data stru
tures ne
essaryto support the metaphor.

Fig. 2.2. The Visa and Passport Data Stru
tures.

Fig. 2.3. The Ti
ket, TravelStamp, AgentID, PlatformAddress and TimeStamp Data Stru
tures.Passport Passports are an o�
ial 
erti�
ate issued by a trusted sour
e providing the identity of an agent andproviding information on, an agent's origin, the 
reator of the passport and a history of an agent'stravels.Passport Issuer A passport issuer is a middle Agent 
ontra
ted to 
reate passport data stru
tures for agents.Passport Issuers retain a 
opy of all 
reated passports and provide a veri�
ation servi
e for any agentwishing to ensure a parti
ular passport is genuine.Ti
ket Ti
kets are 
erti�
ates that prove that a ti
ket holder has pro
ured permission for a s
heduled migrationevent.Travel Organizer A travel organizer middle agent that is 
onta
ted by a traveling agent wishing to obtainpermission to travel to a parti
ular destination. The travel organizer 
onta
ts destinations and pro
uresvisas and 
reates a ti
ket for the traveling agent. Travel organizers also provide a veri�
ation servi
efor any agent wishing to ensure a parti
ular ti
ket is genuine.Visa Visas are temporary, on
e o�, 
erti�
ates that are provided by destination platforms, providing an agentwith entry permission to a destination platform.Port a 
on
eptual lo
ation at whi
h all migration to and from an agent platform is 
oordinated.Port Authorities Port Authorities are trusted agents 
harged with the task of operating the port for ea
hagent platform. Ea
h agent platform 
ontains both a port and a port authority agent. The respon-sibilities of this agent in
lude 
oordinating agent migration, upholding the lo
al se
urity poli
ies andvalidating ti
kets, visas and passports.Air Side a restri
ted area of an agent platform. On
e An agent 
ommen
es migration it is restri
ted fromnormal operation until it arrives landside at its destination.



Agents Go Traveling 5Land Side the term used for the normal spa
e for agent operation.Baggage a 
olle
tion of 
ode or data, external to an agent's mental state, that the agent makes use of in orderto ful�l its goals.Se
ure Box a se
ure and private storage lo
ation atta
hed to a port. An agent 
arrying baggage may deemportions unne
essary for the 
urrent lo
ation. These unne
essary portions 
an be stored ready to beretrieved on
e the agent requires them or leaves the 
urrent lo
ation.Va

inations a se
urity and prote
tion measure that allows agents to defend themselves from infe
tions beforemigrating to a potentially dangerous/mali
ious lo
ation as well as allowing agent platforms to guardthemselves from unknown migrating agents.Language Translator an agent that 
an be 
ontra
ted by a mobile agent to bestow the ability to 
onversewith other agents that use di�erent 
ommuni
ation languages.Behavior Tea
her an agent that 
an be 
ontra
ted to give an agent the ability to adapt to lo
al operatingbehaviors. Some platforms within the network may require agents to register with its white/yellowpages servi
es for example, while other lo
ations may not.3. Agent Fa
tory and the Agent Travel Metaphor.3.1. Agent Fa
tory Mobility Support. Agent Fa
tory, [6℄, is a multi-agent systems developed using thestrong notion of agen
y. Agent Fa
tory provides support and infrastru
tures that allow for rapid prototypingof agents. It imbues its agents with mobility via HTTP so
ket 
onne
tions, transferring agent mental stateand serialized java 
ode. Federations of agent management servi
es, (AMS), and dire
tory fa
ilitators, (DF),provide white and yellow pages servi
es that supply agent and servi
e naming.3.2. Enabling Agent Fa
tory with the ATM. In order to evaluate the usefulness of the agent travelmetaphor, we identi�ed and extra
ted a subset of this ar
hite
ture to be initially implemented. This subset
onsists of the operations (a), (g), (h) and (i) de�ned in Figure 2.1. These operations give rise to the 
reationof three middle agents and three key data stru
tures.

Fig. 3.1. UML intera
tion diagram show the 5 implemented agents from the agent travel metaphor and the sequen
e ofmessages that o

ur when an agent migrates using the passport, visa and ti
ket system of authenti
ation.The middle agents, TravelOrganiser, PassportAuthority and PortAuthority are responsible for issuing thethree key data stru
tures, Ti
kets, Passports and Visas, Figure 2.3 and Figure 2.2. These agents also have theresponsibility for issuing appropriate travel do
uments to traveling agents upon request and proper authorization



6 Donal O'Kane et al.as in Figure 3.1 se
tions (1) and (2). The TravelOrganiser, PassportAuthority and PortAuthority also mustprovide a veri�
ation servi
e allowing other middle agents that are inspe
ting travel do
uments to request thatthe 
reator of travel 
erti�
ates verify that said 
erti�
ates are valid, Figure 3.1 se
tion (3). In 
onjun
tionwith providing a veri�
ation servi
e for Visa do
uments, PortAuthority agents are responsible for initiatingauthenti
ation of in
oming and outgoing agents' travel do
uments, Figure 3.1 se
tion (4).3.3. Modular Deployment of the Agent Travel Metaphor. The use of middle agents to imbue anagent platform with the ATM takes advantage of the �exibility inherent in intelligent agents, giving rise to themodular nature of the metaphor.The middle agents, for example the PortAuthority agent, 
an use lo
ally written software to perform theirtasks. This means that the exa
t proto
ols that the agents use to enfor
e their se
urity poli
ies 
an be de�nedby a lo
al developer or administrator.

Fig. 3.2. An agent platform 
on�gured with se
urity, s
reening, dynami
 itinerary, and baggage trasport/storage servi
es.

Fig. 3.3. An agent platform re-
on�gured with several extra servi
es, behavior learning and language translation.Platform administrators 
an use the modular stru
ture of the ATM to setup poli
ies for servi
es su
h asse
urity, language translation et
, Figure 3.2. Administrators 
an also dynami
ally modify the servi
es thatexist on a parti
ular platform as well as edit and augment existing servi
es on a platform, Figure 3.3.



Agents Go Traveling 7Consider the following s
enario: An administrator 
ontrols a parti
ular set of �ve agent platforms. Theadministrator knows that agent language and behavior are identi
al a
ross all of the platforms and that onlyone of the platforms has a

ess to 
riti
al assets that need to be prote
ted.The administrator instru
ts the 
riti
al platform's PortAuthority agent to demand that in
oming migratingagents present Ti
ket, Passport and Visa do
uments. Furthermore it must s
rutinize presented travel do
umentsaggressively, verifying them with their issuers along with performing a query to federated PortAuthority agentsto ensure that the migrating agent or its origin has not been bla
klisted or quarantined for misbehavior.An agent, PassportTraveller, de
ides that it wishes to migrate to the 
riti
al platform in order to a

essthe se
ure data there. The agent is informed of the requirements set by the administrator, a passport, visaand ti
ket, by the TravelOrganiser agent. The agent then either 
onta
ts the appropriate agents in order tosatisfy these requirements if it has knowledge of the behavior that is ne
essary to do so or, if the agent does not
urrently have the ne
essary knowledge to satisfy the migration requirements the agent 
an 
onta
t a behaviortea
her to learn how to satisfy the requirements so that it may migrate.

Fig. 3.4. A s
reen shot showing an agent, PassportTraveller, migrating to destination http://193.1.132.98:4445Figure 3.4 shows an agent, PassportTraveller, that is migrating to the 
riti
al platform. The agent, asrequired, must satisfy three requirements, presenting a passport, visa and ti
ket in order to su

essful migrate.Figure 3.4 shows the agent has su

essfully obtained the �rst two travel do
uments as the red passport and bluevisa i
ons are no longer grey, and is waiting upon the ti
ket do
ument so that it 
an pro
eed with its migration.

Fig. 3.5. A s
reen shot showing an agent, PassportTraveller, migrating to destination http://193.1.119.93:4545The administrator 
an set mu
h looser se
urity poli
ies on the other platforms, as se
urity threats are notas potentially 
atastrophi
 and damaging to these platforms. The administrator instru
ts these PortAuthorities



8 Donal O'Kane et al.to require a Passport and Ti
ket from in
oming migrating agents and to assume agent benevolen
e, i. e. toa

ept all presented do
uments as valid without verifying the do
uments with their issuer.Figure 3.5 shows the agent PassportTraveller migrating to another platform with fewer se
urity poli
iesin pla
e. Here the agent is only required to satisfy two requirements, presenting a passport, visa in order tosu

essfully migrate. A ti
ket is unne
essary as the 
ost of the migration and the frequen
y and s
hedulingof migration between these agent platforms is of minimal importan
e. This agent has previously satis�ed thepassport requirements and is awaiting delivery of a visa do
ument before it 
an pro
eed with its migration.The above s
enario des
ribes the manner in whi
h agent platforms 
an be 
on�gured in di�erent mannersusing the ATM and the 
on
epts of National, International travel and Metropolitan travel outlined in the AgentTravel Metaphor se
tion above.4. Evaluation and Results. In order to evaluate the 
onsequen
es of enabling Agent Fa
tory with theATM framework we must 
onsider several issues.Se
urity: The ATM framework puts into pla
e a 
on�gurable set of se
urity measures that allow admin-istrators to set se
urity poli
ies in the manner that they see �t. Figure 4.1 and Figure 4.2 show a PassportAu-thority agent and a PortAuthority agent respe
tively, these agents have been 
on�gured to provide a high levelof se
urity. In this example the PortAuthority agent is requiring that the traveling agent presents three traveldo
uments, a passport, a visa and a ti
ket. Along with requiring traveling agents to present these do
umentsthe PortAuthority agent also veri�es all of the do
uments' authenti
ity. These agents 
an easily be re
on�guredto provide a sla
kened se
urity poli
y for example if the PortAuthority only required traveling agents to presenta single travel do
ument, a passport, and if the PortAuthority agent did not verify the do
uments authenti
ity.

Fig. 4.1. A PortAuthority agent re
eiving a migration request from a migrating agent, TravellingAgent, the PortAuthorityagent handles this request by �rstly verifying the do
uments legitima
y with the issuers.Dynami
 itinerary: The TravelOrganiser agent provides mobile agents with a method to 
hoose theirmigration destination without any previous knowledge the lo
ation of this platform. This allows agents to 
reatea random migration pattern in
orporating new additions to the agent platform network.S
heduled migration: When an agent pur
hases a Ti
ket, the destination agent platform is informed thatan agent wishes to migrate by the Ti
ket issuer. The origin and destination PortAuthority agents 
an preparefor the migration event and utilize the time beforehand to modifying the migration s
hedules on the network.Migration time: The a
tual time taken to ele
troni
ally migrate an agent in
reases from 5% to 7%, asa result of the agent keeping a re
ord of its travel do
uments. Total time taken, from the initial de
ision toinitiate a migration until the resumption of operation at the destination is substantially in
reased by 50% topotentially greater than 300%. The per
entage in
rease 
an be apportioned to the potential for a large in
reasein the number of agents that are involved in any migration event. In the examples des
ribed above and seenin Figure 3.1, �ve agents are involved in the migration pro
ess, the traveling agent, the PassportAuthorityagent, the TravelOrgainiser agent and the two PortAuthority agents, (based at the origin and destination).The number of messages that are passed between these �ve agents in
reases from 6 without any of the se
uritymeasures from the ATM to 19 in the outlined example for the agent to a
quire a passport, visa and ti
ket andto present these do
uments to the port authorities, and for the port authorities to verify the do
uments with
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Fig. 4.2. A PortAuthority agent re
eiving a migration request from a migrating agent, TravellingAgent, the PortAuthorityagent handles this request by �rstly verifying the do
uments legitima
y with the issuers.

Fig. 4.3. A TravelOrganiser agent re
eiving a validation request on a Ti
ket that was issued by this TravelOrganiser. Theagent 
ompares the requested ti
ket against its re
ords.the do
ument 
reators, Figure 3.1. Ea
h extra se
urity measure that is introdu
ed in this manner, for examplea digital 
erti�
ate, introdu
es an extra time delay due to the request/present/verify pro
esses.It is the opinion of the authors that the bene�ts obtained from imbuing an Agent Fa
tory agent platform withthe ATM outweigh the drop in performan
e and speed. The additional servi
es, su
h as se
urity, heterogeneityover agent language, behavior, 
ome at a 
ost. The total time taken for migration to o

ur and total sizeof an agent when it is migrated is in
reased. The modular nature of the ATM however allows for �exibility,for example if speed of migration is a priority, then migration se
urity poli
es 
an be set to the lowest levels,in
reasing performan
e. If agent platform se
urity is the priority then the resulting in
rease in the time taken
aused by stri
ter se
urity is an a

eptable 
ompromise.5. Con
lusion. This paper has introdu
ed a 
omprehensive agent migration proto
ol whi
h it deliversthrough a set of 
ollaborative intelligent agents. The metaphor has been realized and in
orporated withinAgent Fa
tory. It represents a 
onsolidation and integration of some previous resear
h that has adopted in partthe travel metaphor.The ATM has been realized in su
h a way as to support the addition of further modular 
omponents andthe adoption of 
on�gurable lo
al poli
es, for example baggage allowan
e, visa issue, se
urity 
learan
e andinteroperability between a variety of regimes. This allows agent platform administrators a greater level ofmanagement and dynami
 
ontrol over servi
es provided by the agent platform.As with the ongoing need for 
onstant vigilan
e by administrators of 
omputer networks to ever 
hangingthreats su
h as worms, viruses and other mali
ious atta
ks, the se
urity threats posed by mobile agents are



10 Donal O'Kane et al.ever 
hanging. As agents adapt and 
hange so must the agent platforms se
urity 
ountermeasures, the modularservi
e deployment proposed a demonstrated by this paper presents agent platform administrators with thetools ne
essary to 
ombat and adapt to threats from mobile agents.Mobile agents also greatly bene�t from the use of the ATM. With the introdu
tion of a stable and trustedsour
e from whi
h the agents 
an learn new behavior, mobile agents 
an now adapt themselves to performtasks that would not normally be part of their ordinary operation, as seen when the agent PassportTravelleradapted its behavior in order to ful�l the migration requirements given to it by the PortAuthority agent at itsdestination, namely presenting a passport, visa and ti
ket obje
t. Also with the provision of se
urity measureson agent platforms it is possible for mobile agent to a

ess information about agent platforms to verify thata parti
ular platform does not have a history of atta
ks agents mobile agents, thus allowing agents to prote
tthemselves against mali
ious hosts.A
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© 2006 SWPSEXPLOITING SHARED ONTOLOGY WITH DEFAULT INFORMATION FOR WEBAGENTSYINGLONG MA∗, BEIHONG JIN† , AND MINGQUAN ZHOU‡Abstra
t. When di�erent agents 
ommuni
ate with ea
h other, there needs to be some way to ensure that the meaning of whatone agent embodies is a

urately 
onveyed to another agent. It has been argued that ontologies play a key role in 
ommuni
ationamong di�erent agents. However, in some situations, be
ause there exist terminologi
al heterogeneities and in
ompleteness ofpie
es of information among ontologies used by di�erent agents, 
ommuni
ation among agents will be very 
omplex and di�
ult tota
kle. In this paper, we proposed a solution to the problem for these situations. We used distributed des
ription logi
 to model themappings between ontologies used by di�erent agents and further make a default extension to the DDL for default reasoning. Then,base on the default extension of the DDL model, a 
omplete information query 
an be redu
ed to 
he
king default satis�ability ofthe 
omplex 
on
ept 
orresponding to the query.Key words. Ontology, Des
ription Logi
, Multi-agent System, Satis�ability, Default reasoning.1. Introdu
tion. Agents often utilize the servi
es of other agents to perform some given tasks withinmulti-agent systems [1℄. When di�erent agents 
ommuni
ate with ea
h other, there needs to be some ways toensure that the meaning of what one agent embodies is a

urately 
onveyed to the other agent. Ontologies playa key role in 
ommuni
ation among di�erent agents be
ause they provide and de�ne a shared vo
abulary about ade�nition of the world and terms used in agent 
ommuni
ation. In real-life s
enarios, agents su
h as Web agents[2℄ need to intera
t in a mu
h wider world. The future generation Web, 
alled Semanti
 Web [3℄ originatesfrom the form of de
entralized vo
abularies - ontologies, whi
h are 
entral to the vision of Semanti
 Web'smulti-layer ar
hite
ture [4℄. In the ba
kground of the future Semanti
 Web intelligen
e, there are terminologi
alknowledge bases (ontologies), reasoning engines, and also standards that make possible reasoning with themarked 
on
epts on the Web. It now seems 
lear that Semanti
 Web will not be realized by agreeing on a singleglobal ontology, but rather by weaving together a large 
olle
tion of partial ontologies that are distributeda
ross the Web [5℄. In this situation, the assumption that di�erent agents 
ompletely shared a vo
abulary isunfeasible and even impossible. In fa
ts, agents will often use private ontologies that de�ne terms in di�erentways making it impossible for the other agent to understand the 
ontents of a message [6℄. Us
hold identi�essome barriers for agent 
ommuni
ation, whi
h 
an be 
lassi�ed into language heterogeneity and terminologi
alheterogeneity [7℄. In this paper, we will fo
us on terminology heterogeneity and not 
onsider the problem oflanguage heterogeneity.To over
ome these heterogeneity problems, there is a need to align ontologies used by di�erent agents, themost often dis
ussed are merging and mapping of ontologies [8, 9℄. However, it seems that the e�orts are notenough. For 
ommuni
ation among agents with heterogeneous ontologies, there are still some problems thatrequire to be solved. In some situations, only in
omplete information 
an be got. These happen sometime asunavailability of pie
es of information, sometime as semanti
 heterogeneities (here, terminologi
al heterogeneitiesare fo
used on) among ontologies from di�erent sour
es. Another problem is that there always exist someex
eptional fa
ts, whi
h 
on�i
t with 
ommonsense information. For example, 
ommonly bird 
an �y, penguinbelongs to bird, but penguin 
ouldn't �y. In these situations, 
ommuni
ation among agents will be more 
omplexand di�
ult to ta
kle. We must 
onsider not only the alignment of ontologies used by di�erent agents, butalso the impli
it default information hidden among these ontologies. Then, information reasoning for queryshould be based on both these expli
itly represented ontologies and impli
it default information. This form ofreasoning is 
alled default reasoning, whi
h is non-monotoni
. Little attention, however, has been paid to theproblem of endowing these logi
s above with default reasoning 
apabilities.For a long time, representation and reasoning in des
ription logi
 (DL) [10℄ have been used in a widerange of appli
ations, whi
h are usually given a formal, logi
-based semanti
s. Another distinguished featureis the emphasis on reasoning as a 
entral servi
e. Des
ription logi
 is very useful for de�ning, integrating, and
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12 Yinglong Ma, Beihong Jin and Mingquan Zhoumaintaining ontologies, whi
h provide the Semanti
 Web with a 
ommon understanding of the basi
 semanti

on
epts used to annotate Web pages. They should be ideal 
andidates for ontology languages [11℄. DAML+OIL[12, 15℄ and OWL [13℄ are 
lear examples of Des
ription Logi
s. Re
ently, Borgida and Sera�ni proposed anextension of the formal framework of des
ription Logi
 to distributed knowledge models [14℄, whi
h are 
alleddistributed des
ription logi
 (DDL). A DDL 
onsists of a set of terminologi
al knowledge bases (ontologies) anda set of so-
alled bridge rules between 
on
ept de�nitions from di�erent ontologies. Two kinds of bridge rulesare 
onsidered in DDL. Another important feature of DDL is the ability to transform a distributed knowledgebase into a global one. In other words, the existing des
ription logi
 reasoners 
an be applied for deriving newknowledge.We adopt the view of [6℄ that the mappings between ontologies will mostly be established by individualagents that use di�erent available ontologies in order to pro
ess a given task. In our opinion, it is a solutionto model the mappings between ontologies used by di�erent agents using a DDL and further make a defaultextension to the DDL for default reasoning. Then, base on the default extension of the DDL model, a 
ompleteinformation query 
an be redu
ed to 
he
k default satis�ability of the 
omplex 
on
ept 
orresponding to thequery.This paper is organized as follows. Se
tion 2 presents our motivation in making default extension to DDL for
ommuni
ation among multiple agents. Se
tion 3 introdu
es representation and reasoning related to ontology.Distributed des
ription logi
 are introdu
ed parti
ularly. In Se
tion 4, we provide a formal framework for defaultextension to des
ription logi
. Default reasoning based on an EDDT is dis
ussed in Se
tion 5. Meanwhile, analgorithm is proposed for 
he
king the default satis�ability of a given 
on
ept or a terminologi
al subsumptionassertion. Se
tion 6 and Se
tion 7 are related work and 
on
lusion, respe
tively.2. Motivation. In order to pro
ess a given task in multi-agent systems, it is important and essential to
ommuni
ate with ea
h other among di�erent agents. However, there often exist some terminologi
al hetero-geneities and in
ompleteness of pie
es of information among ontologies used by di�erent agents, whi
h make anagent not 
ompletely understand terms used by another agent. In the situations, it is di�
ult and even impos-sible to realize the 
ommuni
ation among agents. We propose a solution to this problem for the situation. Wemodel the knowledge representation of multi-agents using distributed des
ription logi
. The internal mappingsbetween ontologies used by di�erent agents are de�ned using the so-
alled bridge rules of distributed des
riptionlogi
. Then, by default extension to the DDL model, we 
an express expli
itly some default information hiddenamong these ontologies. Based on the extension to DDL model, a query 
an be redu
ed to 
he
king the defaultsatis�ability of a 
on
ept or an assertion 
orresponding to the query. More pre
isely, an adapted algorithm isproposed for 
he
king default satis�ability.

Fig. 2.1. The situation of 
ommuni
ation problem between two agentsIn order to express the problem to be resolved 
learer, we make some assumption for simpli
ity. We only
onsider 
ommuni
ation between two agents, whose ontologies are en
oded on the same language. Then, weassume that ontologies used by the two agents have su�
ient overlap su
h that internal mappings between them
an be found. The following example shown in Figure 2.1 illustrates the situation des
ribed in the paper forour appli
ation.



Exploiting Shared Ontology With Default Information 13In multi-agent systems, ontologies are used as the expli
it representation of domain of interest. To pro
ess agiven task, an agent perhaps uses multiple ontologies, whi
h usually supplement ea
h other and form a 
ompletemodel. However, in the model, the default information among these ontologies is not 
onsidered. For example,we perhaps establish the internal mapping spe
ifying that BIRD is a sub
lass of NON_SPEAKING_ANIMAL.Through the agent using ontology 1, we take the following query BIRD∧NON_SPEAKING_ANIMAL. Thefound question is that the agent using ontology 1 doesn't know the meaning of the termNON_SPEAKING_ANIMALwhi
h only 
an be understood by the agent using ontology 2. To get 
omplete and 
orre
t results of query, thetwo agents must 
oordinate ea
h other. Another question is that the query results of the agent will in
ludeSPARROW and PARROT. We will �nd the results are partially 
orre
t be
ause the 
lass of PARROT 
anspeak like man. The reason getting partially 
orre
t results is that we have not 
onsidered the default fa
t:in most 
ases, birds 
annot speak; parrots belong to the 
lass of birds but they 
an speak. In our opinion,default information should be 
onsidered and added into the model with multiple ontologies, whi
h will form asu�
iently 
ompletely model. Then, available reasoning support for ontology languages is based on the modelwith default information.3. Representation and Reasoning Related to Ontologies. A formal and well-founded ontology lan-guage is the basis for knowledge representation and reasoning about the ontologies involved. Des
ription Logi
is a formalism for knowledge representation and reasoning. Des
ription logi
 is very useful for de�ning, integrat-ing, and maintaining ontologies, whi
h provide the Semanti
 Web with a 
ommon understanding of the basi
semanti
 
on
epts used to annotate Web pages. It should be ideal 
andidates for ontology languages. One ofthe important proposals that have been made for well-founded ontology languages for the Web is DAML+OIL.Re
ently, des
ription logi
 has heavily in�uen
ed the development of the semanti
 Web language. For exam-ple, DAML+OIL ontology language is just an alternative syntax for very expressive des
ription logi
 [12℄. Soin the following se
tions, we use syntax and semanti
 representations of des
ription logi
 involved instead ofDAML+OIL. Des
ription Logi
s is equipped with a formal, logi
-based semanti
s. Its another distinguishedfeature is the emphasis on reasoning as a 
entral servi
e.3.1. Des
ription Logi
. The basi
 notations in DL are the notation of 
on
epts embra
ing some individ-uals on a domain of individuals, and roles representing binary relations on the domain of individuals. A spe
i�
DL provides a spe
i�
 set of 
onstru
tors for building more 
omplex 
on
epts and roles. For examples:� the symbol ⊤ is a 
on
ept des
ription whi
h denotes the top 
on
ept, while the symbol ⊥ stands for thein
onsistent 
on
ept whi
h is 
alled bottom 
on
ept.� the symbol ⊓ denotes 
on
ept 
onjun
tion, e. g., the des
ription Person⊓Male denotes the 
lass of man.� the symbol ∀R.C denotes the universal roles quanti�
ation (also 
alled value restri
tion), e. g., thedes
ription ∀hasChild.Male denotes the set of individual whose 
hildren are all male.� the number restri
tion 
onstru
tor (≥nR.C) and (≤nR.C), e. g., the des
ription (≥1 hasChild.Do
tor)denotes the 
lass of parents who have at least one 
hildren and all the 
hildren are do
tors.The various des
ription logi
s di�er from one to another based on the set of 
onstru
tors they allow. Here,we show the syntax and semanti
s of ALCN [16℄, whi
h are listed as Figure 3.1.Then we 
an make several kinds of assertions using these des
riptions. There exist two kinds of assertions:subsumption assertions of the form C ⊑ D and assertions about individuals of the form C(a) or p(a, b), where
C and D denote Con
epts, p denotes role, and a and b are individual, respe
tively. For examples, the assertion
Parent ⊑ Person denotes the fa
t the 
lass of parents is subsumed by the 
lass of person. The des
ription
Person(a) denotes that the individual a is a person while the des
ription hasChild(a, b) denotes a has a
hild who is b. The 
olle
tion of subsumption assertions is 
alled Tbox, whi
h spe
i�es the terminology usedto des
ribe some appli
ation domains. A Tbox 
an be regarded as a terminologi
al knowledge base of thedes
ription logi
.An interpretation for DL I = (∆I , •I), where ∆I is a domain of obje
ts and •I the interpretation fun
tion.The interpretation fun
tion maps roles into subsets of ∆I × ∆I , 
on
epts into subsets of ∆I and individualsinto elements of ∆I . Satisfa
tions and entailments in DL Tbox will be des
ribed using following notations:� I |= C ⊑ D i� CI ⊑ DI� I |= T , i� for all C ⊑ D in T , I |= C ⊑ D� C ⊑ D, i� for all possible interpretations I, I |= C ⊑ D



14 Yinglong Ma, Beihong Jin and Mingquan ZhouDL Syntax DL Semanti

¬C L\CI

C ⊓ D CI ∩ DI

C ⊔ D CI ∪ DI

∃P.C {x|∃y.(x, y) ∈ P I ∧ y ∈ CI}
∀R.C {x|∀y.(x, y) ∈ P I → y ∈ CI}
C ⊑ D CI ⊆ DI

P ⊑ R P I ⊆ RI

C ⊑ ¬D CI ∩ DI = ∅
≥ nP.C {x ∈L | ‖ {y ∈L| (x, y) ∈ P I ∧ y ∈ CI}‖ ≥ n}
≤ nP.C {x ∈L | ‖ {y ∈L| (x, y) ∈ P I ∧ y ∈ CI}‖ ≤ n}
C(a) a ∈ CI

P (a, b) (a, b) ∈ P IFig. 3.1. Syntax and semanti
s of ontology representation� T |= C ⊑ D, i� for all interpretations I, I |= C ⊑ D su
h that I |= T3.2. Distributed Des
ription Logi
. A DDL is 
omposed of a 
olle
tion of �distributed" DLs, ea
h ofwhi
h represents a subsystem of the whole system. All of DLs in DDL are not 
ompletely independent fromone another as the same pie
e of knowledge might be presented from di�erent points of view in di�erent DLs.Ea
h DL autonomously represents and reasons about a 
ertain subset of the whole knowledge. Distributeddes
ription logi
 (DDL) 
an better present heterogeneous distributed systems by modeling relations betweenobje
ts and relations between 
on
epts 
ontained in di�erent heterogeneous ontologies.A DDL 
onsists of a 
olle
tion of DLs, whi
h is written {DLi}i∈I, every lo
al DL in DDL is distinguishedby di�erent subs
ripts. The 
onstraint relations between di�erent DLs are des
ribed by using so-
alled �bridgerules" in an impli
it manner, while the 
onstraints between the 
orresponding domains of di�erent DLs aredes
ribed by introdu
ing the so-
alled �semanti
s binary relations". In order to support dire
tionality, thebridge rules from DLi to DLj will be viewed as des
ribing ��ow of information" from DLi to DLj from thepoint of view of DLj. In DDL, i : C denotes the 
on
ept C in DLi, i : C ⊑ D denotes subsumption assertion
C ⊑ D in DLi. A bridge rule from i to j is des
ribed a

ording to following two forms: i : C

⊑
−→ j : D and

i : C
⊒
−→ j : D. The former is 
alled into-bridge rule, and the latter 
alled onto-bridge rule. A DDL embra
esa set of subsumption assertions, whi
h are 
alled DTB. A distributed Tbox (DTB) is de�ned based on Tboxesin all of lo
al DLs and bridge rules between these Tboxes. A DTB DT = ({Ti}i∈I, B), where Ti is Tbox in

DLi, and for every i 6= j ∈ I, B = {Bij}, where Bij is a set of bridge rules from DLi to DLj . A DTB 
an beregarded as a distributed terminologi
al knowledge base for the distributed des
ription logi
s.The semanti
s for distributed des
ription logi
s are provided by using lo
al interpretation for individual DLand 
onne
ting their domains using semanti
s binary relations rij . A distributed interpretation J=({Ii}i∈I, r)of DT 
onsists of interpretations Ii for DLi over domain ∆Ii , and a fun
tion r asso
iating to ea
h i, j ∈ I abinary relation rij ⊆ ∆Ii × ∆Ij . rij(d) = {d′ ∈ ∆Ij |(d, d′) ∈ rij}, and for any D ∈ ∆Ij , rij(D) = ∪d∈Drij(d).Note that semanti
 relation r must be bold everywhere.A distributed interpretation J d-satis�es (written |=d) the elements of DTB DT = ({Ti}i∈I, B) a

ordingto following 
lauses: For every i, j ∈ I� J |=d i : C
⊑
−→ j : D if rij(C

Ii) ⊆ DIj� J |=d i : C
⊒
−→ j : D if rij(C

Ii) ⊇ DIj� J |=d i : C ⊑ D if Ii |= C ⊑ D� J |=d Ti, if for all C ⊑ D in Ti su
h that Ii |= C ⊑ D� J |=d DT , if for every i, j ∈ I, Ii |=d Ti and Ii |=d b, for every b ∈ ∪Bij� DT |=d i : C ⊑ D, if for every distributed interpretation J , J |=d DT implies
J |=d i : C ⊑ D4. Default Extension to DDL. DDL is used to better model knowledge representation in a multi-agentsystems, where ontologies are used as the expli
it representation of domain of interest. The internal mappings



Exploiting Shared Ontology With Default Information 15DT={{T1={PARROT⊑BIRD,SPARROW⊑BIRD},
T2={PARROT⊑FLYING_ANIMAL,GOAT⊑ ¬SPEAKING_ANIMAL}
B={1:PARROT⊑2:PARROT}}DF={BIRD(x):PARROT(x)/¬SPEAKING_ANIMAL(x)}Fig. 4.1. DT and D of the DDT

∆I1={parrot1,parrot2,sparrow,swan}, PARROTI1={parrot1,parrot2}SWANI1={swan}, SPARROWI1={sparrow}BIRDI1={parrot1,parrot2,sparrow,swan}
∆I2={parrot,goat,butter�y}, PARROTI2={parrot}GOATI2={goat}, FLYING_ANIMALI2={parrot,butter�y}
¬SPEAKING_ANIMALI2={goat},
r12={(parrot1, parrot), (parrot2, parrot)}Fig. 4.2. The distributed interpretation of the DDTbetween ontologies used by di�erent agents are de�ned using the so-
alled bridge rules of distributed des
riptionlogi
. As mentioned in Se
tion 2, however, DDL model is not su�
ient for modeling 
ommuni
ation amongmultiple agents with heterogeneous ontologies be
ause the default information among these ontologies is not
onsidered. In this situation, query based on multi-agent systems will be possible to get partially 
orre
t results.To 
onstru
t a su�
iently 
ompletely model, default information should be 
onsidered and added into the DDLmodel with multiple ontologies. In the following, we dis
uss the problem of default extension to DDL.Our default extension approa
h is operated on a distributed terminologi
al knowledge base. A distributedterminologi
al knowledge base originally embra
es only some stri
t information (i. e., the information havingbeen expressed expli
itly in distributed terminologi
al knowledge base). Default information is used for getting
omplete and 
orre
t information from multiple distributed ontologies. We should 
onsider a way to expli
itlyin
lude and express the default information in a distributed terminologi
al knowledge base for reasoning basedon these distributed ontologies. To be able to in
lude default information in distributed knowledge base, we�rstly introdu
e the notation des
ription of a default rule.Definition 4.1. A default rule is of the form P (x) : J1(x), J2(x), · · · , Jn(x)/C(x), where P, C and Ji are
on
ept names (1 ≤ i ≤ n), and x is a variable. P (x) is 
alled the prerequisite of the default, all of Ji(x) are
alled the justi�
ations of the default, and C(x) is 
alled the 
onsequent of the default. The meaning of defaultrule P (x) : J1(x), J2(x), · · · , Jn(x)/C(x) 
an be expressed as follows:If there exists an interpretation I su
h that I satis�es P (x) and doesn't satisfy every Ji(x) (1 ≤ i ≤ n),then I satis�es C(x). Otherwise, if I satis�es every Ji(x) (1 ≤ i ≤ n), then I satis�es C(x).For example, to state that a person 
an speak ex
ept if s/he is a dummy, we 
an use the default rulePerson(x):Dummy(x)/CanSpeak(x).If there is an individual named John in a domain of individuals, then the 
losed default rule isPerson(John):Dummy(John)/CanSpeak(John).To deal with stri
t taxonomies information as well as default information in distributed knowledge base,the de�nition of distributed knowledge base should be extended for in
luding a set of default rules. We 
all thedistributed terminologi
al knowledge base with expli
it default information default distributed terminologi
alknowledge base, whi
h is denoted as DDT.Definition 4.2. A default distributed terminologi
al knowledge base DDT=(DT,D), where DT is the DTBof distributed des
ription logi
, and D is a set of default rules.An example of a DDT is shown in �gure 4.1. The DT of the DDT is based on two lo
al terminologi
alknowledge bases, named T1 and T2 respe
tively. The DT and D of the DDT are shown in Figure 4.1. Figure4.2 provides a distributed interpretation of the DDK.



16 Yinglong Ma, Beihong Jin and Mingquan ZhouThe satisfa
tion problem of DDT should be dis
ussed for queries based on it. The satisfa
tion symbol isdenoted as |=dd. The kind of satis�ability of these elements in DDT means that they should satisfy not onlyDT, but also the set D of default rules. So we 
all satis�ability of elements in DDT default satis�ability. Defaultsatis�ability serves as a 
omplement of satis�ability de�nition in a distributed terminologi
al knowledge basewith default rules. In queries based on DDT, the de�nition will be used to dete
t satis�ability of a 
on
ept orassertion.Definition 4.3. A distributed interpretation J dd-satis�es (written |=dd) the elements of DDT = (DT, D),a

ording to following 
lauses: For every default rule δ in D, δ=P (x) : J1(x), J2(x), . . . , Jn(x)/C(x), for every
i, j ∈ I� J |=dd DDT , if J |=d DT and J |=d δ� J |=dd DT , if J |=d DT and J |=d δ� J |=d δ, if J |=d P ⊑ C implies J 2d Jk ⊑ ¬C for all k (1 ≤ k ≤ n)� J |=d P ⊑ C, if i 6= j, su
h that J |=d i : P ⊑ C or J |=d i : P

⊑
−→ j : C or

J |=d j : C
⊒
−→ i : P� DDT |=dd DT , if for all distributed interpretation J , J |=dd DDT implies

J |=dd DTIn a distributed knowledge base, default information may have been used during reasoning, but a DDT isnot really helpful for reasoning with default information in distributed knowledge. Some additional informationwith respe
t to default rules should be in
luded expli
itly into DT. A 
losed default rule of the form P (x) :
J1(x), J2(x), · · · , Jn(x)/C(x) 
an be divided into two parts: P (x) → C(x) and Ji(x) → C(x), (1 ≤ i ≤ n). We
all the �rst part ful�lled rule, and the se
ond ex
eptional rules. A rule of the form A(x) → B(x) means forevery (distributed) interpretation I, x ∈ AI , then x ∈ BI , i. e. A ⊑ B, where A and B are 
on
ept names, and
x denotes an individual.Definition 4.4. An extended distributed knowledge base EDDT is 
onstru
ted based on a DDT=(DT,D),a

ording to the following 
lauses: For every default rule δ in D,δ=P (x) : J1(x), J2(x), . . . , Jn(x)/C(x),1) Dividing into two parts whi
h embra
e ful�lled rules and ex
eptional rules, respe
tively. The ful�lledrule denotes that it holds in most 
ases until the ex
eption fa
ts appear, while the ex
eptional rules denotesome ex
eptional fa
ts.2) Adding P ⊑ C and Ji ⊑ C into DT (1 ≤ i ≤ n), whi
h are the assertions 
orresponding to ful�lled ruleand ex
eptional rules, respe
tively3) Setting the priorities of di�erent rules for sele
ting appropriate rules during reasoning. The assertions
orresponding to ex
eptional rules have the highest priority, while original stri
t information has normal priority.The assertions 
orresponding to ful�lled rules are given the lowest priority.In the 
ourse of 
onstru
ting an EDDT, default information has been added into distributed knowledge basefor default reasoning, be
ause these default information may have been used during reasoning. Ex
eptionalinformation has been assigned the highest priority to avoid 
on�i
ting with some stri
t information, whileful�lled rules would be used only in the situation that no other stri
t information 
an be used, its priority isleast. A simpli�ed view of the EDDT based on the DDT and its interpretation (shown in �gure 4.1 and 4.2)
an be found in �gure 4.3. The default rule BIRD(x) : PARROT (x)/SPEAKING_ANIMAL(x) is dividedinto one ful�lled rule and one ex
eptional rule, the ful�lled rule BIRD ⊑ ¬SPEAKING_ANIMAL and theex
eptional rule PARROT ⊑ SPEAKING_ANIMAL has been added into EDDT. In fa
t, an EDDT 
anbe re
ognized as a 
olle
tion of integrated ontologies with default information expressed expli
itly. Defaultreasoning 
an be performed based on an EDDT. In the following se
tion, we will fo
us on how the defaultreasoning based on EDDT will be realized. Meanwhile, an adapted algorithm will be dis
ussed for 
he
kingdefault satis�ability of 
omplex 
on
epts and subsumption assertions.5. Reasoning with Default Information. Reasoning with default information provides agents usingdi�erent ontologies with stronger query 
apability. In our opinion, a query based on DDT 
an boil downto 
he
king default satis�ability of 
omplex 
on
ept in a

ord with the query. Based on des
ription logi
s,satis�ability of a 
omplex 
on
ept is de
ided in polynomial time a

ording to Tableau algorithm for ALCN[10, 16℄. An important result of DDL is the ability to transform a distributed knowledge base into a global one.So the existing des
ription logi
 reasoners 
an be applied for deriving new knowledge. This would allow us totransfer theoreti
al results and reasoning te
hniques from the extensive 
urrent DL literatures. In our reasoningapproa
h with default information, the result will be used. The reasoning problem of distributed terminologi
al
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Fig. 4.3. An example of EDDTknowledge base of a DDL will be transformed to the reasoning problem of terminologi
al knowledge base of aglobal DL 
orresponding to the DDL. So in our opinion, dete
ting default satis�ability of a DDL is just dete
tingthe default satis�ability of the global DL in a

ord with the DDL. A default extension to Tableau algorithm for
ALCN DL 
an be used for dete
ting default satis�ability of ALCN 
on
epts based on an EDDT.Definition 5.1. A 
onstraint set S 
onsists of 
onstraints of the form C(x), p(x,y), where C and p are
on
ept name and role name, respe
tively. Both x and y are variables.An I-assignment maps a variable x into a element of ∆I . If xI ∈ CI , the I-assignment satis�es C(x). If
(xI , yI) ∈ pI , the I-assignment satis�es p(x, y). If the I-assignment satis�es every element in 
onstraint set S,it sati s�es S. If there exist an interpretation I and an I-assignment su
h that the I-assignment satis�es the
onstraint set S, S is satis�able. S is satis�able i� all the 
onstraints in S are satis�able.It will be 
onvenient to assume that all 
on
ept des
riptions in EDDT are in negation normal form (NNF).Using de-Morgan's rules and the usual rules for quanti�ers, any ALCN 
on
ept des
ription 
an be transformedinto an equivalent des
ription in NNF in linear time. For example, the assertion des
ription SPARROW ⊑
BIRD 
an be transformed the form ¬SPARROW ⊔BIRD. To 
he
k satis�ability of 
on
ept C, our extendedalgorithm starts with 
onstraint set S = {C(x)}, and applies transformation rules in an extended distributedknowledge base. The 
on
ept C is satis�able i� the 
onstraint set S is unsatis�able. In applying transformationrules, if there exist all obvious 
on�i
ts (
lashes) in S, S is unsatis�able, whi
h means the 
on
ept C is satis�able.Otherwise, S is unsatis�able. The transformation rules are derived from 
on
epts and assertions in EDDT. Ifthe 
onstraint set S before the a
tion is satis�able, S after the a
tion is also satis�able. The transformationrules of default extension to satis�ability algorithm are shown as Figure 5.1.When the adapted algorithm is used for dete
ting default satis�ability of ALCN 
on
epts, every a
tion mustpreserve satis�ability. Be
ause if an a
tion don't preserve satis�ability, we 
annot ensure the 
ondition that ifthe 
onstraint set before the a
tion is satis�able then the set after the a
tion is satis�able. In the extensionalgorithm, we must prove the a
tions preserve satis�ability.Theorem 5.2. The a
tion of the applied transformation rules preserves satis�ability.Proof. Be
ause a DDL 
an be regarded as a global DL, for simpli�
ation, we use interpretation I of theglobal DL for distributed interpretation J of the DDL.In the extension algorithm, every step may involve the a
tions of some transformation rules that are applied.so we must prove all of these a
tions in these steps preserve satis�ability. Be
ause the a
tions in the se
ondstep are originally derived from the 
lassi
al Tableau algorithm, we have known they preserve satis�ability [10℄.The remainder of the proof will only 
onsider the a
tions in the �rst step and the third step.1) In the �rst step, the a
tion 
ondition is that for any default rule of the form

P(x) : J1(x), J2(x), . . . , Jn(x)/C(x)in set of default rules, there exists Ji(x) is 
ontained in S. If the 
onstraint set S before the a
tion is satis�able,then there exists an interpretation I su
h that I satis�es all of elements of S. Be
ause {Ji(x)}⊆S, then I satis�esJi(x) (16 i 6n). Furthermore, a

ording to the De�nition 4.1, we know I satis�es ¬C(x) after the a
tion. Fromthe above, we know that I satis�es both ¬C(x) and S, i. e., I satis�es S∪{¬C(x)} after the a
tion.
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eptional rules:(Used for Step 1)Condition:For any default rule of the form P(x):J1(x), J2(x),. . . ,Jn(x)/C(x), there exists Ji(x) (16 i 6n) is 
ontained in S,but S doesn't
ontain ¬C(x).A
tion:S=S∪{¬C(x)}Stri
t rules:(Used for Step 2)
⊓−rule:Condition:{(C⊓D)(x)}⊆S, but S doesn't 
ontain both C(x) and D(x).A
tion:S=S∪{C(x), D(x)}
⊔−rule:Condition:{(C⊔D)(x)}⊆S but {C(x),D(x)} ∩ S=∅.A
tion:S=S∪{C(x)} or S=S∪{D(x)}
∃−rule:Condition:{(∃R.C)(x)} ⊆S, but there is no individual name y su
h that S 
ontains C(x) and R(x, y).A
tion:S=S∪{C(y), R(x, y)}
∀−rule:Condition:{(∀R.C)(x), R(x, y)} ⊆S, but S doesn't 
ontain C(y).A
tion:S=S∪{C(y)}
≥n-rule:Condition:(≥nR)(x) S, there doesn't exist individual names y1, y2,· · · ,yn su
h that R(x,yi) and yi 6=yj are in S, (1≤i≤j≤n).A
tion:S=S∪R(x,yi)∪yi 6=yj , (1≤i≤j≤n), where y1,· · · , yn are distin
t individual names not o

urring in S.
≤n-rule:Condition:distin
t individual names y1,· · · ,yn+1 are 
ontained in S su
h that (≤nR)(x) and R(x,y1),· · · , R(x,yn+1) are in S, and yi 6=yj isnot in S for some i,j,1≤i≤j≤n+1.A
tion:for ea
h pair yi and yj , su
h that 1≤i≤j≤n+1 and yi6=yj is not in S, the Si,j :=[yi/yj ℄S is obtained from S by repla
ing ea
ho

urren
e of yi by yj .Ful�lled rule: (Used for Step 3)Condition:no other transformation rules is appli
able, and for any default rule of the form P(x):J1(x), J2(x), . . . , Jn(x)/C(x), {P(x)}⊆S, butall of the Ji(x) (16 i 6n) and C(x) are not 
ontained in S.A
tion:S=S∪{C(x)} Fig. 5.1. The adapted Tableau rules used for dete
ting default satis�ability of ALCN 
on
epts2) In the third step, the a
tion 
ondition is that {P(x)}⊆S, S doesn't 
ontain all of the Ji(x) (16 i 6n)and no other transformation rules 
an be applied. If the 
onstraint set S before the a
tion is satis�able, thenthere exists an interpretation I su
h that I satis�es all of elements of S. Be
ause {P(x)}⊆S, then I satis�esP(x). Furthermore, we know that I doesn't satisfy any Ji(x) (16 i 6n), otherwise, there would exist otherex
eptional rules whi
h 
an be applied. Be
ause I satis�es P(x) before the a
tion. So from De�nition 4.1, weget I satis�es C(x). Be
ause I satis�es both S and C(x), we get I satis�es S∪{C(x)}.From above proofs, we 
an 
on
lude that every a
tion in the applied transform rules, in the extensionalgorithm, preserves satis�ability.As mentioned in De�nition 4.4, an EDDT embra
es three types of transformation rules: stri
t information,ful�lled information and ex
eptional information. These di�erent types of information are given di�erent levelsof priority. Here, we use the symbol SR to denote the set of stri
t fa
ts in an EDDT, FR to denote the set offul�lled information and ER to denote the set of ex
eptional information. Then, based on the EDDT shown inFigure 4.3, we will get the des
riptions of its sets of di�erent types of information in NNF, where
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he
king default satis�ability of C based on the EDDTRequire: An EDDT whi
h embra
es SR, FR and ER.Ensure: the des
riptions of SR, FR and ER in NNF.1. S0=C(x), i=1;2. apply stri
t rules and transform S0 into Si;3. for ea
h r∈ER do //Step 14. if Si meets the 
ondition of r5. apply r to Si and result of a
tion: Si+1←Si;6. i=i+1;7. if there exist 
lashes in Si8. return �C is satis�able";9. end if10. end if11. end for12. for ea
h r∈SR do // Step 213. if Si meets the 
ondition of r and Si isn't labeled �Clash"14. apply r to Si and result of a
tion: Si+1←Si;15. i=i+1;16. if there exist 
lashes in Si17. Si is labeled �Clash";18. end if19. end if20. end for21. for ea
h r∈FR do // Step 322. if Si meets the 
ondition of r and Si isn't labeled �Clash"23. apply r to Si and result of a
tion: Si+1←Si;24. i=i+1;25. if there exist 
lashes in Si26. Si is labeled �Clash";27. end if28. end if29. end for30. if the leaf nodes of all possible bran
hes in the 
onstru
ted tree-like model are labeled �Clash"31. return �C is satis�able";32. else return �C is unsatis�able";33. end if
SR = {¬PARROT ⊔ BIRD,¬SPARROW ⊔ BIRD,

¬PARROT ⊔ FLY ING_ANIMAL,¬GOAT ⊔ ¬SPEAKING_ANIMAL}

FR = {¬BIRD ⊔ ¬SPEAKING_ANIMAL}

ER = {¬PARROT ⊔ SPEAKING_ANIMAL}.The subsumption assertions to be 
he
ked should be transformed into their negation des
ription in NNFa

ording to the theorem [10℄: A ⊑ B is satis�able i� A ⊓ ¬B is unsatis�able, where A and B are 
on
eptdes
riptions, respe
tively. For example, the subsumption assertion SPARROW ⊑ ¬SPEAKING_ANIMALwill be transformed into the 
on
ept des
ription with negation SPARROW ⊓ SEAKING_ANIMAL. Inthe following, we will des
ribe parti
ularly the extension algorithm for 
he
king default satis�ability of a given
on
ept. The default extension algorithm 
an be divided into three steps. In the �rst step, we apply ex
eptionalrules to 
onstraint set be
ause they have the highest priority. If ex
eptional rules 
an be used for the dete
ted
on
ept, stri
t rules will not be used. Otherwise, if no ex
eptional rules 
an be used, the stri
t rules 
an beapplied to 
onstraint set (step 2). The reason why we do like this is to avoid 
on�i
ting with some stri
tinformation. Another reason is to save reasoning time. In step three, only in the situation that no other stri
tinformation 
an be used, 
ould ful�lled rules be used. The default extension algorithm either stops be
ause alla
tions fail with obvious 
on�i
ts, or it stops without further used rules.The following example shown in Figure 5.2 demonstrates the algorithm with a tree-like diagram. We want toknow whether the subsumption assertion SPARROW ⊑ ¬SPEAKING_ANIMAL is satis�able in the EDDTshown in Figure 4.3. That is to say, we should dete
t that the 
on
ept SPARROW ⊓SPEAKING_ANIMALis unsatis�able. The 
on
ept is �rstly transformed into 
onstrain set S0. Considering the default rule BIRD(x) :
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PARROT (x)/SPEAKING_ANIMAL(x), we know that PARROT (x) isn't 
ontained in S0, Then, in the�rst step, the ex
eptional rule ¬PARROT (x) ⊔ SPEAKING_ANIMAL(x) 
an not be applied to S0. Inthe following steps, we apply stri
t rules, the reasoning 
ontinues until it stops with obvious 
on�i
ts. Finally,the leaf node of every bran
h in this tree-like diagram is notated using �Clash" tag. So we know the 
on-straint SPARROW ⊓ SPEAKING_ANIMAL are not satis�able. That is to say, the subsumption assertion
SPARROW ⊑ ¬SPEAKING_ANIMAL is satis�able.

S0 = { (SPARROW ⊓ SPEAKING_ANIMAL)(x) }

⊓

S1 = S0 ∪ {SPARROW(x),¬SPEAKING_ANIMAL(x)}

¬SPARROW ⊔ BIRD(x)

S2 = S1 ∪ {¬SPARROW(x)} S2 = S1 ∪ {BIRD(x)}//Clash ¬BIRD(x) ⊔ ¬SPEAKING_ANIMAL(x)

S3 = S2 ∪ {BIRD(x)} S3 = S2 ∪ {¬SPEAKING_ANIMAL(x)}//Clash //ClashFig. 5.2. Dete
ting default satis�ability of 
omplex 
on
eptPlease note that the extension algorithm 
an ta
kle both general subsumption assertions and assertionsabout ex
eptional fa
ts. In another example shown in Figure 5.3, we want to 
he
k whether the subsumptionassertion PARROT ⊑ SPEAKING_ANIMAL is satis�able, that is to say, we 
he
k the default satis�abilityof the 
on
ept PARROT (x) ⊓ ¬SPEAKING_ANIMAL(x), whi
h transformed into a 
onstrain set. In the�rst step, when the ex
eptional rule ¬PARROT (x)⊔SPEAKING_ANIMAL(x) is applied to 
onstraint set,the 
omplete 
on�i
ts o

ur. So we know the 
on
ept PARROT (x) ⊓ ¬SPEAKING_ANIMAL(x) is notsatis�able, whi
h means that the subsumption assertion PARROT ⊑ SPEAKING_ANIMAL is satis�able.Then reasoning pro
ess stops without applying other transformation rules. This 
an be served as an exampleof reasoning for an ex
eptional fa
t.
S0 = { (PARROT ⊓ ¬SPEAKING_ANIMAL)(x) }

⊓

S1 = S0 ∪ {PARROT(x),¬SPEAKING_ANIMAL(x)}

¬PARROT ⊔ SPEAKING_ANIMAL(x)

S2 = S1 ∪ {¬PARROT(x)} S2 = S1 ∪ {SPEAKING_ANIMAL(x)}//Clash ClashFig. 5.3. An example of dete
ting ex
eptional fa
tIn the following, we give a brief of dis
ussion of 
omplexity issues about the default satis�ability algorithm.Theorem 5.3. Default satis�ability of ALCN -
on
ept des
riptions is PSPACE-
omplete.



Exploiting Shared Ontology With Default Information 21Proof. From [16℄, we know that satis�ability of ALCN -
on
ept des
riptions is PSPACE-
omplete. Asmentioned above, our default satis�ability algorithm for ALCN -
on
ept des
riptions 
an be divided into threesteps. In fa
t, every step is just the satis�ability algorithm for ALCN . Then the sequen
e of the three stepsis also essentially the satis�ability algorithm for ALCN . So we get the 
on
lusion that default satis�ability of
ALCN -
on
ept des
riptions is PSPACE-
omplete.6. Related work and Dis
ussions. In the des
ription logi
s 
ommunity, a number of approa
hes toextend des
ription logi
s with default reasoning have been proposed. Baader and Hollunder [17℄ investigatedthe problems about open default in detail and de�ned a preferen
e relation. The approa
h is not restri
ted tosimple normal default. Two kinds of default rules were introdu
ed by Stra

ia [18℄. The �rst kind is similarto the fu�lled rules in our approa
h. The se
ond kind of rules allows for expressing default information of�llers of roles. Lambrix [19℄ presented a default extension to des
ription logi
s for use in an intelligent sear
hengine, Dwebi
. Besides the standard inferen
es, Lambrix added a new kind of inferen
e to des
ription logi
framework to des
ribe whether an individual belongs to a 
on
ept from a knowledge base. Calvanese [20℄proposed a formal framework to spe
ify the mapping between the global and the lo
al ontologies. Maed
he [21℄also proposed a framework for managing and integrating multiple distributed ontologies. Stu
kens
hmidt [6℄exploited partial shared ontologies in multi-agent 
ommuni
ation using an approximation approa
h of rewriting
on
epts. However, default information was not 
onsidered in these di�erent frameworks and systems. Animportant feature of our formal framework distinguished from other work is that our default extension approa
his based on DDL. To our best knowledge, little work has been done to pay attention to default extension toDDL for 
ommuni
ation among agents.There is an alternative proposal for dealing with the problem of the example shown in Figure 2.1. Forexample, if the term SPARROW instead of BIRD in ontology 1 is mapped into the termNON_SPEAKING_ANIMALin ontology 2, and the term PARROT in ontology 1 is not mapped into the term NON_SPEAKING_ANIMAL,then there is no default information to be 
onsidered. It seems that we have avoided the problem of defaultinformation between the two ontologies using the inter-ontology mapping. However, in fa
t, this approa
h isexhausted and uns
alable. If there are a lot of terms belonging to the sub
lasses of BIRD to be added intoontology 1, we have to map every one of these added terms into NON_SPEAKING_ANIMAL in ontology 2.In the situation, we will �nd the alternative approa
h is mu
h exhausted and uns
alable. In 
ontrast to thealternative approa
h, our default extension approa
h to DDL 
onsiders the inter-ontology mapping e�orts andthe s
alability of ontologies used by di�erent agents as key features.Regarding to the 
omplexity issue of the proposed default satis�ability algorithm, we will �nd that thealgorithm in
rease no more 
omplexity than satis�ability algorithm for ALCN . It means that we 
an performreasoning with stri
t information as well as default information in the same time and spa
e 
omplexity. Thefuture work in
ludes a �exible me
hanism for parsing ex
hanged messages among agents. ACLs are used to
onstru
t and parse ex
hanged messages required by both parti
ipants. Then, 
on
epts de�ned in DAML+OILontology language 
an be readily 
ombined with the me
hanism, thus in
reasing the �exibility of messages, andhen
e a

essibility and interoperability of servi
es within open environments.7. Con
lusion. In this paper, an approa
h is proposed to enables agents using di�erent ontologies on theWeb to ex
hange semanti
 information solely relying on internally provided mapping between the ontologies.Be
ause of the semanti
 heterogeneity among these ontolgies, it is di�
ult for an agent to understand theterminology of another agent. To get 
omplete and 
orre
t semanti
 information from multiple ontologies usedby di�erent agents, default information among these ontologies should be 
onsidered. Our approa
h is basedon default extension to DDL. The distributed terminologi
al knowledge base is originally used to present stri
tinformation. To perform default reasoning based on DDL, stri
t as well as default information is taken intoa

ount. Then, all of default information above is added into an extended default distributed terminologi
alknowledge base (EDDT), whi
h is 
onstru
ted from a default distributed terminologi
al knowledge base (DDT).The default Tableau algorithm is used on EDDT where di�erent rules have di�erent priority: ex
eptional ruleshave the highest priority, and ful�lled rules the least. Reasoning with default information provides agents usingdi�erent ontologies with stronger query 
apability. In our opinion, a query based on DDT 
an boil down to
he
king default satis�ability of 
omplex 
on
ept in a

ord with the query.



22 Yinglong Ma, Beihong Jin and Mingquan ZhouOur approa
h enables agents using di�erent ontologies on the Web to ex
hange semanti
 information solelyrelying on internally provided mapping between the ontologies. But so far, our approa
h is 
onsidered as a basi
me
hanism for fa
ilitating agent 
ommuni
ation. To apply it in pra
ti
e, there is still a lot of work to be done[23℄. For example, more sophisti
ated agent 
ommuni
ation proto
ols, similar to KQML [22℄ and FIPA [24℄,have to be developed for getting 
omplete and 
orre
t information through agents. Using the 
ommuni
ationproto
ols, 
on
epts de�ned in DAML+OIL ontology language 
an be readily 
ombined with the me
hanism,thus in
reasing the �exibility of messages, and hen
e a

essibility and interoperability of servi
es within openenvironments.A
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t. Mobile agents require a

ess to 
omputing resour
es on heterogeneous systems a
ross the Internet. They needto be able to negotiate their requirements with the systems on whi
h they wish to be hosted. This paper presents a negotiationinfrastru
ture with whi
h agents a
quire time-limited resour
e 
ontra
ts through negotiation with one or more mediators insteadof individual hosting systems. Mediators represent groups of autonomous hosts. The negotiation proto
ol and language are basedon the WS-Agreement Spe
i�
ation, and have been implemented and tested within the AgentS
ape framework.Key words. mobile agents, resour
e management, agent-based negotiation, WS-Agreements1. Introdu
tion. One of the assumptions behind the mobile agent paradigm in open, heterogeneousenvironments is that agents will have a

ess to 
omputing resour
es. Little thought has been given to the wayin whi
h this 
an be implemented. Not only do they need a

ess, they need to be able to plan 
oordinatedresour
e usage a
ross multiple domains. Re
ently, negotiation of the 
onditions and quality of servi
e of resour
ea

ess has been 
onsidered to be an important 
apability for distributed, servi
e-oriented ar
hite
tures. Thispaper fo
uses on the negotiation of resour
e a

ess for mobile agent appli
ations deployed on Internet-s
ale, opendistributed systems. The resour
es required by agents 
an vary from CPU type, bandwidth, to the provisionof spe
i�
 servi
es (e. g., databases, web servers, et
.), and level of se
urity required, depending on the task athand. Well-de�ned, open proto
ols and me
hanisms are ne
essary for agents to negotiate their resour
e a

essrequirements with heterogeneous hosts.This paper presents a negotiation infrastru
ture within whi
h individual agents a
quire time-limited 
on-tra
ts for the resour
es they need, through negotiation with one or more system domain 
oordinators: mediatorsrepresenting multiple autonomous hosts. The proto
ols with whi
h agent appli
ations, domain 
oordinators, andhosts intera
t, are based on the WS-Agreement Spe
i�
ation [1℄ with appli
ation dependent domain ontologiesfor spe
i�
 resour
es.The next se
tions present the negotiation infrastru
ture, in
luding the model and the ar
hite
ture. Se
tion 4des
ribes a spe
i�
 implementation of this ar
hite
ture whi
h is integrated within the AgentS
ape framework.The appli
ation dependent domain ontology for spe
i�
 
omputer resour
es is presented together with examplesof the WS-Agreement based proto
ol. In Se
tion 5, two di�erent poli
ies for request distribution by the domain
oordinators are 
ompared empiri
ally and evaluated. The paper 
on
ludes with related work and dis
ussion.2. Negotiation infrastru
ture. The overall goal and use of the negotiation infrastru
ture is to allow forthe negotiation of terms of 
onditions and quality of servi
e of resour
e a

ess by agents. The negotiation modelin
ludes the ex
hange of agreement o�ers and a

eptan
e of the o�ers between di�erent parties.2.1. Design Goals. The negotiation infrastru
ture has to deal with (i) large numbers of heterogeneousagents, and (ii) dynami
 groups of heterogeneous hosts ea
h with their own spe
i�
 sets of requirements.From the agent's perspe
tive, the negotiation infrastru
ture de�nes a uniform and straightforward negoti-ation proto
ol and well-de�ned interfa
e. Agents are not interested in knowing how the pro
ess of allo
atingspe
i�
 resour
es to spe
i�
 hosts is a
hieved: their interest is to a
quire the resour
es they need. The negoti-ation infrastru
ture needs to hide the details from the agent appli
ations.On the other side, hosts need to keep full 
ontrol over their own system, over the use of their resour
es byagent appli
ations. Negotiation poli
ies spanning multiple hosts, allowing spe
i�
ation of resour
e a

ess andusage poli
ies over a set of hosts (e.g., for load balan
ing purposes, or virtual organization-wide poli
ies, et
.)must also be fa
ilitated.2.2. Negotiation Model. In our negotiation model, hosts (H) are autonomous entities that provideresour
es (R) to agents (A) under spe
i�
 usage and a

ess poli
ies. Hosts are aggregated into virtual domains.The domain 
oordinator (DC), represents the hosts (H) within a virtual domain in the negotiation pro
ess,negotiating with both agents and hosts. Figure 2.1 shows an overview of the model.
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Fig. 2.1. Negotiation model overview.The use of a mediating domain 
oordinator makes a two-layered negotiation pro
ess within the model pos-sible. Agents negotiate resour
e a

ess with domain 
oordinators, and domain 
oordinators, in turn, negotiatewith groups of host managers in virtual domains to obtain the a
tual resour
es agents require. The resultsof negotiation are time-limited 
ontra
ts spe
ifying whi
h resour
es may be a

essed during the time span ofthe 
ontra
t, and under whi
h 
onditions the resour
es may be used. Agents 
an negotiate their options withdomain 
oordinators of multiple domains, and sele
t the DC that provides the best o�er.In the model presented in this paper, a domain 
oordinator represents a virtual organization of resour
eproviders. Agents are unaware of the individual resour
es behind a domain 
oordinator: a domain 
oordinatoris viewed by agents to be a single virtual resour
e provider. The task of sele
ting one appropriate o�er (based onthe available resour
es at a spe
i�
 point in time) has been delegated to the domain 
oordinator. Alternatively, adomain 
oordinator 
ould return a set of possible o�ers, letting a requesting agent 
hoose the most appropriate.The model presented in this paper supports both options, but only the �rst is dis
ussed. Se
tion 6 addressesthe se
ond option in more detail.The negotiation proto
ol and language used in our negotiation model are based upon the WS-AgreementSpe
i�
ation [1℄. This spe
i�
ation de�nes the format used to spe
ify agreement des
riptions and agreementintera
tions.1 The spe
i�
ation de�nes an XML-based language for agreements between resour
e providers(hosts) and 
onsumers (agents), and a proto
ol for establishing these agreements (these agreements are time-limited 
ontra
ts in our model). Agreement terms are used to des
ribe the (levels of) servi
e involved. Two typesof terms are distinguished for agreement spe
i�
ations: (i) servi
e des
ription terms, des
ribing the servi
es tobe delivered under the agreement, and (ii) guarantee terms, expressing the assuran
es on servi
e quality (e.g.,minimum bounds) for the servi
es des
ribed in the servi
e des
ription terms. An agreement spe
i�
ation also
ontains a 
ontext se
tion, 
ontaining meta information about the agreement (see Figure 2.2). This se
tion ofthe agreement 
an be used to spe
ify the parties of the agreement, the duration of the agreement, et
. Thespe
i�
ation of domain-spe
i�
 term languages is expli
itly left open.The WS-Agreement intera
tion model (see Figure 2.3) de�nes that 
onsumers (C) 
an request agreementsfrom resour
e providers (P) by issuing an agreement request based on available agreements templates, whi
h, ifa

epted, result in new agreements.In the proposed negotiation model, hosts provide an agreement interfa
e to the domain 
oordinator. Thedomain 
oordinator aggregates the templates o�ered by the hosts into 
omposed templates. The domain
oordinator makes these 
ombined templates available to agents. Agreement requests made by agents arere
eived by the domain 
oordinator. The domain 
oordinator negotiates an agreement with the hosts withrequested resour
es.The intera
tion proto
ol as spe
i�ed in the WS-Agreement Spe
i�
ation only allows for a single �request,a

ept� intera
tion, in whi
h the requesting party re
eives either an a

ept of reje
t message from the providingparty as a response to an agreement request. This is a very limited intera
tion model. In the model proposedin this paper, an additional a

ept/reje
t intera
tion sequen
e is introdu
ed, allowing the requesting party to
1This spe
i�
ation is 
urrently under development by the Global Grid Forum's Grid Resour
e Allo
ation and Agreement Proto
olWorking Group.
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Fig. 2.2. WS-Agreement 
ontents.
C P
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C P

template

agreement request

agreementFig. 2.3. WS-Agreement proto
ol.expli
itly a

ept or reje
t an o�er 
reated by the providing party. For example, in the 
ontext of mobile agentappli
ations, this allows agents to negotiate with multiple domain 
oordinators simultaneously, and a

ept thebest o�er from the set of o�ers re
eived. Additionally, an expli
it request for templates intera
tion is spe
i�ed.This step in the proto
ol allows for the initial ex
hange of information between agents and a domain 
oordinator,for example for authenti
ation purposes. Figure 2.4 shows the extended intera
tion model.
DC

DC

DC

DC

DC

agreement request

A

template
A

A

agreement offer
A

accept/reject
A

for templates
request

Fig. 2.4. Extended WS-Agreement proto
ol.3. Negotiation Ar
hite
ture. The negotiation ar
hite
ture de�nes the subsystems and interfa
es of thenegotiation infrastru
ture. The two important subsystems host manager and domain 
oordinator and theirinterfa
es are presented in detail.
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h, B. J. Overeinder, and F. M. T. Brazier3.1. Host Manager. A host manager is responsible for providing and managing resour
es on its host(see Fig. 2.1). This in
ludes fun
tionality for negotiation, 
reation, and enfor
ement of agreements. It is theresponsibility of the host manager to translate resour
e usage and a

ess poli
ies into templates on demand.These templates spe
ify whi
h resour
es 
an be made available at a spe
i�
 point in time. The o�er a hostmakes on request of a domain 
oordinator is based on these templates. After the negotiation phase, the hostmanager monitors and 
ontrols the resour
e usage to ensure that agreements are honored.Figure 3.1 shows the ar
hite
ture and negotiation interfa
e of a host manager. The agreements in themodel are time-limited 
ontra
ts: agreements that expire after some predetermined time. In the presentationof the ar
hite
ture, the term lease is used instead of time-limited 
ontra
t. Ea
h host manager is equipped withthree modules: a leasing module, implementing the main negotiation fun
tionality; a poli
y manager 
ontainingresour
e poli
ies, whi
h are applied by the leasing module; a resour
e manager with resour
e handlers, allowingmonitoring and 
ontrol of resour
e a

ess. The 
omponents of the host manager shown in Fig. 3.1 are furtherdes
ribed below.
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Fig. 3.1. Components within the Host Manager.3.1.1. Leasing Module. The leasing module in the host manager implements the negotiation and agree-ment proto
ol. The fun
tionality of the leasing module is available via the interfa
e of the host manager.Leasing Interfa
e. The leasing interfa
e o�ered by host managers to their lo
ation manager 
ontains thefollowing 
alls:
• requestTemplates(): template-listRequest the available lease templates.
• requestLease(LeaseRequest): leaseRequest a lease based on the supplied lease request.
• a

eptLease(LeaseID)A

ept a lease. Returns the a

epted lease do
ument.
• requestLeaseStatus(LeaseID): leaseRequest the 
urrent status of a lease. Returns a lease do
ument, in
luding the 
urrent status of ea
hterm.Request Pro
essor.
• Responding to template requests from the domain 
oordinator a

ording to lo
al poli
ies.
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• Creating lease o�ers. This involves determining the availability of the requested resour
es, and 
reatingo�ers based on the in
oming request, resour
e usage and a

ess poli
ies, and the 
urrent status of theresour
es.Template Management.
• Creating templates based on available resour
es, resour
e usage, and a

ess poli
ies, and a
tively main-taining this information. Note that poli
ies 
an be dynami
, that is, 
hange over time (e.g., half ofavailable 
apa
ity 
an be reserved during o�
e hours, 
omplete 
apa
ity is available outside o�
ehours).Lease Management.
• Enfor
ing the a

epted leases. This involves ensuring that the resour
e manager module performs therequired resour
e negotiation tasks.
• Handling expiration of leases. This involves freeing the resour
es spe
i�ed in the expired lease, andpossibly sending noti�
ations of lease expiration to the domain 
oordinator.
• Maintaining lease o�ers: removing the o�ers after a 
ertain set time, or implementing the o�er afternoti�
ation of a

eptan
e has been re
eived.
• Handling requests for status information on the running leases.
• Handling violation of leases. In 
ases where resour
e usage 
annot be stri
tly enfor
ed, and onlymonitoring 
an be performed, lease violations should be handled. When an appli
ation violates the
onditions set in a lease, appropriate a
tions should be performed, su
h as suspending or killing theviolating agent.3.1.2. Poli
y Manager. The poli
y manager module 
ontains resour
e poli
y des
riptions whi
h 
an beused by the leasing module during the pro
essing of requests. Poli
ies 
an be de�ned for spe
i�
 resour
es, orpoli
ies 
an be de�ned 
overing other aspe
ts of in
oming requests (identity of the requesting appli
ation, or�global� host poli
ies su
h as the total number of requests, et
.). A resour
e poli
y 
an 
ontain stati
 information,su
h as the maximum number of allowed requests for a resour
e, but 
an also refer to the monitoring 
apabilitiesof resour
e handlers to in
orporate up-to-date monitoring data 
on
erning the resour
es to whi
h the poli
yapplies.3.1.3. Resour
e Manager Module. The resour
e manager module 
ontains a set of resour
e handlers,enabling the leasing module to manage resour
es available on the host. Ea
h resour
e at a host is represented bya resour
e handler. The handler implements a resour
e independent interfa
e for the leasing module to monitorand 
ontrol the resour
es. Ea
h resour
e handler supports: (i) 
reation of resour
e reservations based on leaseo�ers; (ii) implementation of the reservation, whi
h a
tivates the resour
e handler to start monitoring resour
e
onsumption with respe
t to a

epted leases; (iii) release of a reservation, freeing the resour
e (amount) relatedto expired or violated leases. Ea
h resour
e handler also supports a monitoring interfa
e, allowing for retrievalof resour
e spe
i�
 monitoring information, to be used in, for example, resour
e poli
ies.
• reserve(LeaseRequest): Referen
eIDCan be used to reserve a resour
e (amount) for a spe
i�
 lease request. The resour
e handler inspe
tsthe request, and 
reates a reservation. A referen
e identi�er is returned to enable further managementof the reservation.
• implement(Referen
eID): voidUsed to request implementation of a reservation (indi
ated by Referen
eID).
• release(Referen
eID): voidRelease an implemented resour
e reservation (indi
ated by Referen
eID).
• getStatus([Referen
eID℄): statusUsed to request the status of a reservation. Returned value 
an be one of: initialized, reserved, a
tive,violated.
• getMonitorValue(SensorID): domain_spe
ifi
_valueUsed to request resour
e spe
i�
 monitoring information 
on
erning a resour
e.3.2. Domain 
oordinator. The domain 
oordinator abstra
ts from the individual hosts (resour
e pro-viders) and presents the aggregated resour
es as one virtual resour
e provider. The domain 
oordinator isresponsible for resour
e a

ess negotiation with appli
ations and its enfor
ement. To this purpose it providesappli
ations with templates of resour
es available within its domain at the time requested. The domain 
oordi-
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h, B. J. Overeinder, and F. M. T. Braziernator, in turn, requests and re
eives information on availability of resour
es from its hosts, and 
ombines thisinformation if, and when appropriate, to 
onstru
t appli
ation dire
ted templates.On
e a template-based request is re
eived from an appli
ation, the domain 
oordinator pursues delegation ofresour
es to hosts. Upon re
eiving the host bids, the domain 
oordinator 
hooses based on available templates,host and domain poli
ies, and returns a proposed lease if possible. If a proposed lease is a

epted, the domain
oordinator is responsible its e�e
tuation and enfor
ement.Figure 3.2 shows an overview of the leasing module within the domain 
oordinator.
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Fig. 3.2. Leasing 
omponents within the domain 
oordinator.Request Pro
essor. This 
omponent is responsible for the following tasks:
• Pro
essing requests for templates by appli
ations. This implies 
he
king poli
ies to determine to whi
htemplate information the appli
ation is entitled.
• Pro
essing requests for leases by appli
ations. This involves determining whether the request is basedon a valid template, and whether the request ex
eeds the bounds set by that template.
• Handling lease o�ers returned by hosts in response to requests. If more than one host was sent thesame request, a 
hoi
e has to be made between their o�ers. In addition, if the o�ers are part of arequest based upon a 
ombined template, the o�ers are 
ombined into a single o�er for the appli
ation.Further, when a lease proposal is a

epted by an appli
ation, the hosts o�ering the lease are informedof a

eptan
e.
• Determining from whi
h hosts o�ers are requested. This involves determining whi
h host(s) are o�eringrelevant templates, and possibly splitting the request into multiple requests for di�erent hosts, if a
ombined lease template was used by the appli
ation.Template Management. This 
omponent requests, 
reates and maintains information about the templateson whi
h leases are based. This 
omponent performs the following tasks:
• Obtaining and maintaining template information of the hosts 
urrently in the domain.
• Creating template 
ombinations of resour
es from multiple hosts in a single template. This involvesapplying lo
al template poli
ies spe
ifying whi
h host templates 
an or 
annot be 
ombined.Lease Management. The lease management 
omponent maintains information about leases, lease requestsmade by appli
ations, and lease proposals from hosts, and performs the following tasks:
• Maintaining status information of 
urrent valid leases. This involves a
tively or passively retrievinglease status information from the hosts responsible for enfor
ing the leases a
ting appropriately uponlease expiration.
• Maintaining information of 
urrently outstanding lease proposals.4. AgentS
ape Negotiation Ar
hite
ture. The negotiation ar
hite
ture des
ribed above has been im-plemented in the AgentS
ape framework, a framework for heterogeneous, mobile agents. This se
tion des
ribeshow the subsystems have been instantiated, and provides examples of how the agreement-based negotiation isused to 
reate leases for agent appli
ations using the AgentS
ape middleware.
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ape. The AgentS
ape middleware [8℄ 
onsists of two layers. At the base of the middle-ware is the kernel, o�ering low-level se
ure 
ommuni
ation between middleware pro
esses, and fa
ilities forse
ure agent mobility. On top of the AgentS
ape kernel, middleware pro
esses provide higher-level middlewarefun
tionality to agents. For example, agent servers provide a run-time environment for agents, and a Webservi
e gateway provides agents the ability to 
ommuni
ate with web servi
es using the SOAP/XML proto
ol.In AgentS
ape, virtual domains are 
alled lo
ations. An AgentS
ape lo
ation 
onsists of one or more hostsrunning the AgentS
ape middleware, typi
ally within a single administrative domain.In addition to the middleware pro
esses des
ribed above, ea
h host has a host manager middleware pro
ess.This pro
ess is responsible for managing the middleware 
omponents running on the host, and implementingthe required negotiation fun
tionality as des
ribed in the ar
hite
ture. Furthermore, ea
h AgentS
ape lo
ationruns a lo
ation manager pro
ess on one of the hosts, whi
h implements management fun
tionality required formanaging AgentS
ape hosts, and whi
h implements the fun
tionality of the domain 
oordinator, enabling agentappli
ation to enter into resour
e negotiations with lo
ations. Figure 4.1 shows an overview of an AgentS
apelo
ation.
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Fig. 4.1. Overview of an AgentS
ape lo
ation.4.2. AgentS
ape Negotiation Ar
hite
ture. Within AgentS
ape, agents 
an start negotiations witha number of lo
ations, and given the o�ers the lo
ations provide, sele
t the lo
ation o�ering the best options.The agent then migrates to the lo
ation with whi
h agreement has been rea
hed.4.2.1. AgentS
ape resour
es. The AgentS
ape negotiation ar
hite
ture de�nes a set of resour
es that
an be allo
ated and used by agents in the AgentS
ape spe
i�
 ontology. This ontology is used during negotia-tion. Currently, the following resour
es are in
luded in this ontology:
• CPU time: The time (in millise
onds) that an agent spends on an agent server.
• Communi
ation bandwidth: The number of bytes/se
ond that an agent may send to other agents.
• Memory: The amount of RAM an agent may 
onsume while running on an agent server.
• Web servi
e a

ess: The web servi
es that an agent is allowed to a

ess using the AgentS
ape WebServi
e Gateway.
• Web servi
e 
all rate: The number of 
alls that an agent is allowed to do on a web servi
e using thegateway.
• Disk spa
e: The amount of disk spa
e an agent is allowed to use while running on an agent server.Additional resour
es 
an be de�ned in the future, as the fun
tionality o�ered by AgentS
ape is extended.The resour
es are spe
i�ed in the XML S
hema language, enabling the use of these de�nitions within theagreement-based negotiation sequen
e. As an example, 
onsider the three resour
es spe
i�ed in Example 4.1.In this example, the time-on-
pu resour
e and the 
ommuni
ation-bandwidth resour
e are de�ned as simpleinteger values representing the number of millise
onds and the number of Kilobytes/se
ond respe
tively. The
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e-a

ess resour
e is de�ned as a list of servi
e names (strings) representing the list of servi
eswhi
h may be a

essed.<xsd:simpleType name="time-on-
pu"type="xsd:positiveInteger" /><xsd:simpleType name="
ommuni
ation-bandwidth"type="xsd:positiveInteger" /><xsd:
omplexType name="web-servi
e-a

ess"><xsd:all><xsd:element name="servi
e-name" type="xsd:string"minO

urs="1" maxO

urs="unbounded"/></xsd:all></xsd:
omplexType> Example 4.1AgentS
ape resour
e de�nitions.The AgentS
ape spe
i�
 language is used within the lease model to express resour
e requirements and usage
onditions. In Example 4.2, an example of agent resour
e requirements is shown. In this example, an agentrequests 50 se
onds of CPU time, and 50 Kb/s of 
ommuni
ation bandwidth.<!-- requirement: 50 se
onds CPU time --><agents
ape:time-on-
pu>50000</agents
ape:time-on-
pu><!-- requirement: 50Kb/s bandwidth --><agents
ape:
ommuni
ation-bandwidth>51200</agents
ape:
ommuni
ation-bandwith> Example 4.2Agent resour
e requirements.4.3. AgentS
ape Host Manager. The AgentS
ape host manager is responsible for o�ering resour
es tothe lo
ation manager. Based on its own information on the status of its resour
es, and its own poli
ies regardingthese resour
es, the host manager 
reates a set of templates. Example 4.3 shows an example of a template,using the syntax as de�ned in the WS-Agreement Spe
i�
ation. The template spe
i�es that this host 
an nowo�er two resour
es, ea
h with spe
i�
 a

ess 
onditions. For the �rst resour
e: the time-on-
pu resour
e, amaximum value of 100 se
onds is spe
i�ed. The se
ond resour
e, 
ommuni
ation-bandwidth, is not restri
tedby the template.4.4. Lo
ation Manager. The lo
ation manager enters into negotiation with host managers within itslo
ation on behalf of agents. The lo
ation manager maintains information on the templates o�ers by ea
h of thehosts within the lo
ation, and uses this information to provide templates to agents. Agents base their requestsfor leases to the lo
ation manager on these templates. As an example, 
onsider the following request, in whi
han agent requests a lo
ation for 50 se
onds of CPU time, and 50 Kb/s of 
ommuni
ation bandwidth.To meet lease requests by agents, the lo
ation manager enters into negotiation with the relevant hosts inits lo
ation (those that 
an provide the resour
es requested). For ea
h request re
eived from an agent, one ormore suitable hosts are sele
ted (based on their templates). Ea
h of the hosts then 
reates an o�er based onthe 
urrent resour
e 
onditions. The lo
ation manager sele
ts one of the o�ers, and dis
ards the others, or
ombines a number of o�ers into a 
omposed o�er. The sele
ted o�er is returned to the agent. As mentionedin Se
tion 2.2, multiple o�ers 
an be returned to the agent, but does not 
omply with the AgentS
ape model.In the following example, a lo
ation manager has re
eived a request from an agent, and has sele
ted twohosts within its lo
ation to whi
h it forwards the request. The hosts determine if and to whi
h extent therequest 
an be ful�lled, and return their o�ers (proposed leases) to the lo
ation manager. In Example 4.5,Host 1 returns a proposal in whi
h the requested CPU-time is un
hanged with respe
t to the request from
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e Negotiation Framework for Mobile Agents 31<wsag:Template><wsag:Name>Template1</wsag:Name><wsag:Context/><wsag:Terms/><wsag:CreationConstraints><wsag:Item><wsag:Lo
ation>//wsag:Servi
eDes
riptionTerm//agents
ape:time-on-
pu</wsag:Lo
ation><xs:maxIn
lusive xs:value="100000"></wsag:Item></wsag:Item><wsag:Lo
ation>//wsag:Servi
eDes
riptionTerm//agents
ape:
ommuni
ation-bandwidth</wsag:Lo
ation></wsag:Item></wsag:CreationConstraints></wsag:Template> Example 4.3AgentS
ape resour
e template.<wsag:AgreementOffer><wsag:Name>Offer1</wsag:name><wsag:Context><wsag:AgreementInitiator>agentX</wsag:AgreementInitiator><wsag:TemplateName>Template1</wsag:TemplateName></wsag:Context><wsag:Terms><wsag:All><wsag:Servi
eDes
riptionTermwsag:Name="TimeOnCPU"wsag:Servi
eName="Lo
ationY"><agents
ape:time-on-
pu>50000</agents
ape:time-on-
pu></wsag:Servi
eDes
riptionTerm><wsag:Servi
eDes
riptionTermwsag:Name="Communi
ation"wsag:Servi
eName="Lo
ationY"><agents
ape:
ommuni
ation-bandwidth>51200</agents
ape:
ommuni
ation-bandwidth></wsag:Servi
eDes
riptionTerm></wsag:All></wsag:Terms></wsag:AgreementOffer> Example 4.4Lease request made by agent.the agent, and 
ommuni
ation-bandwidth is de
reased to 10 Kb/s. Host 2 also returns a proposal in whi
hthe requested time-on-
pu is redu
ed to 40 se
onds, and 
ommuni
ation-bandwidth is de
reased to 30 Kb/s.Also, an ExpirationTime element is added to the 
ontext se
tion of the proposal, indi
ating when the leasewill expire, if a

epted by the agent. Host 1 de�nes an expiration time of 23:04:44 upon whi
h it no longerguarantees the requested resour
es, and Host 2 de�nes an expiration time of 23:10:00.The proposals are re
eived and 
ompared by the lo
ation manager. Host 1 o�ers fully the requestedtime-on-
pu, but o�ers a 
ommuni
ation-bandwidth whi
h is substantially lower than the requested band-width. The o�er made by Host 2 o�ers a lower time-on-
pu value, but does o�er a bandwidth value whi
h is
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h, B. J. Overeinder, and F. M. T. Brazier<wsag:Agreement><wsag:Context><wsag:AgreementInitiator>AgentX</wsag:AgreementInitiator><wsag:AgreementProvider>Host1</wsag:AgreementProvider><wsag:ExpirationTime>2005-07-23T23:04:00</wsag:ExpirationTime></wsag:Context><wsag:Terms><wsag:All><wsag:Servi
eDes
riptionTermwsag:Name="TimeOnCPU"wsag:Servi
eName="Lo
ationY"><agents
ape:time-on-
pu>50000</agents
ape:time-on-
pu></wsag:Servi
eDes
riptionTerm><wsag:Servi
eDes
riptionTermwsag:Name="Communi
ation"wsag:Servi
eName="Lo
ationY"><agents
ape:
ommuni
ation-bandwidth>10240</agents
ape:
ommuni
ation-bandwidth></wsag:Servi
eDes
riptionTerm></wsag:All></wsag:Terms></wsag:Agreement>

<wsag:Agreement><wsag:Context><wsag:AgreementInitiator>AgentX</wsag:AgreementInitiator><wsag:AgreementProvider>Host2</wsag:AgreementProvider><wsag:ExpirationTime>2005-07-23T23:10:00</wsag:ExpirationTime></wsag:Context><wsag:Terms><wsag:All><wsag:Servi
eDes
riptionTermwsag:Name="TimeOnCPU"wsag:Servi
eName="Lo
ationY"><agents
ape:time-on-
pu>40000</agents
ape:time-on-
pu></wsag:Servi
eDes
riptionTerm><wsag:Servi
eDes
riptionTermwsag:Name="Communi
ation"wsag:Servi
eName="Lo
ationY"><agents
ape:
ommuni
ation-bandwidth>30720</agents
ape:
ommuni
ation-bandwidth></wsag:Servi
eDes
riptionTerm></wsag:All></wsag:Terms></wsag:Agreement>Example 4.5Host lease proposals.
loser to the requested value than the o�er of Host 1. The lo
ation manager makes a sele
tion between theseo�ers based on 
urrent sele
tion poli
ies, and 
ommuni
ates this o�er to the agent. In our example, the lo
ationmanager 
hooses the proposal made by Host 2. The agent 
hooses to a

ept the o�er. After a

eptan
e, theagent has a limited time in whi
h it must migrate to the target lo
ation, or the lease o�er will expire. After thearrival of the agent at the target lo
ation, the agent is allowed to 
onsume the agreed upon resour
es until thelease expires.

requestWSDLAccess(...)
sendSOAPRequest(...)

requestTemplates(LocationID)
requestLease(LocationID, leaseRequest)
requestLeaseStatus(LocationID, leaseID)
acceptLease(LocationID, leaseID)

...

sendMessage(agentID, messageContent)
receiveMessage()
move(LocationID)
kill()
suspend(timeOut)

Fig. 4.2. Lease related 
alls on the AgentS
ape agent interfa
e.4.5. AgentS
ape Agent Interfa
e. The interfa
e presented to agents by the AgentS
ape middleware
ontains several lease related 
alls, as shown in Figure 4.2. These 
alls enable agents to enter into resour
e leasenegotiations with AgentS
ape lo
ations.5. Experiments. To evaluate the implementation and assess the operation of the negotiation ar
hite
turedes
ribed above, several experiments have been performed. The �rst set of experiments 
entered on the ability
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hite
ture to a

ommodate domain-wide resour
e poli
ies. The se
ond set of experimentsfo
used on the use of the negotiation ar
hite
ture to apply �quality of servi
e� poli
ies using individualized hostpoli
ies.5.1. Experimental setup. A distributed AgentS
ape lo
ation is set up 
onsisting of nine hosts. Eighthosts are 
on�gured to run a host manager and an agent server, and one host is 
on�gured to run a lo
ationmanager. The lo
ation manager implements the domain 
oordinator negotiation fun
tionality. In ea
h ofthe experiments, agents migrate to the lo
ation after a lease has been a
quired through negotiation with thelo
ation manager. The hosts used for the AgentS
ape lo
ation are part of the DAS-2 
luster at the VrijeUniversiteit Amsterdam, 
onsisting of Dual Pentium-III nodes 
onne
ted by Fast Ethernet (Myrinet-2000 isavailable between ma
hines at ea
h 
luster, but was not used in these experiments). The agents are insertedfrom a host outside the DAS-2 
luster, also 
onne
ted by Fast Ethernet.In the experiments, CPU-time is the main subje
t of the negotiation pro
ess. In ea
h experiment, onethousand agents are inserted into the lo
ation. For ea
h agent, a �desired� CPU-time amount is generateda

ording to the Weibull distribution (s
ale = 3.0, shape = 2.0, mean = 26.587 se
onds). This value from thedistribution is then used to 
reate a lease request whi
h is then sent to the lo
ation. The intervals betweenlease requests of individual agents are distributed a

ording to the Poisson distribution (mean = 2 se
onds).Ea
h lease request re
eived by the lo
ation manager is translated into lease requests to the 8 host managerswithin the lo
ation. Ea
h host manager then responds with a lease o�er if the requested value is in line withthe lo
al CPU-time poli
y, or responds with an empty o�er if the requested value is not in line with the poli
y.In the experiments, the load on a host is represented as the number of agents running on a host, measured atone se
ond intervals.5.2. Domain-wide negotiation poli
y experiments. In the area of distributed systems it is usefulto apply domain poli
ies fa
ilitating the distribution of 
omputational load a
ross available hosts in the en-vironment. Two straightforward types of poli
ies are based on the prin
iples of: (1) time-division, in whi
h
omputational load is s
heduled for exe
ution at di�erent times, and (2) spa
e-division, in whi
h 
omputationalload is s
heduled on di�erent hosts. In these experiments, a round-robin (spa
e-division) negotiation poli
y isapplied, i. e., a lo
ation manager 
olle
ts o�ers made by the hosts, and applies a round-robin load balan
ingpoli
y to sele
t one of the o�ers made by the hosts. This o�er is then sent ba
k as an answer to the originallease request. After a

eptan
e of the lease, an agent is inserted at the host that has been sele
ted duringnegotiation. The agent will then start to 
onsume CPU-time by performing prede�ned 
al
ulations. Whenthe CPU-time delegated to the agent in the lease is 
onsumed, the agent is stopped and removed from thehost. In this experiment, hosts are 
on�gured with a negotiation poli
y di
tating that all lease requests shouldbe a

epted, regardless of the requested CPU-time value. The lo
ation manager sele
ts host manager o�ersa

ording to a round-robin poli
y, with the aim of to distribute all agents evenly throughout the lo
ation.As a measure for the balan
e of the load within the AgentS
ape lo
ation, the �Load Balan
e Metri
� is used,as des
ribed by Bunt and Eager [4℄. This metri
 is de�ned by taking the weighted average of peak-to-meanserver load ratios. This ensures that a larger imbalan
e during high-load situations has a greater e�e
t on theLBM measure than a smaller imbalan
e during lower-load 
onditions. The value of the LBM measure rangesfrom the number of servers (8 hosts in the experiments) to 1, where a lower value represents a higher balan
e(LBM value 1 means perfe
t load balan
e). In Fig. 5.1, the LBM values are graphed, 
al
ulated over 10 se
ondintervals. The �gure shows that a 
onsistent balan
e is a
hieved within the lo
ation using the round-robinpoli
y, during the insertion of agents as des
ribed in the experimental setup. At the end of the experiment,load balan
e 
an no longer be enfor
ed, as all agents have been inserted and load imbalan
e is indu
ed by the
ompletion of agents at a host, while a fra
tion of the hosts is still exe
uting long running agents. This is shownin the graph by the sharp in
rease of the LBM value.5.3. Di�erentiated host poli
y experiments. In the se
ond set of experiments, negotiation poli
ieswere applied to implement a quality of servi
e poli
y aimed at improving responsiveness for agents with arelatively short running time (below the mean value as des
ribed above). In the experiments, two di�erent hostpoli
ies are used: a poli
y allowing only requests below the mean CPU-time value, and a poli
y allowing onlyrequests above the mean CPU-time value. (The CPU-time values are taken from the same Weibull distributionas des
ribed in Se
tion 5.1.) In ea
h experiment, the number of hosts a

epting below-mean and above-meanis varied. The round-robin poli
y of the lo
ation manager is still applied, but within the two host groups
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ond intervals using round-robin negotiation poli
y.separately, as attaining a balan
ed load within groups is still desirable, but is not feasible a
ross the di�erentgroups.In Table 5.1, the results of these experiments are shown. In the �rst 
olumn, the number of hosts a

eptingonly agents with a CPU-time value below the mean is given. The se
ond and third 
olumn present a qualityof servi
e per
entage for agents with a below-mean and above-mean CPU-time value respe
tively. The qualityof servi
e per
entage metri
 is de�ned as the a
tual CPU-time agents have 
onsumed divided by the �wall
lo
k� time agents have spent on a host. The results in the table are the mean over three experiments. A highquality of servi
e per
entage of 100% indi
ates a perfe
t quality of servi
e where the resour
e is 
ompletelyavailable to the agent (the agents in the experiments are CPU bound, and, e.g., not waiting for I/O or network
ommuni
ation). A low quality of servi
e per
entage means that the agent has to 
ompete with other agents(or generally tasks) to a

ess the resour
es.The values in the bottom row are obtained from the load balan
ing experiments presented in the previousse
tion, in whi
h no di�erentiation was made based on CPU-time values, and agents 
ould be pla
ed on all hosts.This 
an be seen as a �referen
e� value, indi
ating the responsiveness in the undi�erentiated 
ase. From theresults it 
an be argued that a 
on�guration with 8 hosts, where 3 hosts a

epting only agents with below-meanCPU-time values (and 
onsequently 5 hosts a

epting only above-mean CPU-time), gives agents with a shorterrunning time a better responsiveness, at a not too great expense for the longer running agents. For 4 hostsreserved for short running agents, the responsiveness dramati
ally improves with about a fa
tor of 5 
omparedto the referen
e results, while the long running agents experien
e an in
reased turnaround time of a fa
tor of 1.7.The experiments have shown that di�erent poli
ies 
an be relatively easily enfor
ed, both on aggregatelo
ation level, enfor
ing a round-robin load balan
ing poli
y, as well as on individual host level, a

eptingeither short or long running agents. It should be stressed that the experiments are not intended to show theperforman
e of spe
i�
 poli
ies, but rather show how di�erent poli
ies de�ned on lo
ation and host level 
an bede�ned and enfor
ed by the resour
e negotiation infrastru
ture presented in this paper.6. Related Work and Dis
ussion. The negotiation ar
hite
ture des
ribed above hides the 
omplexityof managing a

ess and usage of heterogeneous and distributed resour
es from agents, by providing a uniformnegotiation infrastru
ture aggregating the resour
es within a virtual domain. The ar
hite
ture uses the WS-Agreement emerging Grid standard as a basis for its negotiation proto
ol and language.The WS-Agreement framework o�ers an extensible basis for resour
e management involving distributedheterogeneous resour
es and distributed appli
ations. In its 
urrent state however, the WS-Agreement frame-
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e Negotiation Framework for Mobile Agents 35# below mean avg. for below avg. for abovehosts mean agents % mean agents %2 8.3 38.63 24.9 13.24 76.3 9.75 87.7 5.86 90.9 4.5referen
e 14.5 16.2Table 5.1Quality of servi
e per
entage results of the CPU-time di�erentiated host poli
y experiments.work has a number of short
omings. First, the spe
i�
ation only provides for a basi
 negotiation proto
ol andrelated information stru
tures. This 
ould be su�
ient for use in servi
e-oriented environments for whi
h themodel is intended, however, in a self-managing appli
ation domain, as des
ribed in this paper, more elaboratenegotiation fa
ilities 
ould provide these appli
ations with more 
ontrol over allo
ation and use of resour
es.Se
ond, the framework does not provide a model des
ribing how enfor
ement of agreements is to be integratedin the system providing the resour
es. Although it 
an be argued that mu
h of this is very domain-spe
i�
and 
annot be 
aptured in a useful model, the framework 
ould present an abstra
t model of the requiredinformation stru
tures and design of an agreement-based infrastru
ture supporting the WS-Agreement frame-work.In this paper, an extension of the WS-Agreement negotiation proto
ol is proposed. The addition of anexpli
it a

ept/reje
t intera
tion sequen
e allows agents to enter into negotiations with multiple providers and
ompare re
eived o�ers. The proposed framework is implemented in the AgentS
ape middleware. In a re
entpaper, Paurobally and Jennings [9℄ also re
ognize the need for more 
omplex negotiation patterns other thanpossible within the WS-Agreement Spe
i�
ation. In their paper, ri
her message types (i. e., inform and bid)and intera
tion proto
ols are proposed in the form of an additional layer, allowing for the spe
i�
ation of agentintera
tion proto
ols on top of the WS-Agreement messaging layer. The Grid Resour
e Allo
ation AgreementProto
ol (GRAAP) working group also extended their work on WS-Agreement with the WS-Agreement Nego-tiation Spe
i�
ation [2℄. Here, a negotiation layer is de�ned to be in
orporated on top of the WS-AgreementSpe
i�
ation. The negotiation layer allows to express negotiation o�ers in terms expressed in the meta-languagealready de�ned in WS-Agreement.Independent from the WS-Agreement Spe
i�
ation a
tivities, Hung et al. [6℄ proposed a Web servi
e nego-tiation model 
alled WS-Negotiation. Also, a servi
e level agreement (SLA) template model is presented, withdi�erent domain spe
i�
 vo
abularies for supporting di�erent types of negotiation. The negotiation proto
olin their model is geared toward integrative negotiation, where both parties lo
ate and adopt the option thatprovide greater joint utility to the parties taken 
olle
tively. The message types re�e
t this negotiation modeland is more extended than the models presented by Paurobally and Jennings [9℄ and the GRAAP workinggroup [2℄.IBM's Cremona [7℄ (Creation and Monitoring of Agreements) is an e�ort to 
reate an ar
hite
ture and setof libraries that implement the WS-Agreement interfa
es and agreement (template) management, and provideagreement fun
tionality suitable for implementations in domain-spe
i�
 environments. The Cremona ar
hite
-ture spe
i�es domain-independent and domain-spe
i�
 
omponents required for agreement-based management,and the Cremona libraries provide implementations of the agreement interfa
es, domain-independent 
ompo-nents, and well-de�ned interfa
es for the domain-spe
i�
 
omponents. Cremona is 
urrently being o�ered as apart of IBM's Emerging Te
hnologies Toolkit.The design goals and the realization of the WS-Agreement-based negotiation infrastru
ture presented inthis paper and the Cremona ar
hite
ture are quite similar. However, the WS-Agreement-based negotiationinfrastru
ture extends the Cremona ar
hite
ture with the option to 
ombine templates and agreements frommultiple resour
es. The 
ombination of templates and agreements is ne
essary to a

omplish resour
e aggrega-tion, for example, to implement virtual organizations where multiple resour
e 
ooperate to provide a (numberof) servi
es.
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h, B. J. Overeinder, and F. M. T. BrazierThe 
on
ept of leasing has been used in the area of distributed appli
ation frameworks, for example inJini [10℄, where leases are used for distributed garbage 
olle
tion. In the Jini framework, 
lients lease resour
ea

ess, su
h as for example servi
e registration within a lookup servi
e. The a
quired lease allows a 
lientto make of use of that resour
e for a limited time-period. When a lease expires, and no expli
it renewal isrequested by the 
lient (for example be
ause of network failure), the asso
iated resour
e is made availablefor other 
lients, preventing unne
essary resour
e allo
ation. This 
hara
teristi
 has been in
luded in thenegotiation model presented in this paper. The Jini spe
i�
ation, however, does not 
over a negotiation modelor proto
ol spe
i�
ation. In the SHARP [5℄ ar
hite
ture, ti
kets (soft resour
e 
laims) 
an be redeemed byresour
e 
onsumers for leases (hard resour
e 
laims), whi
h guarantee a

ess to a resour
e. Ti
ket holders 
andelegate resour
es to other prin
ipals by issuing new ti
kets. The goals of the SHARP ar
hite
ture and theAgentS
ape negotiation ar
hite
ture are similar in nature, with the AgentS
ape negotiation ar
hite
ture beingmore oriented towards agent appli
ations.The fo
us of our 
urrent and future work in
ludes extending the ar
hite
ture and model with agent level
omponents, allowing appli
ation developers to more easily integrate and implement resour
e negotiation inter-a
tions into their appli
ations. As an example, for the AgentS
ape middleware, a WS-Agreement based AgentCommuni
ation Language would enable agents to more easily 
ommuni
ate with the resour
e negotiation in-frastru
ture. Furthermore, the addition of more expressive and �exible negotiation proto
ols would allow bothappli
ations and resour
es more �ne-grained 
ontrol of the negotiation pro
ess.As stated in Se
tion 2.2, the 
urrent implementation of the domain 
oordinator in the negotiation infras-tru
ture returns one o�er in reply to an agent request. This is an implementation de
ision and not a limitationof the negotiation model or proto
ol. If the domain 
oordinator returns multiple o�ers, the requesting agent
an de
ide whi
h o�er is most appropriate to 
omplete its 
urrent task, e. g., 
onsidering expe
ted 
omputingtime, exe
ution 
osts, se
urity level, or other uses of resour
es. Part of the extended negotiation proto
ol 
anbe the spe
i�
ation by the agent whether it opts for a light-weight negotiation proto
ol with single o�ers, or amore 
omplex negotiation proto
ol with multiple o�ers.The negotiation ar
hite
ture makes it also possible for a virtual provider to 
he
k an agent's 
redentialsbefore even starting to negotiate with an agent. As identity management is an important aspe
t in the designof large-s
ale open agent systems [3℄, this aspe
t is 
urrently being further explored, in parti
ular in relation tolegal impli
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© 2006 SWPSAGENT COMPOSITION VIA ROLE-BASED INFRASTRUCTURESGIACOMO CABRI∗Abstra
t. Software agents represent an interesting paradigm to approa
h 
omplex and distributed systems. Their so
ialityenables to build multiagent systems, where di�erent agents intera
t to pursue their goals. Multiagent systems 
an involve both
ooperative and 
ompetitive agents. In both 
ases, the 
omposition of di�erent agents is an issue that must be fa
ed by developers.In this paper, we propose to build infrastru
tures based on roles, whi
h are abstra
tions that enable the 
omposition of di�erentagents in an open s
enario. Some 
on
rete examples are provided to support our proposal.Key words. agents, roles, multiagent systems, intera
tion1. Introdu
tion. With no doubt software agents have been proposing as an innovative paradigm for someyears, and we envision a digital world populated by them to support users belonging to the human world. Infa
t, they are able to perform tasks on behalf of users, due to their main features�autonomy, proa
tiveness,rea
tivity and so
iality [19℄. In addition, 
omplex appli
ations 
an be divided into smaller and simpler tasks, ea
hone delegated to one agent [18℄. This leads to systems 
omposed of several agents, 
alled multiagent systems,where agents intera
t and 
oordinate to 
arry out a 
ommon goal. Going further, in a wide open s
enariothe so
ial behaviour of the agents implies intera
tions not only between agents 
ooperating in one appli
ation,but also between agents of di�erent appli
ations, whi
h may have a 
ompetitive behaviour, to gain the useof resour
es [12℄. The feature of mobility [20℄, enhan
ing the autonomy of agents, implies further advantages.Generally, mobile agents 
an save bandwidth by moving lo
ally to the environments where the resour
es arelo
ated, and do not rely on 
ontinuous network 
onne
tions. Users are not required to be 
onne
ted to thenetwork 
ontinuously: they 
an send their agents, dis
onne
t, and then re
onne
t when the agents have 
arriedout their tasks to retrieve them.However, building multiagent systems is not so easy, be
ause they require a 
areful and e�e
tive 
ompositionof di�erent agents, to 
arry out their tasks; the presen
e of mobile agents may make the s
enario even more
omplex, sin
e agents 
an enter and exit an appli
ation 
ontext dynami
ally. Composition means not onlyspe
ifying whi
h agents take part in a given appli
ation 
ontext, but also taking into a

ount the rules for theintera
tions between agents and between agents and environments. Developers must fa
e these issues duringthe entire development pro
ess. This paper proposes to 
ompose agents by means of infrastru
tures based onthe 
on
ept of role. A role 
an be de�ned as a stereotype of behaviour, and is exploited in parti
ular in a groupor organization of entities, ea
h one exhibiting a spe
i�
 behaviour inside the group. Real life proposes lots ofexamples where people play roles and the 
on
ept of role has been exploited in the Obje
t-Oriented �eld todesign 
omplex appli
ations, in the agent area, and in other proposals related to 
omputer s
ien
e in general.We show that roles 
an be exploited to build infrastru
tures that are useful abstra
tions to 
ompose di�erentagents in a multiagent system. Su
h abstra
tions 
an then be implemented exploiting a role-based system.The paper is organized as follows. Se
tion 2 introdu
es the 
on
ept of role for the agents. Se
tion 3 presentsthe de�nition of infrastru
tures based on roles. Se
tion 4 introdu
e the RoleX system, whi
h 
an be exploitedfor a possible implementation. Se
tion 5 shows some examples, giving more details about the implementation.Se
tion 6 reports some related work. Finally, Se
tion 7 
on
ludes the paper and sket
hes some future work.2. Roles. One of the most important features of the agents is so
iality, thanks whi
h 
omplex appli
ations
an be built on the base of the intera
tions between autonomous 
omponents (the agents themselves). In this
ontext, it is important that appli
ation developers fa
e the engineering of the intera
tions between agentswith appropriate models and tools. To this purpose, a 
on
ept that seems to be suitable is role. The OxfordDi
tionary reports: �Role: noun 1. an a
tor's part in a play, �lm, et
. 2. a person's or thing's fun
tionin a parti
ular situation.� [23℄. In des
ribing patterns, Fowler says that roles are �some 
ommon behaviour ofentities� that �do not have the same behaviour� [17℄, and points out that the isolation of su
h 
ommon behaviour
an simplify the design of appli
ations. Roles have been already exploited in Obje
t Oriented approa
hes, wherea role is applied to an obje
t in order to 
hange its 
apabilities and behaviour. Other approa
hes promote roles
∗Dipartimento di Ingegneria dell'Informazione, Universita' di Modena e Reggio Emilia, via Vignolese, 905, 41100 Modena, Italy(
abri.gia
omo�unimore.it). 37



38 G. Cabrias views of a parti
ular obje
t or entity [2℄, stressing the similarity between roles in 
omputer programs andthose in the real life.Roles have been applied to agents promoting the reuse of solutions and making the de�nition of intera
tions
enarios easier. Roles allow not only the agent developers/designers to model the exe
ution environment, butalso allow agents to a
tively �feel� the environment itself. In other words, roles allow the developer and its agentsto per
ept in the same way the exe
ution environment. Roles 
an also be exploited to model and manage agentintera
tions [9℄, embedding all the 
apabilities (e.g., proto
ols, events) needed to handle a spe
i�
 intera
tion.This is probably the most important meaning of roles: they allow and enable spe
i�
 intera
tions, as well asso
ial roles enable people, in the real world, to a
t in a 
ertain way depending on the role they are playing inthe so
iety. There are some 
hara
teristi
s of roles that distinguish them from the 
on
ept of agent. The roleis temporary, sin
e an agent may play it in a well-de�ned period of time or in a well-de�ned 
ontext. Rolesare generi
, in the sense that they are not tightly bound to a spe
i�
 appli
ation, but they express generalproperties that 
an be used in di�erent appli
ations. Finally, roles are related to 
ontexts, whi
h means thatea
h environment 
an impose its own rules and 
an grant some lo
al 
apabilities.To better explain these 
on
epts, we exploit an example in the software au
tion �eld, whi
h will be taken upagain later. Let us 
onsider a software agent that is interested in a
quiring a good or a servi
e in a distributedenvironment. At runtime, after �nding the good/servi
e, it 
ould dis
over that the good/servi
e is put on sale bya spe
i�
 au
tion house. To 
arry out its task, it 
an dynami
ally assume the role of bidder to attend the au
tion.In this 
ase, the bidder is a behaviour that 
an be exhibited by di�erent agents, of di�erent appli
ations andwith di�erent interests. But the features (or me
hanisms) for bidding in a given au
tion house are independentof agents and 
an be embedded in the role of bidder. Moreover, di�erent au
tion houses 
an provide di�erentme
hanisms and poli
ies to rule the intera
tions. The importan
e of the use of roles is supported by the fa
tthat they are adopted in di�erent areas of the 
omputing systems, in parti
ular to obtain un
oupling at di�erentlevels. Some examples of areas are se
urity, in whi
h we 
an re
all the Role Based A

ess Control (RBAC) [24℄that allows un
oupling between users and permissions, and the Computer Supported Cooperative Work (CSCW)[29℄, where roles grant adaptation and separation of duties. Also in the area of software development we 
an�nd approa
hes based on roles, espe
ially in the obje
t-oriented programming [13, 22℄, in design patterns [17℄,and in 
omputer-to-human interfa
es [27℄, whi
h remark the advantages of role-based approa
hes.Finally, it is important to note that roles 
an be exploited in a stati
 or dynami
 way. The stati
 wayimposes that roles are joined to an agent before its exe
ution, while the dynami
 way allows roles to be joinedduring at run-time, during the appli
ation exe
ution.3. Composing Agents via Role-based Infrastru
tures. In the introdu
tion, we state that multia-gent systems are useful but must be developed 
arefully; in parti
ular, agents of multiagent systems must be
omposed and their intera
tions must be designed. To support this job, we propose to build infrastru
turesas abstra
tions to 
ompose di�erent agents. These infrastru
tures are based on roles, and the key idea is thata set of roles determines an infrastru
ture that spe
i�es whi
h agents (or, better, whi
h roles) take part inan appli
ation 
ontext and rules the 
orresponding intera
tions with other agents and with the environment.Su
h an infrastru
ture 
an be 
onsidered also as intermediate between appli
ations and environments; in thefollowing we 
onsider the resour
es as part of the infrastru
tures, but a
tually this model 
an be adopted evenin 
ase of lega
y software that remains outside the infrastru
ture. It is useful to identify some issues insidethe infrastru
tures to simplify the design and to help the implementation and the deployment. We propose tomodel role-based infrastru
tures distinguishing three levels (see Figure 3.1):
• the role level 
ontains the roles that agents 
an assume in the environment; ea
h environment has itsown set of admitted roles;
• the poli
y & me
hanism level aims at de�ning the poli
ies lo
al to the environment and the me
hanismsthat implements the intera
tion among roles;
• �nally, the resour
e level 
ontains the lo
al resour
es, su
h as information and servi
es.Above the role level we 
an �nd appli
ation agents that play roles. In this paper we disregard the internal
onstitution of agents, fo
using on their external behaviours�
aptured by roles. We assume that agents arenetwork-aware, whi
h means that they per
eive the network not as a whole �at environment, but instead as aset of environments, ea
h one with given resour
es and servi
es [8℄.The role level 
an be 
onsidered as the interfa
e of an environment for agents. To de�ne the infrastru
ture,an administrator has to perform the following steps:
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Fig. 3.1. A role-based infrastru
ture1. to 
hoose the roles her/his environment is going to support; often, this 
hoi
e is impli
it in the envi-ronment, as shown in the �rst example of the next se
tion;2. to de�ne the poli
ies by whi
h the 
hosen roles 
an intera
t with ea
h other or with the lo
al resour
es.This model of infrastru
tures leads to advantages at several phases of the appli
ation life 
y
le. At the designstage, roles permit separation of 
on
erns, whi
h allows the designer to 
on
entrate on the single (intera
tion)issue, and the reuse of solutions. At the development stage, the reuse of roles permits to avoid the implementationof 
ommon (already implemented by someone else) fun
tionalities. At the runtime, more �exibility is a
hieved,sin
e ea
h environment 
an de�ne its own lo
al poli
ies to rule intera
tions.3.1. The Role level. In our proposal, the upper level of an infrastru
ture is 
omposed by a set of rolesrelated to the same appli
ation 
ontext. Su
h de�nition implies two important features of an infrastru
ture:
• it is not bound to spe
i�
 agents, whi
h 
an belong to whatever appli
ations, 
an have their own tasksand 
an be designed and implemented separately from the environment;
• it 
an host agents, providing a �wrapper� that not only a

epts them, but also assigns them 
apabilitiesand a spe
i�
 behaviour.In Figure 3.1 the set of roles is represented by a �table� where ea
h role is represented by a �hole�, in whi
han agent 
an pla
e itself in order to play su
h role. There 
ould be several �holes� of the same role, if anenvironment 
an host more than one agent playing the same role.This idea of infrastru
ture enfor
es the lo
ality 
on
ept previously introdu
ed. In fa
t, ea
h environment
an de
ide how to organize the lo
al hosting of agents and, by de�ning also me
hanisms and poli
ies, how lo
alintera
tions are ruled.3.2. The Poli
y & Me
hanism Level. This level deploys the poli
ies that rule the lo
al environment,and provides the me
hanisms for the intera
tions both between agents and between agents and the resour
esof the environment. While the previous level 
an be 
onsidered as the interfa
e of an environment toward theexternal world, this level ena
ts the environment's laws. The simplest example of poli
y is to allow or denyan intera
tion between two given roles. Thanks to their autonomy and rea
tivity, agents 
an handle situationswhere something is forbidden by lo
al rules without giving up and aborting their job.Even if di�erent from poli
ies, we in
lude me
hanisms at this level be
ause, as poli
ies, they enable theintera
tions between roles and with lo
al resour
es. To be more pre
ise, this level should be split into twosub-levels: a poli
y one and a me
hanism one, sin
e poli
ies rely on me
hanism; but from our point of view thisdistin
tion is not relevant.3.3. The Resour
e Level. At the lowest level we 
an �nd the resour
es lo
al to an environment. They
an be lega
y resour
es that are hard to 
hange or a�e
t. So, it is important that the poli
y & me
hanismlevel makes them available in a useful format for agents. As mentioned, this level is 
onsidered as part of theinfrastru
ture, but modelling resour
es as outside the infrastru
tures does not mine the proposed model.Also in this 
ase, the use of roles helps in abstra
ting from the single agent or appli
ation, be
ause me
ha-nisms has to be ena
ted for a generi
 role, 
overing the wide range of a
tual agents that play su
h role.
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al resour
es are managed, providing that appropriate a

essme
hanisms are supplied.4. Implementing Role-based Infrastru
tures. The infrastru
ture abstra
tion must have its 
on
rete
ounterpart, i. e., an appropriate implementation. We are 
urrently exploring the implementation of the pro-posed role-based infrastru
tures exploiting RoleX [3℄, whi
h is a role-based intera
tion system implemented inthe 
ontext of the BRAIN framework [10℄. RoleX 
onsiders roles as �rst-
lass entities and enables agents todynami
ally assume, use and release roles; the idea behind its implementation 
omes from the Aspe
t OrientedProgramming [11℄, even if it has been re-adapted to the agent s
enario. Moreover, RoleX is inspired by real life,thus provides a high degree of freedom to agents that want to assume and play roles. The real life inspiration ofRoleX is emphasized by the role external visibility that it provides: the role an agent is playing 
an be identi�eddire
tly from an external point of view (e.g., another agent) without requiring to ask the interested agent forit. RoleX is a pure Java middleware and is not another agent platform. RoleX 
an be easily asso
iated withany Java agent platform. RoleX adopts the BRAIN XML notation to des
ribe roles. The adoption of XMLprovides several advantages, as des
ribed later.We have 
hosen RoleX for three main reasons.First, being part of the BRAIN framework, it supports the di�erent phases of the software development,from design to implementation [4℄, and we think this is a valid help to developers, whi
h 
an have 
oherentdevelopment phases and not fragmented solutions. Moreover, RoleX supports also dynami
 assumption of rolesat runtime, granting a high degree of �exibility.Se
ond, we aim at exploiting the XML notation to produ
e de�nitions of roles that are interoperable,�exible, and expressive. Ea
h role 
an be de�ned by means of an XML do
ument 
ompliant to a given XMLS
hema, whi
h is independent of the language of its implementation; then XML allows developers to expressinformation in a tagged and stru
tured way, both human- and ma
hine-readable; �nally, XML do
uments 
anbe translated into other formats (e. g., HTML) in order to be 
atalogued or viewed in a more suitable way.Third, RoleX provides some me
hanisms to de�ne intera
tion rules, and this turns out useful to de�nethe poli
ies of the infrastru
tures. Among su
h me
hanisms, we 
an mention some �exible se
urity me
ha-nisms [5℄, whi
h are based on the Java Authenti
ation and Authorization System (JAAS) ar
hite
ture [28℄,and enable a �ne-grain 
ontrol over the allowed operations of roles. Then, a simple yet useful me
hanism per-mits to de�ne whi
h roles 
an intera
t with whi
h other roles; this is useful, for instan
e, to avoid 
ollusionin an au
tion 
ontext. Finally, perhaps trivial, an agent 
an assume a role only if it has the right permis-sions.RoleX has been exploited also to implement 
omputational institutions [6℄, where it has proved to be apowerful and �exible means to implement abstra
tions.4.1. Role Des
ription and Implementation. To grant a high level of abstra
tion in de
iding whi
hrole to play, and to 
ope with dynami
 situations, it is important to un
ouple roles from their implementation;this allows agents to fo
us on the semanti
s of the roles, rather than their 
ode. To this purpose RoleX uses roledes
riptors, whi
h are entities that des
ribe a role, for example by means of information su
h as keywords, a
ontest, an aim, a version, a 
reation date and any further needed pie
e of information. Des
riptors are de�nedby XML do
uments written exploiting notation of BRAIN. Besides relieving programmers of the knowledgeof role implementation, the des
riptors are useful also to hide to the agent the physi
al lo
ation of the roleimplementation, to enable role 
omposition, to 
hange role implementation in a transparent way, and to allowthe agent programmers to disregard about the work of role programmers and vi
eversa.Sin
e the agents are developed using Java, our implementation enables automati
ally the translation fromthe XML do
uments representing des
riptors to a set of Java 
lasses. In this way, an agent 
an dire
tly a

essthe des
riptors without needing an XML-parser. The Java implementation of a role is 
omposed of two parts: aJava interfa
e (role interfa
e) and a Java 
lass (role implementation); the interfa
e provides external visibility(simulating multiple inheritan
e) while the 
lass provides the e�e
tive role behavior.A role assumption means that the RoleX system performs run-time byte
ode manipulation, and in parti
ular(i) adds ea
h role 
lass member (both methods and �elds) to the agent 
lass, in order to add the set of 
apabilitiesof the role and, at the same time, (ii) for
es the agent 
lass to implement the role interfa
e, in order to modifyits appearan
e and to allow other agents to re
ognize it as playing that role.Sin
e the above me
hanism must result in the de�nition of a new 
lass, our approa
h exploits a spe
ial
lass loader, 
alled RoleLoader, that 
an 
hange the agent behavior and the external appearan
e. It is a
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lass of Se
ureClassLoader, whi
h allows us to work in 
omplian
e with the Java Se
urity Manager. Afterthe RoleLoader has su

essfully 
arried out the role assumption pro
ess (i. e., the addition of the membersand the interfa
e), it 
an reload the agent restarting it. The assumption pro
ess 
an be brie�y des
ribed byFigure 4.1, where the agent sear
hes a role repository for an appropriate role des
riptor, for example by usingkeywords, and then asks the RoleLoader to reload itself with the 
hosen role among the retrieved ones. TheRoleLoader retrieves the implementation 
orresponding to the role des
riptor and adds it to the agent. Ifeverything goes right, the RoleLoader sends the new agent an event (
alled reload event) to indi
ate that theagent has been reloaded. After the reload event, the agent 
an resume its exe
ution. Releasing a role is similarto the above pro
ess, but this time the RoleLoader removes ea
h role member and the role interfa
e, reloadingthe agent without them.

 Fig. 4.1. Role assumption pro
essThe exploitation of RoleX in the de�nition of role-based infrastru
tures will be explained in the next se
tion,by means of a 
on
rete example.5. Appli
ation Examples. This se
tion presents a 
ouple of examples of appli
ations where a role-basedinfrastru
ture is de�ned with the 
orresponding poli
ies and me
hanisms.5.1. Au
tions. The �rst example relates to au
tions. Au
tions represent an interesting negotiation meansin the agent area, and we have already exploited them in this paper to support some 
on
epts. In an au
tion thereare entities (
alled sellers) that make goods/resour
es available and entities (
alled bidders) that are interestedin using/a
quiring su
h goods/resour
es. Moreover, there are intermediate entities (
alled au
tioneers) in 
hargeof a
tually performing the negotiation. The pri
e of the resour
es sold by sellers via an au
tion is not �xed, butit is dynami
ally determined by the interest of the bidders [1℄.We 
an �gure out that agents negotiate resour
es or goods via au
tions, at given sites representing au
tionhouses [25℄. Of 
ourse, the way the sellers, the bidders and the au
tioneers intera
t is not bound to a givenappli
ation or to a given environment, and so they 
an be 
onsidered roles that whatever agent 
an assume.In this 
ase, the 
hoi
e of the roles is tightly driven by the kind of appli
ation: the bidder, the seller and theau
tioneer (see Figure 5.1). So the former step of Se
tion 3 is a

omplished.Figure 5.2 and 5.3 report possible XML des
riptions of the bidder and the seller role respe
tively. The siteis in 
harge of providing role implementations, whi
h are likely to depend on the lo
al poli
ies or me
hanisms.From the agent point of view, these des
riptions 
an be exploited to sear
h for an appropriate role in a siteand, on
e found, it 
an assume the role, pla
ing itself in the �hole� of the site. From the site point of view, theroles made available represent the interfa
e by whi
h the environment 
an host agents; moreover, roles 
an beimplemented and managed meeting lo
al requirements and in 
omplian
e with lo
al poli
es. In fa
t, the latterstep relates to the 
hoi
e of the lo
al poli
ies of intera
tion between roles and between roles and the environmentresour
es.
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 Fig. 5.1. A role-based infrastru
ture for an au
tion house<?xml version="1.0" en
oding="UTF-8"?><role xmlns:xsi="http://www.w3.org/2001/XMLS
hema-instan
e"xsi:noNamespa
eS
hemaLo
ation="XRole.xsd"><name>bidder</name><
ontext>au
tion</
ontext><des
ription>This role is the bidder of an au
tion.</des
ription><keyword>au
tion</keyword><keyword>bidder</keyword>...<a
tion><name>bid</name><des
ription>Makes a bid.</des
ription><
ontent><des
ription>Bid.</des
ription><type>Pri
e</type></
ontent></a
tion>...</role> Fig. 5.2. A bidder role de�ned in XMLThere 
an be several reasons to have di�erent poli
ies or me
hanisms. For example, in one environment thebidders 
ould be allowed to talk ea
h other, while in another environment they 
annot, to avoid 
ollusions; thispermits to impose lo
al rules or so
ial 
onventions [32℄. For instan
e, Figure 5.4 reports the possible allowedintera
tions expressed by a grid whose de�nition is enabled by RoleX. As in Figure 5.1, bidders and sellers arenot allowed to intera
t dire
tly.Another reason 
ould be the di�erent implementation of the au
tion me
hanisms: Figure 5.1 shows amessage-passing oriented implementation, where, for instan
e, the bidder agent 
an bid by sending a message tothe au
tioneer agent. But if the implementation of the bidding me
hanism is based on another model, the lo
alpoli
ies must be di�erent. For instan
e, if the au
tion relies on a data-oriented model su
h as tuple spa
es [7℄,the bidding a
tion is implemented as writing information in the lo
al intera
tion spa
e, as shown in Figure 5.5.This example shows that the same set of roles 
an be adapted to di�erent implementations.5.2. Restaurants. This example is taken from the human life, and may not be related to a real appli
ationbased on agents; however, it is meaningful to understand how roles 
an be de�ned and how the intera
tionsamong them 
an be established.In this example, a node represents a single restaurant. We de�ne three roles: the 
ustomer, the waiter,
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tures 43<?xml version="1.0" en
oding="UTF-8"?><role xmlns:xsi="http://www.w3.org/2001/XMLS
hema-instan
e"xsi:noNamespa
eS
hemaLo
ation="XRole.xsd"><name>seller</name><
ontext>au
tion</
ontext><des
ription>This role is the seller of an au
tion.</des
ription><keyword>au
tion</keyword><keyword>seller</keyword>...<a
tion><name>put_on_sale</name><des
ription>Put a good on sale.</des
ription><
ontent><des
ription>Good.</des
ription><type>String</type></
ontent></a
tion>...</role> Fig. 5.3. A seller role de�ned in XMLBidder Seller Au
tioneerBidder No No YesSeller No No YesAu
tioneer Yes Yes YesFig. 5.4. Allowed intera
tions
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Fig. 5.5. The same infrastru
ture relying on a data-oriented modeland the 
hef (see Figure 5.6). These roles 
an be thought as instan
es of the more general roles de�ned in a
lient-server model with an intermediate entity (the waiter) between the 
lient (the 
ustomer) and the server(the 
hef), su
h as several 3-tier solutions.The role of the 
ustomer 
an have the following 
apabilities: ask for the menu, order the meal, a

ept themeal, and pay the bill. Note that �eat the meal � is not a 
apability of the role of 
ustomer, while it should beof the agent. The waiter role has di�erent 
apabilities: take order, order the meal (to the 
hef), a

ept the meal(from the 
hef), give the meal (to the 
ustomer), and a

ept the payment.Finally, the 
hef 
an: a

ept an order and give the meal. Again, the 
ooking of the meal is not an external
apability of the 
hef role, but an intrinsi
 
apa
ity of the 
hef agent.
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 Fig. 5.6. A role-based infrastru
ture for a restaurantThe poli
y & me
hanism level ensure that su
h intera
tions o

ur, for example it grants that the 
ustomerorders the meal to the waiter and the 
hef gives the 
ooked meal to the waiter. Some intera
tions may bedisabled, su
h as the dire
t intera
tion between the 
ustomer and the 
hef (see Figure 5.6).Now, let us suppose that the s
enario 
hanges. To save money, little restaurants do not have the waiter,but the 
hef itself is in 
harge of a

epting and satisfying the 
ustomers' requests (see Figure 5.7).
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 Fig. 5.7. A restaurant without waitersIn this 
ase, the infrastru
ture 
an exploit the same roles - disregarding of 
ourse the waiter role. On theone hand, the agents 
an assume the same roles as in the previous s
enario, and they 
an perform the samea
tions in the restaurant. On the other hand, the poli
y and me
hanism level must be 
hanged in order to allowthe new intera
tions, letting the 
ustomer give the meal order to the 
hef, and the 
hef give the meal to the
ustomer.This example shows that the same roles 
an adopt di�erent intera
tion patterns without a�e
ting the rolede�nitions and, as a 
onsequen
e, the agents' way to a
hieve their goals.The implementation of this example is similar to the previous one.6. Related Work. In this se
tion we report some role-based approa
hes for agents.Elizabeth Kendall has done a lot of work about roles and agents [21℄, and her proposal is perhaps themost 
omplete. Her e�ort aims at 
overing di�erent phases of the agent-based appli
ation development, fromthe analysis to the implementation. To a
hieve this, her proposal exploits both Obje
t Oriented and Aspe
tOriented Programming (AOP) [11℄ in order to make �exible, reusable and dynami
 the use of roles. Withregard to role-based infrastru
tures, an interesting proposal is represented by role model 
atalogues, whi
h are
olle
tions of role models used in agent appli
ations. Even if not thought for infrastru
tures, they 
an beexploited to group roles belonging to the same appli
ation 
ontext.
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tures 45AALAADIN [15℄ is a role approa
h that exploits a meta-model to de�ne models of organizations. Su
hmeta-model is based on three main 
on
epts: agent, group and role. The 
on
ept of group 
an be exploitedto model the infrastru
tures proposed in this paper. A drawba
k of this approa
h is that it 
overs only theanalysis and design phase, while no support for the implementation phase is provided, whi
h 
an turn useful tohave 
oheren
e in the entire development pro
ess.Yu and S
hmid [31℄ exploit roles assigned to agents to manage work�ow pro
esses. They traditionallymodel a role as a 
olle
tion of rights (a
tivities an agent is permitted on a set of resour
es) and duties (a
tivitiesan agent must perform). An interesting issue of this approa
h is that it aims to 
over di�erent phases of theappli
ation development, proposing a role-based analysis phase, an agent-oriented design phase, and an agent-oriented implementation phase, that is partially supported. Joining this approa
h with some means to de�neinfrastru
tures 
an lead to a 
omplete and interesting proposal.The Tra
table Role-based Agent prototype for 
on
urrent Navigation Systems (TRANS) is a multi-agentsystem with support for role and group behaviours [16℄; this approa
h expli
itly takes into 
onsideration thatagents 
an be mobile. Moreover, TRANS allows the de�nition of rules on the role assumption by agents, su
has priority, ex
lusivity, 
ompatibility and the distin
tion between permanent and temporary roles. Even ifdesigned for a spe
i�
 appli
ation s
enario, TRANS provides an interesting role model and, in parti
ular, asupport for group of roles. A possible drawba
k is that the implementation la
ks of dynamism, and thus it isnot appropriate for agent appli
ations for dynami
 and unpredi
table s
enarios.Another interesting role approa
h is GAIA [30℄. The GAIA main aim is modelling agent systems as organi-zations of agents, where di�erent roles intera
t. In GAIA, roles are 
onsidered only in the analysis phase, anda role de�nition in
ludes 
on
epts like responsibilities, permissions, a
tivities and intera
tion proto
ols. GAIAfo
uses on role intera
tions and supports a model to des
ribe dependen
ies and relationships between di�erentroles. The above model is supported at the design phase and is made of a set of proto
ol de�nitions, ea
h ofthem related to the kind of intera
tion among roles. Similarly to the above approa
hes, even GAIA la
ks onthe implementation support and provides a quite stri
t de�nition of role related 
on
epts, leaving freedom todevelopers.Maria Fasli made a proposal that joins several 
on
epts, su
h as 
ommitments and obligations, with thepowerful of roles, promoting the use of a formal notation and analysis of the appli
ations [14℄. The base ideaof this proposal is that multi-agent systems are 
omposed of so
ial agents, whi
h are so
ial sin
e they do nota
t isolated. The term so
ial agent refers either to a single agent or to a group of 
orrelated agents. In fa
t,so
ial agents' de
isions and a
ts 
an a�e
t those of other agents, even if not intentionally, and thus this proposalpresents a formal de�nition of the agent stru
ture using roles and relationships among them. The assumed rolede�nes the �so
ial position� of the joining agent in the so
ial agent, so that ea
h agent in the so
ial agent knowsits position and plays a

ordingly to it. Even if this proposal o�ers a 
omprehensive view of so
ial and 
olle
tivea
tivities, des
ribing them as so
ial and 
olle
tive 
on
epts, there is no 
on
rete support at the implementationlevel.The Role/Intera
tion/Communi
ative A
tion (RICA) theory [26℄ was born with the main aim of improvingthe FIPA standard with support for so
ial 
on
epts. The RICA theory fuses 
ommuni
ation 
on
epts with so
ialones, and in parti
ular merges FIPA-ACL and organizational models, keeping all 
on
epts as �rst 
lass entities.The RICA theory re
ognizes 
ommuni
ative entities, whi
h are those that 
an be aggregated and organized ina so
ial way; in other words 
ommuni
ative entities are agents a
ting in a so
iety. Ea
h agent (type) is de�nedthrough the role (types) it will play; ea
h role 
an perform one or more a
tion, implementing a so
ial behaviour.A
tion 
an be spe
ialized in so
ial and 
ommuni
ative ones, whi
h emphasizes the above statement. Finally,ea
h role 
an be spe
ialized as a so
ial role, whi
h represents the behaviour of agents intera
ting in a so
ial
ontext. The RICA metamodel 
an be used as a formal language, providing support for the analysis and designphase of an agent appli
ation. Thanks to the RICA-J (RICA Jade) implementation, this proposal is 
ompleteand 
an be used during all phases of appli
ation development. Probably the most important drawba
k of thisproposal is that it re-de�nes the 
on
ept of agent, leading to a possible in
oheren
e with other agent theoriesand approa
hes.In [33℄ Haibin Zhu des
ribes a role model that is tied to both the 
omputer and human parts involved in
ollaborations, and in parti
ular tries to provide help to human in 
omputer-supported 
ollaborations. Thismodel de�nes a role as a set of responsibilities and 
apabilities a human holds. The key of this proposal isthe 
on
ept of role agent, whi
h is an agent with a role atta
hed. An agent that wants to parti
ipate in a
ollaboration must own at least one role. Role agents should help the human during the 
ollaboration, for



46 G. Cabriexample helping her to send messages to other agents or entities in the 
ollaborative system (e.g., all agentsin the same group). Role agents 
an 
hange their role at run-time, leading to a dynami
 environment andpromoting the use of spe
i�
 roles for spe
i�
 tasks. Ea
h human must log in the system with a parti
ular role,so she is bound to a role agent, whi
h produ
es obje
ts as result of the 
ollaboration and/or human wills. Thisproposal exploits a formal notation, whi
h emphasizes that a role is de�ned not as an obje
t but as a set ofmessages (both outgoing and in
oming) that the role agent 
an send/re
eive during the 
ollaboration. Mostof the 
on
epts of this proposal, su
h as groups and messages, are not new, and the de�nition of roles as setof messages is not really �exible. Nevertheless this proposal well re�e
t a real situation, and being based on aformal notation, 
an help designers and developers planning the system.7. Con
lusions and Future Work. Multiagent systems must be 
arefully designed and developed. Thispaper has proposed an approa
h to agent 
omposition based on roles, whi
h are exploited to build infrastru
turesfor agents. This permits to fa
e the development at di�erent levels, ruling both 
apabilities and restri
tions,and enabling the implementation of poli
ies and me
hanisms depending on the lo
al 
ontext.The adoption of the RoleX system has had a twofold advantage. On the one hand, it has enabled the
on
rete implementation of the approa
h; the proposed example has shown how the di�erent levels of the role-based infrastru
tures 
an be implemented or supported. On the other hand, RoleX has exhibited a great degreeof �exibility, allowing the un
oupling between role des
riptions and role implementations.With regard to future work, we are exploiting the RoleX system to implement role-based infrastru
tures foragents, as already mentioned. RoleX enables the dynami
 assumption of roles by agents, letting environmentsde�ne role repositories with their own implementation of roles. We are going to study on the one hand theappli
ability of the proposed role-based infrastru
tures, and on the other hand the �exibility of the RoleXsystem.Then, e�e
tive tools in the �eld of software engineering are to be developed to support the building ofinfrastru
tures. They 
an help both the environment developers and also the environment administrators,whi
h 
an de
ide to 
hange the lo
al poli
ies or me
hanisms.A
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t. Autonomous software agents are often 
laimed to be
ome a new generation of tools fa
ilitating e�
ient managementof information. While a number of possible agent appli
ation areas 
an be found in the literature, support for �a
ademi
 mobility� isnot one of them. At the same time student mobility is one of the important obje
tives within the European Union and, as we arguein this paper, software agents 
ould be used to streamline administrative pro
esses involved in setting up student parti
ipation andhelp students that are interested in it as well as administrative units that have to support it. In this paper we introdu
e an agentsystem designed to fa
ilitate student mobility, present UML diagrams of agents of that system and dis
uss an initial implementationof a system-skeleton.Key words. Multi-Agent System, Agent mobility, JADE agent environment1. Introdu
tion. One of the more important 
urrent goals that the European Union is striving at a
hiev-ing (with only limited su

ess) is so
ial mobility. In this 
ontext, one of promising ways of a
hieving futureso
ial mobility is through various forms of �a
ademi
 mobility� involving students and fa
ulty members of EU-lo
ated institutions of higher learning visiting other su
h institutions. Mobility of �a
ademi
ians� is supported�nan
ially through a number of Marie Curie Mobility Programs. There, programs like So
rates and Mundusare designed, among others, to allow students to visit universities in other EU 
ountries and spend there one ortwo semesters, while obtaining a living stipend from the EU. Su
h a visit is possible when: (a) two universitieshave a bilateral agreement and (b) student applies to the program and is a

epted (if there are more interestedstudents than the agreed number of ex
hanges, wins a 
ompetition). Note that fa
ulty members 
an be alsoa part of So
rates/Mundus agreements and therefore results presented here 
an be extended into support offa
ulty mobility, but they are outside of s
ope of our 
urrent interest.Obviously, arranging a student visit involves a large number of administrative steps and further steps arealso required post 
ompletion of a visit. Ful�llment of all ne
essary requirements is a tedious task and takes alot of energy on the part of the student and resour
es on the part of the University.As it was suggested in [8, 12, 16℄ autonomous software agents are one of best possible approa
hes tomanage and deliver personalized information in large 
omplex environment. Re
ently a few resear
h proje
tshave attempted at pursuing this suggestion. One of important proje
ts in this area is the EU-funded�Pellu
id[10, 18, 13, 14, 15℄. Pellu
id attempted at ta
kling management of experien
e in publi
 organizations, parti
ularlythose aspe
ts of experien
e management related to organizational mobility (e.g. movement or 
ir
ulation ofsta� from one unit to another�within an organization). The basi
 metaphor for experien
e management isthat of an intelligent assistant that looks over oneâ��s shoulder and answers questions one might have at aparti
ular point of work. Su
h an assistant dete
ts that an employee is working in a parti
ular 
ontext, o�ersknowledge resour
es that fa
ilitate her work. To this end, the Pellu
id platform integrates te
hnologies su
has autonomous 
ooperating agents, organizational memory, work�ow and pro
ess modeling, and metadata fora

essing do
ument repositories [11℄. In the 
ontext of our work, ubiquitous intelligent a

ess to do
umentrepositories and do
ument �ow modeling are of parti
ular interest. Results obtained within the Pellu
id proje
twere somewhat similar to resear
h on utilizing software agents in do
ument �ow reported in [1, 2℄. Finally, in [9℄a s
hema of an ar
hite
ture of the X-DoC WFMS proje
t, whi
h involves 
on
eptualization and implementationof a work�ow management system in Graduate Admission Pro
ess, was presented.Following these suggestions we have de
ided to develop an agent system that would fa
ilitate and support adi�erent aspe
t of �student management�� SOCRATES-type mobility program(s). Results presented here arean extension of work reported in [3, 4℄.We pro
eed as follows. In the next se
tion we summarize steps that have to be undertaken by a studentwho would like to parti
ipate in a mobility program. We follow with the des
ription of the design of an agentsystem and details of its implementation and, in Se
tion 4, dis
uss the performan
e of the system. We 
ompletepaper with a brief des
ription of our future resear
h dire
tions.
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ki2. Student mobility�what has to happen? Let us 
onsider two EU-based institutions of higher learn-ing that are to be involved in a So
rates-type student ex
hange program. While there exists a number of possiblenames for su
h institutions (e.g. 
ollege, a
ademia, university et
.), hereafter we will use a name university tosimplify the des
ription. The �rst thing that is happen is that two, or more, universities have to sign a bilateralagreement and report it to the �
entral-So
rates-agen
y� (in Brussels). It is only after this agreement is o�
iallyregistered with su
h an EU-agen
y when students 
an be a

epted into the program. Sin
e the agreements aretypi
ally signed by International O�
es of ea
h university, they are in some ways outside of bound of our system(for more details see below).Administrative steps that lead to student parti
ipation in the program involve a number of administra-tive units within both universities. Nowadays, even in 
ountries like Poland or Romania, we 
an observe fastin
reasing role of ele
troni
ally stored and pro
essed data within universities (e.g. student re
ords). Further-more some universities already provide an interfa
e that allows students to 
he
k items like: 
ourse-s
hedule,up
oming exams, earned 
redits et
. Finally, almost all students and most fa
ulty members and administrators
ommuni
ate using e-mail (to a lesser or greater extent). Thus there exist basis for developing system like theone outlined here. Let us now 
on
eptualize situation when a student from an EU-lo
ated university wishesto parti
ipate in a So
rates-type student ex
hange program. We assume here that her home university hasalready a number of bilateral So
rates-agreements signed and registered with the 
entral agen
y. In this 
asethe following steps have to be 
ompleted (see also Figure 2.1):
• before departure1. Sele
ting foreign university2. Applying to the program3. Being a

epted to a parti
ular ex
hange4. Delivering all ne
essary data appropriate administrative units both at the lo
al and the foreignuniversity5. Organizing a pla
e to live at the foreign site
• after arrival at foreign university:6. Conta
ting appropriate department at the host university7. Arranging the s
hedule of 
ourses to be taken8. Managing 
ourses and 
redits required to meet the requirements of the ex
hange program
• after returning to the home-university:9. Completing a survey or delivering a report to the home-site 
oordinator.In 
urrent pra
ti
e, the �rst four steps involve mostly intera
tions between the student and the Dean's O�
eat her lo
al university, as well as an information ex
hange with the lo
al ex
hange program 
oordinator. Let usnote here, that the situation when multiple students are interested in a limited number of openings within anex
hange program is handled in (3) �being a

epted to a parti
ular ex
hange�. There a �
ompetition� takes pla
eand an appropriate number of students are sele
ted. What is parti
ularly interesting from our perspe
tive isanswer to the question, what happens to these students who did not qualify to a given ex
hange. As it be
omes
lear below, our proposed system allows su
h students, in a very natural way, be
oming involved in subsequent�
ompetitions� (if any available ex
hanges remain un�lled). Step (5) is often 
ompleted �automati
ally� byan o�
e at the host institution that re
eives information about in
oming ex
hange students as a part of thedo
ument 
ir
ulation involved in steps (1)�(4). Otherwise, student has to sear
h a �at or to 
ommuni
ate witha separate organization whi
h supervises dormitories/apartment rental. After arriving at the 
hosen universitystudent has to 
onta
t the host department to arrange the 
ourse s
hedule in su
h a way to ful�ll the requirementsof the program (e. g. to a

umulate a required number of 
redits, to study subje
t areas that were 
overed bythe bilateral agreement et
.).In all universities, appropriately prepared to handle ex
hange students, steps (1)�(4), (6)�(8) or (9) don'tpresent problems when 
onsidered independently (even if they are not supported by ele
troni
 means of 
ommu-ni
ation and thus unne
essarily tedious). Problems materialize when all steps have to be 
ompleted �together�and thus, when various do
uments have to 
ir
ulate between di�erent units within university; between di�erentunits in di�erent (foreign) universities and, �nally, between these units (both lo
al and foreign) and the stu-dent. Moreover, sin
e not every university supports ele
troni
 data management to the same extent (and someuniversities in 
ountries like Bulgaria, have only a very minimal IT support in administration), it is often the
ase that an extremely large number of do
uments have to be transferred �manually�. This involves sendingletters, faxes, re
eipts (in 
ase of organizing a �at) and/or numerous telephone 
alls. In it parti
ularly in this
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Fig. 2.1. System Summary; intera
tions between agentsregard that the proposed system, des
ribed in the next se
tion, is expe
ted to be parti
ularly helpful.3. Student mobility � proposed agent system. The main idea of our proje
t is to develop a solutionwhi
h would make formalities of taking part in a student ex
hange program simpler, and also redu
e numberof issues that presently have to be dealt with �fa
e-to-fa
e.� We propose a system that would fa
ilitate semi-automati
 (and possibly even automati
) de
ision making and enable fully automati
 �ow of information requiredto establish parti
ipation in an ex
hange program. Furthermore, as the system develops, it 
ould 
ompletelyremove humans from the pro
ess (other than the student expressing a desire to parti
ipate in it). Let us startfrom summarizing (in Figure 2.1) the proposed �ow of a
tivities. Here, we have divided the fun
tionalities intothe following agents:Student Agent (SA) is an interfa
e between the student and the system and is also students' �representative.�Following the line of reasoning presented in [3, 4, 10℄ it is assumed that in the university of the future the SA willbe able to organize or provide view of students' s
hedule, 
he
k the total number of 
redits a
quired thus far,make an appointment with a professor and/or advisor et
. In this way the SA is a limited 
ase of well-known(in agent literature) paradigmati
 
on
ept of a �personal agent� [12℄. In our 
urrent system, the SA, plays aneven more limited role and represents the student only in organizing his parti
ipation in the student-ex
hangeprogram. After the student is a

epted and arrives at the foreign university, the SA 
ommuni
ates with theDepartment Agent at the host university and supplies the ex
hange student with all required information.Among others, it helps student to arrange his 
ourse s
hedule. While in Figure 2.1 we 
an see the top levelview of all intera
tions with other agents that the SA is involved in, in Figure 3.1 we present the 
omplete UMLstate diagram of this agent. The MCDM stands for Multi
riterial De
ision Making (the same demar
ationis used also in the 
ase of the Lo
al O�
e Agent) and denotes the fa
t that in a full-blown, mature systemimplementation this step of agent operation involves an optimization pro
edure that leads to a de
ision. In the
ase of the SA the de
ision where to study 
ould involve a very large number of 
riteria su
h as, geographi
allo
ation (e. g. student wants to go where 
limate is warm), parti
ular 
ountry (e.g. student does not want togo to Fran
e), program of study (e. g. student is interested in e-
ommer
e and not in theoreti
al foundationsof 
omputer s
ien
e) et
. Note that the blue (grey) box Studying involves a large number of steps (the samenotation is used a
ross the paper). Inside of the Studying box, one more MCDM is en
losed. This one involvessele
tion of 
lass s
hedule. Here, among others, de
isions balan
ing interest in subje
t with willingness to wakeup at 7 AM 
ould be made.
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Fig. 3.1. Student Agent State diagramIn our system, the Lo
al O�
e Agent (LOA) a
ts as a 
oordinator of the So
rates program (and even itsdiagram shows this by indi
ating that in most part the LOA �servi
es� re
eived messages). LOA stores informa-tion about universities that 
urrently have bilateral agreements with its university. This list is 
onstru
ted onthe basis of messages obtained from the Noti�
ation Agen
y agent. Here we have to re
all that signing bilateralagreements is the domain of International O�
es. The way our system works, these o�
es have to notify theNoti�
ation Agen
y agent �rst and that agent has to notify the LOA that it is ready to a

ept students withinthe purview of a given ex
hange (su
h a noti�
ation 
ontains also all ne
essary information, in
luding appro-priate deadlines). Otherwise it would be possible that the LOA would a

ept students to the program that theNoti�
ation Agen
y would not yet be ready to servi
e. The LOA ex
hanges appropriate messages required toset up departure of a student to another university and handles student returning ba
k home form an ex
hange.In Figure 3.2 we present the 
omplete UML state diagram of this agent. Note the Considering Appli
ations,box (appearing within that Figure). In the proposed system Student appli
ations are a

epted until a 
ertaindeadline. When the deadline passes, they are pre-pro
essed �rst to eliminate students who do not satisfy initialsele
tion 
riteria (e.g. at a given University students who have not 
ompleted su

essfully previous semestersmay not be allowed to parti
ipate in the ex
hange program). The remaining appli
ations are 
onsidered usingan MCDM, the details of whi
h are likely to be institution dependent (e. g. at a given University, the GradePoint Average (GPA) in the 
ore 
ourses may be more important than the overall GPA).Noti�
ation Agen
y (NA) represents o�
es (�in Brussels�) that supervise the student ex
hange program(in
luding the �nan
ial matters). In our system, the NA has two fun
tions: (1) the above des
ribed bilat-eral agreement management; ea
h su
h agreement has to be registered with the NA that in turn noti�es theLOA and the ∗LOA that it is ready to servi
e it, and (2) student parti
ipation management. Spe
i�
ally,the NA has to be noti�ed that a given student is to parti
ipate in an ex
hange program. In response theNA validates the proposal to assure that it adheres to the rules of the program (also to 
he
k if the limits ofparti
ipation in a given program have not been somehow brea
hed). When a given proposal has been posi-tively validated (1) one of the spots available in the negotiated bilateral agreement is taken and (2) a givenstudent will be funded by the So
rates s
holarship. In Figure 3.3 we present a 
omplete UML diagram of theNA agent.Department Agents (DA) may be 
on
eptualized as a virtual 
ombination of a department head and se
re-tary. One su
h agent is 
reated for ea
h individual departments of ea
h university. These agents are envisioned tobe responsible for 
ourses o�ered during a given semester, 
ourse s
hedules, and 
al
ulation of ECTS, et
. Sin
emost of fun
tionality of this agent is related to the fun
tioning of the university rather than to our system andfalls mostly beyond the s
ope of our work, we have de
ided to omit its detailed UML-based 
on
eptualization.Finally, the ∗Lo
al O�
e Agent (∗LOA) is the LOA 
ounterpart at the foreign host institution. In otherwords, the ∗LOA is the LOA of the foreign university.
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Fig. 3.2. Lo
al O�
e Agent State diagram

Fig. 3.3. Noti�
ation Agen
y state diagram3.1. Agent Intera
tions. Let us now list intera
tions between agents that take pla
e when the SAattempts at arranging the ex
hange program for the student (see Figure 2.1). We assume that the system hasbeen initialized, that the NA has send the list of 
on�rmed bilateral agreements to the LOA�s residing in thesystem et
. In other words, the system is ready to servi
e students. In this stage, student has 
ommuni
atedwith her SA and established the sele
tion 
riteria (e.g. 
ountry, subje
t area, et
.). Then, the system performsthe following a
tions (working autonomously � as we assume that when student spe
i�es requirements, agentsmake all de
isions). Note that 
ommuni
ation between agents is a
hieved through ex
hange of standard ACLmessages.1. SA sends sear
h request to the LOA to get addresses of all foreign universities that her LOA has bilateralagreements signed with (in the spe
i�ed �eld of study)
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ki2. upon re
eption of the address list, the SA sends messages to all of them, requesting information aboutlo
al requirements/arrangements/possibilities3. foreign DAs (∗DAs) reply providing requested details4. SA performs multi
riterial optimization (MCDM) and sele
ts one or more of available universities asthe pla
e where the student should go for the ex
hange5. SA informs the student about possibilities and suggests whi
h one to 
hoose (to be able to run the systemautomati
ally we have removed this step and repla
ed it with a fully automati
 sele
tion pro
ess)6. SA sends to the LOA an appli
ation to the sele
ted university and upon re
eiving 
on�rmation thatthe appli
ation has been re
eived suspends itself until a de
ision is rea
hed (the LOA is assumed topro
ess appli
ations in bat
hes after 
ertain deadlines)7. LOA informs the SA if student quali�ed for the ex
hange�if student did not qualify, the SA goes ba
kto 5-above and the pro
ess repeats8. LOA informs the NA that a given student was sele
ted to parti
ipate in a given student ex
hange andwaits for 
on�rmation9. when the NA validates the request it 
on�rms it by sending message ba
k to the LOA10. LOA sends all of the ne
essary do
uments for the student to be
ome a part of the ex
hange programto the (host) ∗LOA and obtains 
on�rmation11. ∗LOA registers an in
oming ex
hange student (her/his SA is also registered with the lo
al system)12. SA moves to the foreign host13. SA 
onta
ts appropriate ∗DA14. ∗DA informs the SA about 
ourses available15. SA performs multi
riterial optimization and on the basis of knowledge of student preferen
es and sele
ts
ourses that mat
h them16. SA informs the ∗DA that student 
ompleted s
heduled 
ourses (
urrently, to test the system, we haveimplemented a simple automati
 sele
tion, but a realisti
 system should involve student in the de
ision-making pro
ess; both possibilities are 
overed by the Studying box in Figure 3.1)17. ∗DA informs the SA and the ∗LOA how many ECTS student a

umulated18. ∗LOA �allows� the SA to go home19. SA moves to its home 
ontainer20. ∗LOA informs LOA about results of student ex
hange program parti
ipation (grades, ETCS, et
.)Obviously, at this stage of the proje
t the multi
riteria de
ision making pro
esses, mentioned above inpoints (4) and (14), have been repla
ed with a set of very simplisti
 sele
tion pro
edures. However, delving intode
ision making was not of our 
urrent interest and is de�nitely outside of the s
ope of this paper. What wewere interested was to develop the system skeleton and illustrate experimentally that it works. To show thatagents 
ommuni
ate a

ordingly to the spe
i�
ation and that agent mobility is appropriately utilized to workin unison with proposed student mobility. As illustrated in the next se
tion, we have fully a
hieved this goal.4. System implementation and operation. The proposed system has been implemented in JADE 3.3[7℄. In a JADE based agent system, all agents exist within a platform that 
an be spread among multiple
omputers. Within a platform, agents reside in and move between 
ontainers. In our experimental setup, every
ontainer represents one university. We have inserted LOAs and DAs into ea
h 
ontainer (re
all that a LOA
an play a role of a ∗LOA depending on the dire
tion of the proposed student ex
hange). Additionally an NAis 
reated in the Main-
ontainer (the Main-
ontainer is the name used by JADE for the �system� 
ontainer thatis 
reated when JADE platform is started for the �rst time). After the system is initialized in this way we 
an
reate as many SAs as we need.A �single� system run involves an SA performing all ne
essary steps to organize the ex
hange program forits student-master. As noted, in our 
urrent implementation we use very simple sele
tion 
riteria, i. e. the pla
ewhere the ex
hange program was to take pla
e was sele
ted on the basis of only two student preferen
es: �eld ofstudy and number of ECTS 
redits she gathered thus far. An example of a system run is represented in Figures4.1-4.3 (here the, JADE provided, Sni�er Agent whi
h �re
ords� all messages in
oming to and originating fromagents, it was told to �sni�,� was used to indi
ate the operation of the system).In the experiment we observe a sample s
enario involving �ve universities (lo
ated at �ve separate 
omput-ers): UNIV1, UNIV2, UNIV3, UNIV4, UNIV5. At the UNIV1, DAs representing IT and Biology departmentshave been 
reated. Similarly, at the UNIV2 we see departments of IT and Chemistry, at the UNIV3 depart-
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Fig. 4.1. Sni�er Agent report for the Initial Part of Experiment 1ments of Philosophy and Mathemati
s, at the UNIV4 departments of IT and Mathemati
s, while at the UNIV5departments Medi
ine and Biology. In Figure 4.1 we see the Initial Part of the experiment, where the LOAagents register with the NA. Furthermore, an SA was 
reated within 
ontainer representing the UNIV1 univer-sity. This agent registers with its LOA and later requests addresses of available ex
hange programs that are ofpossible interest to its student-master. This pro
ess is depi
ted in Figure 4.2Finally, in Figure 4.3 we observe the moment when the SA arrives at the UNIV4 university. The mainpoint of this s
enario is for an IT student at the UNIV1 to arrange (and 
omplete) an ex
hange with the ITdepartment at the UNIV4 and this mission is a

omplished.In a separate experiment, using the psexe
 s
ripting program [17℄ we have 
reated 22 
ontainers representing22 universities (lo
ated in 22 
ountries), on 20 separate, networked 
omputers. We have then pla
ed �random�departments on ea
h one of them and su

essfully run experiments with �students� (SAs) seeking ex
hangeprograms among all of these university departments (
omputers). A sample s
reen representing this experimentis presented in Figure 4.4. Finally we have experimented with a �mixed environment.� For instan
e we haverun the Main-
ontainer on a Linux-based laptop, while the remaining 
omputers have been running Windows.We have observed no problems in any of trial runs. More details of these experiments (involving an earlier,somewhat less sophisti
ated version of the system) 
an be found in [3, 4℄.5. Con
luding remarks. Our proje
t, in its 
urrent stage, illustrates the most important (from the pointof view of agent system design and implementation) features of system that would enable student mobilityautomation. Those are: mobility, 
ommuni
ation, registration, sear
hing et
. Furthermore, the system skeletonhas been implemented and shown experimentally to work (even though, we have to admit, utilizing an extremelysimpli�ed sets of rules for de
ision making, sele
tion et
.). We were able to run experiments on a singlenetwork, utilizing up to 20 
omputers, in
luding mixed Linux-Windows setup and found no problems. One ofthe important issues that have to be 
onsidered when 
onstru
ting agent systems is that ea
h su
h a system hasto re�e
t the real world. Our example shows potential of software agents to automate an existing real-worlds
enario. In the next steps of the development of this system, we will attempt at making it to resemble thereality even more, by fo
using on developing and implementing the following features:
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Fig. 4.2. Sni�er Agent report of SA 
reation (Experiment 1)

Fig. 4.3. Sni�er Agent report SA arrives at the UNIV4 university (Experiment 1)1. Student Agent personalization (agent that a
tually knows what its student-master really �wants� and isable to truly represent her interests). In this 
ontext, we will have to �nd a way to represent user pro�leand this representation will have to be tied to the ontologies of �world of a
ademia� that will have tobe developed (see 4. below). A proposal how to tie ontologies and user pro�les has been re
ently putforward in [5, 6℄.2. Adding fun
tions to the Department Agent that would extend the 
ommuni
ation between the DA andthe SA and fa
ilitate possibility of developing the MCDM module that is to sele
t the student-optimal
ourse s
hedule.
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Fig. 4.4. System run representing 22 
ountries (1 university per 
ountry); partial report form the sni�er agent3. Adding more intelligent de
ision making 
omponents (MCDM modules), so that sele
tions are basedon a realisti
ally sele
ted set of 
riteria. We do not assume that our goal has to be to develop fully-fun
tional modules, but rather establish whi
h te
hnology should be used to seamlessly integrate it intothe system under development.4. Making 
ommuni
ation between agents more realisti
 by developing and/or utilizing existing ontologiesand negotiation proto
ols 
on
erning various aspe
ts of �a
ademi
 life�.5. Moreover, performing international tests (
omputers lo
ated in di�erent 
ountries) is 
ompulsory aswhat we want to a
hieve is globally working system.We will be reporting on our progress in the near future.REFERENCES[1℄ D. Handl, H.-J. Hoffmann, Work�ow agents in the do
ument-
entred 
ommuni
ation in MALL2000 systems,http://www.aois.org/99/handl.html[2℄ A. Doga
, Y. Tambag, A. Tumer, M. Ezbiderli, N. Tatbul, N. Hamali, C. I
dem, and C. Beeri, A Work�ow Systemthrough Cooperating Agents for Control and Do
ument Flow over the Internet In: Cooperative Information Systems, 7thInternational Conferen
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t. The yourSkyG 
ustom astronomi
al image mosai
king software has a web portal interfa
e that allows 
ustom a

essvia ordinary desktop 
omputers with low bandwidth network 
onne
tions to high performan
e mosai
king software deployed on a
omputational grid, su
h as NASA's Information Power Grid (IPG). In this 
ontext, 
ustom a

ess refers to on-the-�y mosai
kingto meet user-spe
i�ed 
riteria for region of the sky to be mosai
ked, data sets to be used, resolution, 
oordinate system, proje
tion,data type and image format. The portal uses pipelines and data 
a
hes to 
onstru
t multiple mosai
s on the grid with highthroughput.Key words. Astronomy, virtual observatory, image, mosai
, web, grid, portal1. Introdu
tion. In re
ent years the Astronomy 
ommunity has witnessed rapid growth in the size and
omplexity of astronomi
al data sets due to rapid advan
es in remote sensing te
hnology. The massive data setsthat now exist 
olle
tively 
ontain tens of terabytes of imagery and 
atalogs in wavelengths spanning the entireele
tromagneti
 spe
trum. Although this ri
h data store represents a signi�
ant opportunity for new s
ienti�
dis
overies, it also represents a serious 
hallenge to the 
ommunity: How does one e�e
tively and e�
ientlyextra
t information from su
h a large and 
omplex 
olle
tion of data? The National Virtual Observatory(NVO) [1, 2, 3℄ is addressing this question in the United States and similar e�orts exist elsewhere in the world[4, 5, 6, 7℄. Many of the these virtual observatory proje
ts are 
ooperating to ensure that they remain integratedand interoperable via the International Virtual Observatory Allian
e (IVOA) [8℄.As a 
ommunity e�ort, the virtual observatory ne
essarily exhibits a loosely 
oupled, distributed ar
hite
-ture, with an emphasis on interoperability between 
omponents developed and deployed by domain experts invarious areas. Sin
e many of these 
omponents require an enormous amount of 
omputation and data movement,the NVO needs to be deployed in a distributed, high performan
e, s
alable 
omputing environment. However,a signi�
ant fra
tion of astronomi
al resear
h is 
ondu
ted by s
ientists and students with limited resour
es,ordinary desktop 
omputers and low bandwidth network 
onne
tions. Therefore, to be e�e
tive the NVO alsoneeds to provide portals to its high performan
e infrastru
ture that will make it usable by resear
hers anywhere.1.1. Grid Computing in Astronomy. The emergen
e of the virtual observatory 
on
ept 
oin
ides withthe maturation of 
omputational grids as a viable ar
hite
ture for high-performan
e or data-intensive, dis-tributed 
omputations. The fundamental 
omputational grid infrastru
ture in
ludes both hardware-distributed,possibly heterogeneous pro
essors inter
onne
ted by networks�and software to laun
h remote 
omputations andto transport data to the pro
esses that require them. The fundamental software infrastru
ture, provided bythe Globus Toolkit, is what makes a 
olle
tion of distributed 
omputational resour
es into a fun
tional 
om-putational grid, providing users with a single point of authenti
ation for simultaneous a

ess to all of the gridresour
es. In the grid development 
ommunity, resear
h is ongoing to bring into produ
tion more sophisti
atedgrid software, layered on top of Globus, to provide additional fun
tionality su
h as job monitoring, 
he
kpointing,stop and restart, error re
overy, planning, and s
heduling.The resear
h des
ribed in this paper was 
ondu
ted in 2002-2003, at whi
h time the NVO was in its earlystages and appli
ation of grid te
hnology to astronomi
al resear
h was very limited. At this time, a numberof important web-based systems were instantiated, whi
h serve as a model for the grid-based and web-basedar
hite
tures prevalent today.A number of proje
ts used grid 
omputing to allow s
ien
e users around the world to a

ess 
omputationalsoftware over the Internet. The main advantage is that deploying these algorithms as grid and web servi
esmakes them a

essible to s
ien
e users with limited resour
es and only lightweight 
omputers and network
onne
tions. One example of this is the Hera ar
hite
ture [9℄, whi
h makes it possible to run the High EnergyAstrophysi
s S
ien
e Ar
hive Resear
h Center (HEASARC) data analysis software at NASA's Goddard Spa
eFlight Center (GSFC) on a remote server via a simple graphi
al interfa
e. Astro
omp [10℄ is a web portal
∗Jet Propulsion Laboratory, California Institute of Te
hnology, 4800 Oak Grove Drive, Pasadena, CA 91109-8099,Joseph.Ja
ob�jpl.nasa.gov 59



60 Ja
ob, et al.for a

ess to software for N-body simulations. Similarly, the yourSky web portal [11℄, des
ribed in this paper,provides remote a

ess to JPL's parallel astronomi
al image mosai
king software via a simple web form interfa
e.The eSTAR Proje
t [12℄ is an intelligent roboti
 teles
ope network that 
onne
ts intelligent agents toteles
opes and databases through grid and web servi
es. This is an example of how grid 
omputing is appliedto s
ien
e a
tivities like Gamma-Ray Burst followup observations and the hunt for planets outside our solarsystem.The Sloan Digital Sky Survey (SDSS) was an early adopter of web servi
es te
hnologies to fa
ilitate a

essto large astronomi
al datasets. SDSS used many of the same te
hnologies that are prevalent today in web-based
ommer
e, in
luding SOAP (Simple Obje
t A

ess Proto
ol), XML (Extensible Markup Language), and WSDL(Web Servi
e Des
ription Language), to build servi
es for resour
e dis
overy, data mining, visualization, andstatisti
al analysis. The SkyQuery [13, 14℄ portal was implemented for SDSS using this web servi
es ar
hite
ture.A number of proje
ts related to virtual observatories are fo
used on using grid and web servi
es te
hnologyto a

ess multiple datasets (images and 
atalogs) from di�erent ar
hive 
enters and merge them to provide ri
herinformation 
ontent than is available from any of the datasets alone. This type of interoperability 
on
ept isdemonstrated in the Aladin/GLU system [15℄, the European Spa
e Agen
y (ESA) s
ien
e ar
hives [16℄, theSmithsonian Astrophysi
al Observatory (SAO) spe
tral ar
hives [17℄, the Astrophysi
al Virtual Observatory(AVO) interoperability prototype [18℄, the On-Line Ar
hive S
ien
e Information Servi
es (OASIS) [19℄, andGrist (Grid Servi
es for Astronomy) proje
ts [20℄. The Uni�ed Content Des
riptor (UCD) [21℄ pres
ribes anaming s
heme for astronomi
al 
atalogs in order to fa
ilitate this type of interoperability.NASA's Information Power Grid (IPG) provided the grid infrastru
ture used in this work.1 The IPG 
on-ne
ted SGI Origin servers and Linux 
lusters distributed at NASA 
enters nationwide. The National S
ien
eFoundation (NSF) also sponsors a 
omputational grid 
alled the TeraGrid, whi
h, at the time the resear
hreported in this paper was 
ondu
ted, linked together large Linux 
lusters at �ve sites, California Institute ofTe
hnology, San Diego Super
omputer Center, Argonne National Laboratory, National Center for Super
om-puting Appli
ations, and Pittsburgh Super
omputing Center. By September 2004, additional TeraGrid 
enterswere added, in
luding Indiana University, Oak Ridge National Laboratory, Purdue University, and Texas Ad-van
ed Computing Center, for an aggregate pro
essing power of 40 tera�ops, with 2 petabytes of disk storage,all inter
onne
ted with a 10-30 gigabits per se
ond dedi
ated national network [22℄.1.2. Image Mosai
king in Astronomy. The mosai
king des
ribed in this paper involves reproje
tinginput image plates to a 
ommon 
oordinate system, proje
tion, equinox, and epo
h, and 
ombining the resultingplates to produ
e a single output image. There are strong s
ien
e drivers for mosai
king. The most obvious isthat large image mosai
s enable analysis of 
elestial obje
ts that either do not �t on a single image plate in thenative image partitioning s
heme used by a survey, or fall at the boundary between two or more neighboringplates. Also, mosai
s enable analysis of the large-s
ale stru
ture of the universe. In addition, mosai
kingdata sets in di�erent wavelengths or from di�erent surveys to the same 
oordinate grid enables multi-spe
tralanalysis, whi
h 
ould be essential for identifying new, previously unknown, types of obje
ts, or for identifyingnew obje
ts that are so faint in a single wavelength that they are overlooked until 
ombined with the signalsfrom other wavelengths.A number of software pa
kages exist that 
an be used to 
onstru
t astronomi
al image mosai
s. This paperdes
ribes the yourSky software and its usage on the IPG. The yourSky software is the baseline for Montage[23, 24℄, a general s
ien
e-grade astronomi
al image mosai
king toolkit that preserves both astrometry (obje
tpositions) and photometry (brightnesses) in the images. The Montage software was deployed as a servi
e onthe TeraGrid using a s
heduler 
alled Pegasus [25, 26℄ and Condor DAGMAN [27℄ to laun
h the 
omputationson the grid in a manner that preserves all of the dependen
ies. Other notable astronomi
al mosai
king proje
tsin
lude SWarp [28℄ from the Fren
h TERAPIX 
enter and MOPEX [29℄ from the Spitzer S
ien
e Center atCalte
h.1.3. From yourSky to yourSkyG. In this paper, we des
ribe yourSky and yourSkyG, portals for high-performan
e, on-demand, astronomi
al image mosai
king. Both yourSky and yourSkyG 
an perform their highperforman
e 
omputations and data movement on 
onventional super
omputers, but yourSky requires use ofa lo
al multipro
essor system, while yourSkyG is 
apable of laun
hing its 
omputations on remote 
omputersorganized in a 
omputational grid su
h as the IPG. A key 
hara
teristi
 of the portal ar
hite
ture is that the
1NASA de
ommissioned the IPG in 2004.
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al Image Mosai
king on the Information Power Grid 61data movements required to 
onstru
t a requested mosai
 and the a
tual lo
ation where the 
omputations are
arried out are transparent to the user who simply orders his mosai
 by spe
ifying the parameters that des
ribethe mosai
. Regardless of where the 
omputations are performed, these portals are a

essible via lightweight
lient software�the ubiquitous web browser. The ar
hite
ture of yourSkyG is motivated by the loosely-
oupled,distributed nature of both the NVO and IPG infrastru
tures.The yourSkyG portal is optimized for e�
ient pro
essing of mosai
 ensembles, multiple mosai
 requeststo be pro
essed together. This mode of pro
essing 
an dramati
ally improve throughput by (i) redu
ing theamount of data 
ommuni
ation in 
ases where multiple mosai
s require the same input image plates, and (ii)performing 
omputation and 
ommuni
ation for di�erent mosai
s in parallel where possible. Furthermore, weintrodu
e the 
on
ept of data reservoirs, 
arefully managed data 
a
hes maintained at ea
h stage of the data�ow pipeline that have the e�e
t of smoothing out variations in throughput as the availability of and load onshared grid resour
es 
hange over time.The ar
hite
ture of yourSky is summarized in Se
tion 2. Enhan
ements required to produ
e yourSkyG,running on the IPG, are des
ribed in Se
tion 3. Optimizations for pro
essing multiple mosai
 requests aredes
ribed in Se
tion 4. Performan
e results are provided in Se
tion 5. Finally, a summary is provided inSe
tion 6.2. The yourSky Portal. The only 
lient software required to use the yourSky 
ustom astronomi
al imagemosai
 server is the ubiquitous web browser. By �lling out and submitting the request form, users have 
ustoma

ess on their desktop to all of the publi
ly released data from the member surveys. In this 
ontext, �
ustoma

ess� refers to new te
hnology that enables on-the-�y astronomi
al image mosai
king to meet user-spe
i�ed
riteria for region of the sky to be mosai
ked, data set to be used, resolution, 
oordinate system, proje
tion,data type, and image format. All mosai
 requests are ful�lled from the original ar
hive data so that the domainexperts maintain 
ontrol and responsibility for their data and data 
orruption due to resampling is minimizedbe
ause only one reproje
tion is done from the raw input data. Currently the data ar
hives that are a

essiblewith yourSky are the Digitized Palomar Observatory Sky Survey (DPOSS) [30℄ and the Two Mi
ron All SkySurvey (2MASS) [31℄. DPOSS has 
aptured the entire northern Sky at 1 ar
 se
ond resolution in three visiblewavelengths. 2MASS has 
aptured the entire sky at 1 ar
 se
ond resolution in three infrared wavelengths.The yourSky ar
hite
ture supports expansion to in
lude other surveys, without regard to the native imagepartitioning s
heme used by a parti
ular survey.2.1. Ar
hite
ture. The ar
hite
ture for yourSky is illustrated in Fig. 2.1. In the �gure, the numbereddes
riptions on some of the arrows give the steps taken to ful�ll a typi
al mosai
 request. The pro
edure is asfollows. The 
lients at the top left of the illustration are the web browsers that may be used to submit requeststo yourSky. A simple HTML form interfa
e, shown in Fig. 2.2, is used to spe
ify the parameters that areto be passed to the 
ustom astronomi
al image mosai
king software. The mosai
king software and the mosai
parameters are des
ribed in detail in Se
tion 2.2. The yourSky Mosai
 Request Manager running on the yourSkyserver 
he
ks for mosai
 requests and hands them o� to the Mosai
 Request Handler, using the user prioritys
heme des
ribed in Se
tion 2.3. The Mosai
 Request Handler queries the Plate Coverage Database, des
ribedin Se
tion 2.4, to determine whi
h input image plates from DPOSS or 2MASS are required to ful�ll the mosai
request. A �xed size data 
a
he is maintained on the yourSky server to store the input image plates requiredto build re
ent mosai
 requests. If all of the required input image plates are already present lo
ally in thedata 
a
he, the mosai
 is 
onstru
ted immediately using the 
ustom astronomi
al image mosai
king software.If some of the required input image plates are not already 
a
hed lo
ally, they need to be retrieved from theirrespe
tive ar
hives. Therefore an �ar
hive request� is issued. The yourSky Ar
hive Request Manager 
he
ks forar
hive requests and hands them o� to the Ar
hive Request Handler, whi
h retrieves the required input imageplates from the appropriate remote ar
hive. On
e all of the input image plates for a request have been 
a
hedon a lo
al disk, the 
ustom astronomi
al image mosai
king software is laun
hed to 
onstru
t the mosai
. Whenthe mosai
, built pre
isely to mat
h the user's request parameters, is ready an email is sent ba
k to the userwith the URL where the image mosai
 
an be downloaded.2.2. Custom Astronomi
al Image Mosai
king Software. The heart of the yourSky server is the
ustom astronomi
al image mosai
king software that is used to 
onstru
t an image mosai
 pre
isely mat
hinguser-spe
i�ed parameters. The inputs to the mosai
king software are a list of input images to be mosai
ked andthe 
ustom parameters that determine the properties of the mosai
 to be 
onstru
ted. The only requirements onthe input images are the following. First, they must 
omply with the standard di
tated by the Flexible Image
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Fig. 2.1. The ar
hite
ture of yourSky supports fully automated mosai
king, in
luding retrieval of the input image plates fromthe remote survey ar
hives.

Fig. 2.2. The yourSky 
ustom mosai
 web form interfa
e.Transport System (FITS), a data format that is well understood by the astronomy 
ommunity and has long beenused as the de fa
to method for sharing data within the 
ommunity [32℄. FITS format images en
apsulate the



yourSkyG: Large-S
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al Image Mosai
king on the Information Power Grid 63image data with keyword-value pairs that give additional information about how the data values in the imagemap to lo
ations on the sky. The se
ond requirement for input images to the mosai
king software is that theFITS header must 
ontain valid World Coordinate System (WCS) information. The WCS de�nes pixel-to-skyand sky-to-pixel 
oordinate transformations for a variety of 
oordinate systems and proje
tions 
ommonly usedby the astronomy 
ommunity [33℄.2.2.1. Custom A

ess. With yourSky, the emphasis is on 
ustom a

ess to astronomi
al image mosai
s.The following parameters may be used to spe
ify the mosai
 to be 
onstru
ted:1. Center right as
ension and de
lination: Required parameters, analogous to the CRVAL1 and CRVAL2FITS keywords, whi
h spe
ify the lo
ation on the 
elestial sphere of the tangent point for the imageproje
tion plane. By default, this 
enter of proje
tion is pla
ed at the 
enter pixel in the mosai
,analogous to the CRPIX1 and CRPIX2 FITS keywords.2. Resolution: Required parameters, analogous to the CDELT1 and CDELT2 FITS keywords, whi
hspe
ify the pixel size in degrees in ea
h of the two image dimensions at the mosai
 
enter of proje
tion.3. Radius in degrees: Optional parameter that limits the mosai
 size using degrees from the mosai
 
enter.If not spe
i�ed, the radius is determined automati
ally from the region of 
overage of the input imageplates.4. Width and height in pixels: Optional parameters, analogous to the NAXIS1 and NAXIS2 FITS key-words, that limit the mosai
 size using a spe
i�
 number of pixels. These parameters supersede theradius in degrees if that is given as well. If not spe
i�ed, the size is determined automati
ally from theregion of 
overage of the input image plates.5. Coordinate system: Required parameter, analogous to the �rst half of the CTYPE1 and CTYPE2 FITSkeyword values, that spe
i�es the alignment of the mosai
 axes in 3-D spa
e. Four 
oordinate systemsare supported: gala
ti
, e
lipti
, J2000 equatorial, and B1950 equatorial.6. Proje
tion: Required parameter, analogous to the se
ond half of the CTYPE1 and CTYPE2 FITSkeyword values, that spe
i�es how lo
ations on the 
elestial sphere are mapped to the image proje
tionplane. All of the proje
tions spe
i�ed by WCS are supported: Linear (LIN), Gnomoni
 (TAN), Or-thographi
 (SIN), Stereographi
 (STG), Zenithal/Azimuthal Perspe
tive (AZP), Zenithal/AzimuthalEquidistant (ARC), Zenithal/Azimuthal Polynomial (ZPN), Zenithal/Azimuthal Equal Area (ZEA),Airy (AIR), Cylindri
al Perspe
tive (CYP), Cartesian (CAR), Mer
ator (MER), Cylindri
al EqualArea (CEA), Coni
 Perspe
tive (COP), Coni
 Equidistant (COD), Coni
 Equal Area (COE), Coni
Orthomorphi
 (COO), Bonne (BON), Poly
oni
 (PCO), Sanson-Flamsteed Sinusoidal (SFL), Paraboli
(PAR), Hammer-Aito� (AIT), Mollweide (MOL), COBE Quadrilateralized Spheri
al Cube (CSC),Quadrilateralized Spheri
al Cube (QSC), Tangential Spheri
al Cube (TSC), Digitized Sky Survey PlateSolution (DSS), and Plate �t polynomials (PLT).7. Image Format: Required parameter that spe
i�es the output mosai
 image format (FITS is re
om-mended). The following image formats are 
urrently supported: FITS, JPEG, PGM, PNG, TIFF, andRaw Data.8. Data Type: Required parameter that spe
i�es the data type of the mosai
 pixels. This is analogousto the BITPIX FITS keyword. The data types 
urrently supported are 8-, 16-, and 32-bit signed andunsigned integer, and single and double pre
ision �oating point.9. Quantization Extrema: Optional parameters that spe
ify the minimum and maximum over whi
h tostret
h the input pixel values for those data types that require quantization to a limited number ofoutput bits per pixel (espe
ially, 8-bit and 16-bit integers). The user 
an spe
ify these values to 
ontrolhow many gray levels in the output mosai
 are assigned to low or high intensity regions of the sky.10. Pixel Masks: Optional masks may be spe
i�ed to dis
ard pixels around the outer perimeter or fromparti
ular re
tangular regions in ea
h input image.11. Ba
kground Mat
hing: Logi
al parameter that spe
i�es whether or not yourSky should attempt tomat
h the ba
kground intensities among the input images that 
omprise a mosai
 in an attempt toprodu
e a mosai
 that is as seamless as possible.2.2.2. Parallel Mosai
king Algorithm. The yourSky mosai
king algorithm is designed to be able tohandle arbitrarily sized mosai
 requests from typi
al small requests 
overing a single 
elestial obje
t to all-sky mosai
s at full resolution. Also, the algorithm is e�
ient in the fa
e of arbitrarily sized input imageplates, so that yourSky 
an be extended to support other image ar
hives without 
onsideration of the na-
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heme used by the ar
hive. For example, the two surveys 
urrently a

essible byyourSky have drasti
ally di�erent native image partitioning s
hemes, from millions of small 2 MB imageplates in the 
ase of 2MASS to thousands of mu
h larger 1 GB plates in the 
ase of DPOSS. In addition,the mosai
king algorithm is designed to support arbitrary mappings from input image pixels to output mosai
pixels.The mosai
king pro
eeds in two phases, Analysis and Build. During Analysis, the following is a

omplished.First, the mosai
 width and height are determined if they are not provided expli
itly as part of the user-spe
i�edparameter set. Se
ond, the pixel 
oordinates that interse
t the mosai
 are determined for ea
h input imagealong with the 
orresponding interse
tion 
oordinates from the mosai
. These 
oordinates are used to set loopbounds and bu�er sizes during the Build phase. Third, in 
ases where the data type requires quantization to alimited number of output bits per pixel in the output mosai
 (e.g., 8-bit and 16-bit integers), the minimum andmaximum over whi
h the pixel values should be quantized are determined if these extrema are not spe
i�edexpli
itly as part of the user-spe
i�ed parameter set. Fourth, if ba
kground mat
hing is to be done, the intensity
orre
tion for ea
h input image plate is determined.During the Build phase the information gathered during Analysis is used to 
onstru
t the 
ustom mosai
.If the mosai
 is to be lower resolution than the input image plates, the outer loop is over the input image pixelsand the mosai
 pixel values are 
al
ulated as the average of the input pixels for whi
h the pixel 
enter fallswithin the mosai
 pixel region of 
overage. If the mosai
 is to be roughly the same or higher resolution thanthe input image plates, the outer loop is over the mosai
 pixels and the mosai
 pixel values are 
omputed to bethe result of sampling from the input images using bilinear interpolation. In either 
ase, mapping from inputpixel 
oordinates to output pixel 
oordinates is done by �rst mapping from input pixels to a lo
ation on thesky, then mapping from the sky 
oordinates to the output pixel 
oordinates, as illustrated in Fig. 2.3.
Input Image Plates Output Mosaic

(xi,yi) (xo,yo)(RA,Dec)

1. Map input pixel coordinates (xi,yi) 
to sky coordinates (RA,Dec). 

2. Map sky coordinates (RA,Dec) to 
output pixel coordinates (xo,yo). Fig. 2.3. Mapping from input pixel 
oordinates to output pixel 
oordinates is done in two steps. First, the input 
oordinatesare mapped to a position on the sky, then that position on the sky is mapped to the output mosai
 
oordinates.The mosai
king pro
eeds in parallel during both Analysis and Build, with ea
h pro
essor being assigneda subset of the input image pixels. By default the input images are assigned to pro
essors in a round robinfashion, with one pro
essor per image, but the user 
an re
on�gure this at run-time by spe
ifying the numberof pro
essors to be assigned to ea
h input image. Assigning multiple pro
essors to ea
h input image platedramati
ally improves e�
ien
y for ar
hives, su
h as DPOSS, that have su
h large image plates that only asingle or a few input image plates are required for a typi
al mosai
 request. If multiple pro
essors are assignedto ea
h input image, a group syn
hronization among the pro
essors assigned to the same image is required forea
h image so that Analysis results 
an be a

umulated and shared. Also, in all 
ases, a global syn
hronizationis required between the Analysis and Build phases so that Analysis results that relate to the entire mosai
, su
has pixel value distributions required to 
al
ulate the appropriate quantization extrema, 
an be a

umulated andshared. The software should be portable be
ause it is written in ANSI C and all inter-pro
essor 
ommuni
ationand syn
hronization is done using Message Passing Interfa
e (MPI), whi
h has been implemented on manyplatforms [34℄.2.2.3. Sample Mosai
s. Some sample image mosai
s, 
onstru
ted with the yourSky 
ustom image mo-sai
king software, are shown in Figs. 2.4, 2.5 and 2.6.
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king on the Information Power Grid 65Fig. 2.4 shows a full 90 ar
 se
ond resolution, all-sky, 14, 400 × 7, 200 pixel mosai
 
onstru
ted from 430Infrared Astronomi
al Satellite (IRAS) [35℄ image plates in ea
h of 4 wavelengths, 12, 25, 60, and 100 µm.High performan
e exploration of this and other large data sets is possible using visualization software developedpreviously at JPL [36℄, [37℄.

Fig. 2.4. IRAS all-sky mosai
 in the Cartesian (CAR) proje
tion at 90 ar
 se
ond resolution, 
onstru
ted from 430 IRASimage plates in ea
h of four wavelengths. The full resolution mosai
 is 14400 × 7200 pixels.Fig. 2.5 shows a 
enter of the galaxy mosai
 from the 2MASS H band (1.65µm wavelength) before andafter ba
kground mat
hing is performed. The striped appearan
e without ba
kground mat
hing is primarilydue to atmospheri
 e�e
ts that be
ome more pronoun
ed as the path length through the atmosphere getslonger at di�erent look angles. The ba
kground mat
hing algorithm used by yourSky results in a more seamlessmosai
, but edge e�e
ts are still visible. The Montage algorithms, des
ribed earlier, 
an be used to improvethis ba
kground mat
hing algorithm further.

(a) (b)Fig. 2.5. 2MASS H band (1.65µm wavelength) 
enter of the galaxy mosai
 
onstru
ted from 16 2MASS image plates at 1ar
 se
ond resolution (a) without and (b) with ba
kground mat
hing.Fig. 2.6 shows a DPOSS F band (650 nm wavelength) mosai
 of M31 in a Gala
ti
 Tangent Plane proje
tion.The mosai
 shown in the �gure is the 
enter part of a larger 34, 816 × 36, 352 single pre
ision �oating pointmosai
 
onstru
ted from 9 DPOSS plates at full 1 ar
 se
ond resolution.
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Fig. 2.6. DPOSS F band (650 nm wavelength) mosai
 of Andromeda (M31) at 1 ar
 se
ond resolution. The image shownhere is the 
enter of a mu
h larger mosai
 
onstru
ted from 9 DPOSS plates.2.3. Request Management. Simultaneous mosai
 requests are a

epted from a simple HTML formsubmitted from the yourSky mosai
 request web page, and queued on the yourSky server by a Common GatewayInterfa
e (CGI) program interfa
ing with the Apa
he web server. The mosai
 parameters for ea
h request arestored on the yourSky server along with the identity of the user that submitted the request. The yourSkyMosai
 Request Manager, shown in the ar
hite
ture diagram in Fig. 2.1, needs to lo
ate these mosai
 requestsand assign them one at a time to the Mosai
 Request Handler. A user priority s
heme is in pla
e that starts o�all users with equal priority. As requests are pro
essed the user priorities 
hange based on the number of mosai
pixels produ
ed by ea
h user in the past period referred to as the �priority window�, 
urrently set to 1 week.Users with the least number of mosai
 pixels produ
ed in the priority window period have highest priority forfuture mosai
 requests. Furthermore, a mosai
 request in progress that has had to wait for input image plateretrieval from a remote ar
hive gets the highest priority to run next on
e all of the required input images havebeen retrieved. This ensures that all users get a 
han
e to have their mosai
 
onstru
ted and no single user willdominate all the available resour
es.2.4. Plate Coverage Database. In order to be a

essible by yourSky, all member surveys have tobe in
luded in the Plate Coverage Database that 
ontains the minima and maxima of the longitudes (rightas
ensions) and latitudes (de
linations) in ea
h of the supported 
oordinate systems for all of the input imageplates. The yourSky Mosai
 Request Handler queries this database to determine whi
h input image plates areneeded to ful�ll ea
h mosai
 request. The open sour
e database, MySQL, is used to store this plate 
overageinformation [38℄, [39℄. The result of the query to the Plate Coverage Database is a list of the input image platesthat are required to ful�ll the mosai
 request. These input image plates are retrieved from the appropriateremote ar
hives, staged in a lo
al data 
a
he, and provided as an input to the image mosai
king softwaredes
ribed in Se
tion 2.2. The plate 
overage database is also available as a stand-alone servi
e, 
alled theyourSky Ar
hive Database Query.2.5. Data Management. A data management s
heme is implemented on the yourSky server to manageboth a data 
a
he for the input image plates, used to ful�ll re
ent mosai
 requests, and a work area, used tostore re
ently 
onstru
ted mosai
s until they are downloaded.The input data 
a
he is maintained at a �xed size with image plates dis
arded on a least re
ently used basis.This enables mosai
s to be re
omputed with some 
hanges to the 
ustom request parameters without having torepeat the input image plate retrieval from the remote ar
hives if the new request is resubmitted before the inputimages are purged from the 
a
he. Also, mosai
s of popular regions of the sky are likely to have their input imageplates already 
a
hed on the yourSky server from previous requests, so they 
an be 
onstru
ted more qui
kly.
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king on the Information Power Grid 67Mosai
s that have been 
ompleted are stored in a work area from whi
h they may be downloaded by theappropriate users. Currently mosai
s are purged after a 1 week period expires.2.6. Data Ar
hive A

ess. All of the publi
ly released data from two ar
hives are 
urrently a

essibleby yourSky, the Digitized Palomar Observatory Sky Survey (DPOSS) and the Two Mi
ron All Sky Survey(2MASS) Se
ond In
remental Data Release (2IDR).DPOSS has 
aptured nearly the entire northern sky at 1 ar
 se
ond resolution in three wavelengths, 480 nm(J Band�blue), 650 nm (F Band�red), and 850 nm (N Band�near-infrared). The survey data were 
apturedon photographi
 plates by the 48-in
h Os
hin Teles
ope at the Palomar Observatory in California [30℄. Thetotal size of the DPOSS data a

essible by yourSky is roughly 3 TB, stored in over 2,600 overlapping imageplates on the High Performan
e Storage System (HPSS) [40℄ at the Center for Advan
ed Computing Resear
h(CACR) at the California Institute of Te
hnology. The DPOSS plates are ea
h about 1 GB in size and 
ontain
23, 552 × 23, 552 pixels 
overing a roughly 6.5 × 6.5 degree region of the sky. The yourSky server uses a 
lientprogram 
alled the Hierar
hi
al Storage Interfa
e (HSI) to retrieve sele
ted DPOSS plates in bat
h mode fromthe HPSS [41℄.2MASS has 
aptured nearly the entire sky at 1 ar
 se
ond resolution in three near-infrared wavelengths,
1.25µm (J Band), 1.65µm (H Band), and 2.17µm (KS Band). The survey data were 
aptured using two 1.3meter teles
opes, one at Mt. Hopkins, AZ and one at the Cerro Tololo Inter-Ameri
an Observatory (CTIO)in Chile [31℄. The 2MASS ar
hives 
ontain roughly 10 TB of images and the subset that was released as partof the 2MASS Se
ond In
remental Release (2IDR), nearly 4 TB, is fully a

essible by yourSky. This 4 TB ofdata is stored in about 1.8 million overlapping plates managed by the Storage Resour
e Broker (SRB) at theSan Diego Super
omputer Center (SDSC). Ea
h 2MASS plate is about 2 MB in size and 
ontains 512 × 1, 024pixels 
overing a roughly 0.15 × 0.30 degree region of the sky. The SRB is a s
alable 
lient-server system thatprovides a uniform interfa
e for 
onne
ting to heterogeneous data resour
es, transparently manages repli
as ofdata 
olle
tions, and organizes data into �
ontainers� for e�
ient a

ess [42℄. The yourSky server uses a set of
lient programs 
alled SRB Tools to a

ess sele
ted 2MASS plates in bat
h mode from the SRB.3. From yourSky to yourSkyG. In Se
tion 2 we des
ribed how yourSky enables 
ustom astronomi
almosai
 
onstru
tion on a lo
al multipro
essor system. Here, �lo
al� refers to the fa
t that the mosai
 
om-putations are performed on the same ma
hine that hosts the web server. The obje
tives of yourSkyG are (i)to provide the same kind of 
ustom, web-a

essible mosai
 servi
e as yourSky, but to perform the 
omputeintensive portions remotely on a grid, and (ii) to make mu
h larger mosai
king jobs feasible by leveraging the
omputational power of the grid to full advantage.The yourSkyG portal runs on a lo
al grid portal system and maintains 
omplian
e with grid se
urity. Itinitiates data transfers to and from, and job exe
utions on, a remote IPG 
omputer. Lo
al se
urity rules di
tatethat the web servi
es o�ered by yourSkyG and the grid portal may not be hosted on the same system. Instead,the web interfa
e and Mosai
 Request Manager are resident on a lo
al web portal system that has no dire
t
onne
tion to the grid, as illustrated in Fig. 3.1. This web portal system a

epts user requests and stores themin �les on a lo
al disk that is also a

essible by the grid portal system. The yourSkyG job manager with IPGauthenti
ation is hosted on the grid portal system. Periodi
ally this job manager 
he
ks for mosai
 requests.When a request is found, the job manager does the following:1. Retrieve the required input images from the remote sky survey ar
hives2. Get a grid proxy in order to authorize grid a

ess3. Upload the required input images to the target grid system4. Generate a �le in the Globus Resour
e Spe
i�
ation Language (RSL) that spe
i�es the job to be runon the grid5. Exe
ute this RSL and wait for the resulting remote grid job to �nish6. Download the resulting output image7. Remove �les that are no longer needed from the remote grid system8. Notify the user via e-mail9. Optionally store the mosai
 in an SRB ar
hiveThis ar
hite
tural 
hange su

essfully separates the grid portal from the less se
ure web portal, withoutrequiring signi�
ant modi�
ations to the yourSky ar
hite
ture. However, this does requires 
oordination betweenthe web and grid portals, whi
h is a

omplished through �les stored on the shared disk.
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Fig. 3.1. In the yourSkyG ar
hite
ture, there is a 
lear separation between the lo
al web and grid portals and the remotegrid 
ompute system where the mosai
 pro
essing is performed. The lo
al grid portal 
oordinates the data �ow and remote jobexe
ution.4. Optimizations for Large-S
ale Mosai
 Ensembles. The grid o�ers a wealth of 
omputational,storage, and networking resour
es together with a ri
h set of tools for a

essing them. The 
entral problemis how to manage all of these resour
es in order to a
hieve an a

eptable sustained throughput rate. Thisresour
e management problem is not only 
omplex but also dynami
, with resour
e availability and usage
hanging over time. Resour
e management is of parti
ular importan
e for the problem addressed in this paper,astronomi
al image mosai
king, be
ause this is not only a 
ompute intensive task but also a data intensive task.Not surprisingly, both 
omputational resour
e s
heduling and data 
ommuni
ation are important issues. Thear
hite
ture of yourSkyG addresses this resour
e management problem in the 
ontext of pro
essing multiplemosai
s, i. e., 100 or more mosai
s at a time.The key ar
hite
tural features of yourSkyG are (i) state-based data �ow, (ii) pipeline pro
essing, and
(iii) data reservoirs, des
ribed below. Together these produ
e bene�
ial 
hara
teristi
s in yourSkyG su
h as
ontrolled usage of shared grid resour
es, improved throughput, and a degree of fault toleran
e. Throughputis improved as a result of overlapping 
omputation and 
ommuni
ation, 
a
hing data 
lose to the pro
essing,and 
areful ordering of the mosai
s to be pro
essed to maximize the use of the data 
a
hes and minimize theamount of 
ommuni
ation required. The use of a pro
essing pipeline means that many di�erent mosai
s may bepro
essed at the same time but at di�erent phases in the pro
essing sequen
e. For example, while one or moremosai
s are being 
omputed on the grid, the output from previous mosai
 
omputations 
an also be downloadedand the inputs for later mosai
s 
an be uploaded.The following provides more detail about the key ar
hite
tural features of yourSkyG, as well as someperforman
e results summarizing our experien
es in 
reating a set of 900 overlapping mosai
s from DPOSS,
olle
tively 
overing the entire northern sky in 6× 6 degree pat
hes with 1 ar
 se
ond sampling. This ensembleof mosai
s, totaling about 1.7 terabytes per wavelength, 
an be visualized using an all-sky, web-based imagebrowsing servi
e [43℄.4.1. Ensemble Request Management. A mosai
 ensemble request is a set of parameters, representedas a set of keyword-value pairs, that des
ribe the mosai
s to be 
onstru
ted. Some of these parameters applyto all of the mosai
s in the ensemble, for example, input survey and wavelength, 
oordinate system, proje
tion,resolution, width and height in pixels. Others spe
ify the individual mosai
s, for example, right as
ension andde
lination of the 
enter.
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king on the Information Power Grid 69Parameters are added to the mosai
 ensemble request in two steps. First, the parameters that spe
ify theinput images required to 
ompute ea
h mosai
 are added. Se
ond, the parameters that spe
ify the grid resour
esto be used in this 
omputation are added. The �nal parameter set 
ontains all the information required for
omputing the mosai
s.4.2. Ordering Mosai
 Computations for E�
ient Data Transport. Sin
e large �les must be movedto and from the remote grid system, data transport e�
ien
y is extremely important. In our DPOSS plateensemble example, ea
h output DPOSS mosai
 is 1.9 GB in size and on average requires pro
essing of 7.6 inputimage plates ea
h 1.1 GB for an average total transfer of over 10 GB. We have found in this example thatwithout an adequate data transport strategy data transfer time 
an easily dwarf mosai
 
omputation time.If the requested mosai
s in an ensemble are lo
alized on the sky, some input images may be required formultiple output mosai
s. The yourSkyG portal takes advantage of this by maintaining a data 
a
he of inputimages on the target grid system so that these images may be reused whenever possible to redu
e the volumeof data transferred. Moreover, the order in whi
h the mosai
s in an ensemble are pro
essed is sele
ted to takemaximum advantage of the available data 
a
he. Returning to our DPOSS plate ensemble example, a singlemosai
 pro
essed by itself requires on average the transfer of 8.5 GB of input images. However, if an ensembleof these mosai
s are pro
essed together, taking advantage of 
omputation reordering and data 
a
hing mayeliminate up to 85% of the input data transfers.4.3. State-Based Pro
essing Model. Con
eptually, the pro
essing of a mosai
 job is modeled as asequen
e of states and state transitions, as illustrated in Fig. 4.1. This model has been implemented so thatea
h state is a dire
tory and the obje
ts in these states are �les. Ea
h state transition is then the movementof some �le (obje
t) from its 
urrent dire
tory (
urrent state) to a new dire
tory (new state). The �le that ismoved from state to state may be an input image, an output mosai
, a mosai
 job des
ription, or a message ofsome kind. At any given time ea
h possible state may be o

upied by multiple obje
ts.An input image moves between the states of input_awaiting_download, input_awaiting_upload, andinput_
a
hed. The input_awaiting_download state means that the input image is s
heduled for downloadfrom the remote survey ar
hive. The input_awaiting_upload state means that the image is s
heduled for up-load to the remote grid system. The input_
a
hed state means that the input image is preserved in a two-level
a
he, the primary on the remote grid system and the se
ondary on the lo
al grid portal. The se
ondary 
a
he isused to 
orre
t data transfer errors to the primary 
a
he and for reuse with later mosai
 ensemble requests. Anoutput image mosai
 moves between the states of output_
omputed, output_downloaded, output_ar
hived,output_purged_from_grid, and output_
a
hed. The transition to the output_purged_from_grid statemeans that �les on the grid that are no longer needed have been removed to free grid resour
es for later jobs.A mosai
 ensemble request is partitioned into subsets, ea
h of whi
h is treated as a single bat
h job on thegrid, referred to here as a �job�. Ea
h job moves between the states of job_identifying_inputs_for_upload,job_awaiting_input_upload, job_ready_to_submit, job_queued, job_exe
uting, and job_
ompleted.Upon job 
ompletion, a message is sent ba
k to the grid portal system that spe
i�es the output �les to bedownloaded, their lo
ations on the remote grid system, and their sizes for automated error 
he
king.4.4. Data Flow Model Using Con
urrent Asyn
hronous Pro
esses. In the yourSkyG data �owmodel, ea
h state transition is implemented as a separate pro
ess and all of these pro
esses exe
ute asyn-
hronously. Ea
h state transition pro
ess exe
utes in its own 
urrent_state dire
tory, reads ea
h �le in thatdire
tory in time order, applies some operation to that �le, and moves it to a next_state dire
tory.There is no dire
t 
ommuni
ation between these pro
esses and no 
entralized 
ontrol. A state transitionpro
ess exe
utes whenever there is data available and pro
essing o

urs as rapidly as lo
al resour
es allow. Anoutput from a state transition pro
ess be
omes an input for some other state transition pro
ess. The result isan e�
ient data �ow ar
hite
ture.This design has bene�
ial software engineering features. Ea
h state transition pro
ess is a small moduleeasily 
onstru
ted and modi�ed, and easily inserted or removed from a mu
h larger software stru
ture. Most ofthe fun
tions of a state transition pro
ess are 
ommon among all of these pro
esses and need only be implementedon
e and reused.This �ne-grained ar
hite
ture provides the user a high degree of 
ontrol over the exe
uting system. Forexample, one pro
ess that appears to have a problem may be sele
tively halted for further study while the restof the system 
ontinues to exe
ute. Halting a pro
ess has no serious 
onsequen
es other than the a

umulation
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Fig. 4.1. The yourSkyG 
omputations to pro
ess multiple mosai
s at a time on the grid 
an be modeled as a series of statesand state transitions.of requests just prior to the ina
tive state transition. When the ina
tive pro
ess is restarted, pro
essing returnsto normal.4.5. Pipeline with Reservoirs. The global ar
hite
ture of yourSkyG is a pipeline 
reated from a sequen
eof many independently exe
uting state transition pro
esses. Files move through this pipeline a

umulating indi�erent �reservoirs� and, in so doing, even out temporary �u
tuations in lo
al throughput. Given the data�ow ar
hite
ture, it is a straightforward extension to repli
ate the yourSkyG pipeline into multiple pipelines,exe
uting asyn
hronously, and ea
h targeting a di�erent remote grid system.A pipeline ar
hite
ture by itself has the potential for greatly in
reased throughput. However, ea
h of thesestate dire
tories is also a data 
a
he where �les 
an a

umulate until pro
essing resour
es are available. Con-
eptually, ea
h of these is a reservoir. Files a

umulate in a reservoir when the state transition pro
ess followingit is slower than the rest of the system and then drain out again when this state transition pro
ess speeds upagain. As di�erent resour
es speed up and slow down, bottlene
ks move around but the reservoirs smooth outtemporary variations and maintain a higher throughput rate. Only when the 
apa
ity of a resour
e is ex
eededdoes that part of the pipeline shut down. For example, mosai
 jobs that are ready to exe
ute a

umulate inthe job_ready_to_submit dire
tory but are only submitted to the bat
h queue when the number of mosai
jobs queued or exe
uting on the remote grid system falls below a spe
i�
 value. This prevents �ooding theremote bat
h queue whi
h would in turn blo
k any other yourSkyG state pro
ess from a

essing this resour
e;in parti
ular, the state job_awaiting_input_upload would be unable to query for the 
urrent 
ontents of the
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a
he and would stall. However, even when one part of the pipeline shuts down for somereason, other parts do not. If the remote bat
h queue is full, the transfer of input �les from ar
hive to remotegrid system will 
ontinue.4.6. System Monitoring. We have found it essential to be able to monitor the fun
tioning of theyourSkyG system in order to understand how the resour
es intera
t, determine the 
urrent system perfor-man
e, and identify operational problems or implementation issues. The yourSkyG ar
hite
ture makes thismonitoring relatively simple.Listing the 
ontents of all the state dire
tories provides a qui
k look at the 
urrent state of the pipeline. Abottlene
k in the system is easily identi�ed by an a

umulation of �les in a state dire
tory and the dire
toryidenti�es the parti
ular resour
e to examine further. Inspe
tion may in
lude several 
omputing systems andbat
h queues but these requests are easily automated.In order to re
over how the pipeline arrived in its 
urrent state, ea
h pro
ess writes a log �le to its
urrent_state dire
tory. Ea
h log �le re
ords the name of ea
h �le pro
essed, when it was pro
essed, and thestate transition applied. Redire
ting stdout and stderr to the log �le also 
aptures any program or systemerror messages. Log �le generation is one of the yourSkyG reusable 
omponents for state transition pro
esses.Generally, these few simple monitoring te
hniques will identify both the lo
ation and 
ause of a problem.If a parti
ular problem is rare, a manual 
orre
tion may be adequate. If a problem is 
hroni
, then some formof automated error dete
tion and 
orre
tion may be ne
essary.4.7. Automated Error Handling. We 
lassify error handling into three sub-
ategories: dete
tion, man-agement, and 
orre
tion.Error handling begins with dete
tion. In general, the supporting software used, su
h as the Globus tools,will report an error in a way that is automati
ally dete
table by the 
alling program, usually a return valuethat lies within a spe
i�
 range. However, there remain signi�
ant errors that are not reported this way. Forexample, a �le transfer may fail at either end of the transfer route if one of the two host systems 
rashes orit may fail somewhere in the middle if a router malfun
tions. The �le may be nonexistent, zero length, ortrun
ated at the destination, and that error not reported. The yourSkyG system performs an independent
he
k on a transferred �le to determine not only that the transferred �le exists in its target lo
ation but alsothat that �le has arrived having the 
orre
t size. For example, su

essful 
ompletion of a mosai
 
omputationon a remote grid system is reported by the transfer of a small message �le ba
k to the lo
al yourSkyG system
ontaining a list of the output �les to be downloaded and the �le sizes that should be expe
ted.After an error has been dete
ted, it must be managed in some way that prote
ts the rest of the system sothat validity of output data is not 
orrupted but regular pro
essing 
ontinues with minimal disruption. Thishas been modeled and implemented as a state 
hange; however, the new state 
annot be the usual next statesin
e that would indi
ate su

ess. The preferred solution is to move the �le responsible for this error to somepre
eding state and have the repro
essing 
orre
t the situation; however, 
areful design is required to preventthe possibility of an in�nite loop. The more 
ommon alternative has been to 
reate a fail state as a subdire
toryof the state during whi
h the error was dete
ted and the �le responsible for the error moved into this fail statedire
tory. For example, if the transfer of a required input data �le to the remote grid system fails, then thatinput data �le is moved to the fail subdire
tory of the 
urrent state dire
tory, input_awaiting_upload, andthe next input data �le 
an be pro
essed. Error 
orre
tion is left for some other pro
ess.Automati
 error 
orre
tion has been added to maintain reasonable pro
essing throughput. For example, thejob_identifying_inputs_for_upload state will 
he
k for a required input data �le in the fail subdire
toryfor the input_awaiting_upload state before it attempts to download it again from the remote ar
hive andwill move this input data �le ba
k to the input_awaiting_upload state for another try. The fun
tion of thejob_awaiting_input_upload state is to hold a mosai
 job until it is veri�ed that all ne
essary input �les havebeen su

essfully transferred to the input data 
a
he on the target grid system. Only then will the job be movedto the job_ready_to_submit state, meaning ready to submit to a bat
h queue on the target grid system. Thetransfer of input �les is performed asyn
hronously by another pipeline and most mosai
 job �les will need towait for these transfers to 
omplete. However, if the job_awaiting_input_upload pro
ess �nds that there isa required input �le that not only is missing from the input data 
a
he on the target grid system but also ismissing from the input_awaiting_upload dire
tory, then some error has o

urred. The automated 
orre
tionis to return the mosai
 job �le to the job_identifying_inputs_for_upload state for another try.
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ob, et al.5. Performan
e Results. Here, we provide performan
e results when 
onstru
ting a single mosai
 on amultipro
essor system, as well as performan
e when 
onstru
ting many of these mosai
s in a bat
h pro
essingmode on the grid.5.1. Performan
e on a Single Mosai
. In this se
tion we show timing results for the yourSky mosai
kingsoftware running on a SGI Origin 2000 with 300 MHz R12000 pro
essors and 512 MB of RAM per pro
essor.The �rst test mosai
 is a 2 × 2 degree 2MASS mosai
 of the gala
ti
 
enter at full one ar
 se
ond resolution.The resulting mosai
 is 7, 201 × 7, 201 single pre
ision �oating point pixels (207 MB) in size in a Gala
ti
Tangent Plane proje
tion, 
onstru
ted from 174 2MASS plates totaling 365 MB in size. The se
ond test mosai
is a 2 × 2 degree DPOSS mosai
 of M31 at 10 ar
 se
onds resolution, resulting in a 721 × 721 single pre
ision�oating point mosai
 in the Gala
ti
 Tangent Plane proje
tion. This 2.1 MB mosai
 was 
onstru
ted from 2DPOSS plates (total size 2.2 GB). No ba
kground mat
hing was performed for this test. Fig. 5.1 shows thewall 
lo
k time required to 
onstru
t the mosai
s on di�erent numbers of pro
essors on the Origin 2000. Forthe 2MASS mosai
, one pro
essor was assigned to ea
h input image plate, but all the pro
essors were assignedto ea
h input image plate for DPOSS. The plot shows the s
aling 
urves for up to 64 pro
essors.
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Galactic Center: 2MASS H, 2x2 deg, 1", Galactic, TAN, float, FITS, 1 processor per image,
no background match, 174 plates in (365 MB), 7201x7201 pixels out (207 MB).

M31: DPOSS F, 2x2 deg, 10", Galactic, TAN, float, FITS, all processors per image, no
background match, 2 plates in (2.2 GB), 721x721 pixels out (2.1 MB).Fig. 5.1. Mosai
king software performan
e on a SGI Origin 2000 for two di�erent mosai
 parameters, a 2 × 2 degree 1ar
 se
ond resolution mosai
 of the gala
ti
 
enter in 2MASS with one pro
essor assigned to ea
h input image plate and a 2 × 2degree 10 ar
 se
ond resolution mosai
 of M31 in DPOSS with all pro
essors assigned to ea
h input image plate.5.2. Performan
e on Multiple Mosai
s. In this se
tion we show typi
al throughput performan
e foryourSkyG generating an ensemble of 110 DPOSS mosai
s. Ea
h requested output mosai
 is a 6 × 6 degreeproje
tion at 1 ar
 se
ond resolution, resulting in 1.9 gigabytes per mosai
 with 4 byte single pre
ision �oatingpoint pixels. This yields a total size output of 205 gigabytes for the entire ensemble, whi
h 
overs about 12% ofthe northern hemisphere 
overed by DPOSS. The input image plates are ea
h 6.5× 6.5 degrees at 1 ar
 se
ondresolution, resulting in 1.1 gigabytes per input plate with 2 byte integer pixels. This yields a total size input ofabout 122 gigabytes for the entire ensemble.The pro
essing was automati
ally partitioned into 11 separate bat
h jobs, ea
h 
omputing 10 mosai
s. Theplot in Fig. 5.2 shows at any given time the per
entages asso
iated for ea
h of the following values: total numberof jobs started (on the lo
al system), total number of input �les transferred to the remote grid system 
a
he,total number of jobs submitted to the bat
h queue on the remote grid system, and total number of output �lestransferred ba
k to the lo
al system. These values were extra
ted from the yourSkyG log �les.In order to ensure that valuable 
omputational resour
es 
ould be used for other purposes during datatransfer, a 10-mosai
 bat
h job was not s
heduled until all of the input image plates it requires were transferredto a lo
al disk on the remote grid system. The time from the start of the �rst job on the lo
al grid portal to thereturn of the �rst output mosai
 �le is the time required to initialize the yourSkyG pipeline, whi
h in this 
ase
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s totalling about 205 GB in size.was 8 hours. The �rst half of this initialization time was spent transferring the input data required for the �rst10-mosai
 bat
h job and most of the se
ond half was spent waiting in a bat
h queue on the remote grid system.However, on
e the pipeline was initialized, it returned 
omputed mosai
s at an average rate of 5 per hour or120 per day. This is equivalent to a 
apability of mosai
king the entire DPOSS data set in about a week andthe whole sky (both hemispheres) in roughly 2 weeks per wavelength at 1 ar
 se
ond resolution.This experiment also exer
ised the fault toleran
e of the yourSkyG pipeline. Our logs indi
ate that duringthe 
omputation of these 110 mosai
s there were four failed input �le transfers but ea
h of these failures wasautomati
ally dete
ted and 
orre
ted without user intervention. This fault toleran
e is an essential feature forlarge s
ale pro
essing on grids with distributed data ar
hives and 
omputational resour
es.6. Summary. The yourSkyG portal uses the full 
omputational power of the NASA Information PowerGrid (IPG) to enable high-performan
e desktop a

ess to 
ustom astronomi
al image mosai
s. The ar
hite
tureof the portal allows it to exploit grid 
omputing infrastru
ture, super
omputers and high bandwidth networks, onthe server side. However, at the same time it is widely usable from virtually anywhere be
ause the ar
hite
turealso supports very lightweight 
omputing resour
es on the 
lient side, e.g., ordinary desktop 
omputers with lowbandwidth network 
onne
tions. Sin
e the user interfa
e is a simple web form, the only 
lient software requiredis the ubiquitous web browser, whi
h most of the potential users probably already have and know how to use.This 
ombination of being deployed in a high performan
e 
omputing and 
ommuni
ations environment whileallowing a

ess through simple portals running on the desktop makes yourSkyG a good mat
h for the loosely
oupled, distributed ar
hite
ture of both the National Virtual Observatory (NVO) and the IPG.The portal in
ludes subsystems for: (i) 
onstru
tion of the image mosai
s on multipro
essor systems or 
om-putational grids, (ii) managing simultaneous user requests, (iii) determining whi
h image plates from membersurveys are required to ful�ll a given request, (iv) 
a
hing input image plates and the output mosai
s betweenrequests, and (v) retrieving input image plates from remote ar
hives. The parallel image mosai
king softwareemphasizes 
ustom a

ess to mosai
s, allowing the user to spe
ify parameters that des
ribe the mosai
 to bebuilt, in
luding data sets to be used, lo
ation on the sky, size of the mosai
, resolution, 
oordinate system,proje
tion, data type, and image format.The grid work �ow is optimized to a
hieve high-throughput pro
essing of multiple mosai
s to be 
onstru
tedtogether as ensembles. The key ar
hite
tural features for this mode of pro
essing are a state-based data �owsystem, pipeline pro
essing to overlap mosai
 
omputations and data 
ommuni
ations where possible, and the
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ob, et al.use of data reservoirs at various stages of the pro
essing pipeline to provide a level of robustness in the fa
e ofvarying load 
onditions on shared grid resour
es.A
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© 2006 SWPSA HISTORICAL ANALYSIS OF FIBER BASED OPTICAL BUS PARALLEL COMPUTINGMODELSBRIAN J. D'AURIOL∗ AND MARIA BELTRAN†Abstra
t. A 
omprehensive overview and survey of the developments in opti
al bus parallel 
omputing models is presentedin this paper. The �rst model proposed was the APPB in 1990. Sin
e then, in the order of their appearan
e, the remaining ninemodels surveyed are: APPBS, ASOS, LPB, RASOB, AROB, LARPBS, PB, LAPOB and PR-MESH. Resear
h trends observedfrom this analysis indi
ate periods of model development leading to more and more sophisti
ation and 
omplexity in the model,followed by periods of model simpli�
ations. These periods appears to o

ur in 
y
les. We note the widespread and global resear
hinterest in these models. The three most popular models appear to be RASOB, AROB and LARPBS. We also have analyzed a
ru
ial aspe
t of these models, the bus 
y
le time de�nitions, and have determined ina

ura
ies in most of the de�nitions appearingin the literature. We also provide re�nement to the de�nitions to 
orre
t su
h ina

ura
ies.Key words. Opti
al Bus, Parallel Computing1. Introdu
tion. Opti
al �ber bus inter
onne
tion parallel 
omputing models were initially proposed overa de
ade ago. Sin
e then, at least ten distin
t models have been developed with many 
orresponding publi
ations.In addition, related work on implementation as well as routing and addressing have been noted. A prin
ipalreason for the su

ess of this resear
h area stems from the advantages of opti
al 
ommuni
ations together withbus-based systems. Some of the advantages in
lude inherent pipelining of messages due to the unidire
tionalpropagation nature of opti
al signals as well as power speed and 
rosstalk advantages over ele
troni
 buses [1℄.A 
omprehensive overview and survey of the developments in opti
al bus parallel 
omputing models ispresented in this paper. This survey in
ludes ten opti
al bus models that were proposed between the periodof 1990 to 2000. Many publi
ations have appeared and publi
ations 
ontinue to be submitted based on thesemodels. First, a des
ription of the salient parts of opti
al buses is given. Next, the ten surveyed models aredes
ribed. Observations regarding similarities and di�eren
es inherent in the models are noted. Lastly, someanalyti
al 
omments are presented.Several papers provide survey-type information. These survey papers [2, 1℄ are not reported in the modelsummary se
tions. This paper a
tually extends the work of the above survey papers.The purposes of this paper are three-fold. First, to provide to the 
omputer professionals who do not havedetailed knowledge of opti
al bus parallel models an introdu
tion and overview of the major points of thesemodels as well as providing information about the various proposed models. Se
ond, to provide to the resear
h
ommunity a handy-referen
e of �rst 
itations, 
ategorizations of existing publi
ations and a sour
e of additionalmaterial to 
onsider. Third, to provide to the resear
h 
ommunity an extensive literature bibliography.The paper is organized as follows. A review of basi
 
on
epts in opti
al bus parallel models is given inSe
tion 2. In Se
tion 3, a brief overview of ten opti
al bus models with an emphasis on bus 
y
le is given.Histori
al 
omments are made in Se
tion 4. An analysis of bus 
y
les de�nitions in these models is given inSe
tion 5. Con
lusions are given in Se
tion 62. Opti
al Bus Model. In general, an opti
al bus model uses one or more opti
al waveguides to 
onne
ta linear array of N pro
essors labeled 0 through N − 1. This ar
hite
ture 
an be extended to more than onedimension where, for example, pro
essors are arranged in a matrix. Pro
essors are 
onne
ted to the waveguidesby inje
tors, whi
h inje
t light pulses onto the waveguide(s), and dete
tors, whi
h dete
t light pulses on thewaveguide(s). The time it takes a pulse to traverse the distan
e between any two adja
ent inje
tion points (ortwo dete
tion points) is a 
onstant 
ommonly referred to as τ , while the duration of the pulse is usually referredto as ω. In the literature, one simple 
ase of 
ollision is addressed by de�ning b as the maximum size of amessage su
h that bω < τ .There are four aspe
ts of opti
al bus models that may be used as 
riteria for 
lassi�
ation: (1) the numberof buses to whi
h pro
essors are 
onne
ted, (2) the type of bus that is used (folded or non-folded), (3) thedimension of the model, and (4) the type of addressing used. These aspe
ts are detailed below.In order to enable all pro
essors arranged in a linear array to 
ommuni
ate with ea
h other, the inter
on-ne
tion network must allow tra�
 to travel in two dire
tions. Due to the unidire
tional propagation property
∗ (dauriol�a
m.org).
†CAS In
., El Paso, TX, USA (maria.beltran�
as-west.
om).77
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Fig. 2.1. Non-folded (Two) Bus Con�gurationof light, however, a single opti
al bus running along the length of the array will only allow 
ommuni
ation inone dire
tion. The dire
tional requirement is ful�lled by using two buses. Figure 2.1 illustrates this. Note thatpro
essors are 
onne
ted to both buses by both inje
tors and dete
tors. The two buses in this 
on�gurationare referred to as non-folded buses. The folded bus, on the other hand, 
ombines both dire
tional requirementsinto a single bus. It is a single bus that parallels the array of pro
essors, and is folded around one of theends of the array. This enables light to travel in both dire
tions with respe
t to the pro
essors. Typi
ally, thelinear segment before the fold is 
alled the transmitting segment while that after the fold is 
alled the re
eivingsegment. On the transmitting segment, pro
essors are 
onne
ted by inje
tors and on the re
eiving segment, bydete
tors. The time it takes a pulse to traverse the fold of the bus is a 
onstant that is denoted as γ, and is notne
essarily a multiple of either τ or ω. Figure 2.2 shows the folded bus ar
hite
ture.
τ

pulse
dectectors
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injectors

P1P

pulse

P N -1P0

Fig. 2.2. Folded (Single) Bus Con�gurationThis des
ription of the opti
al bus ar
hite
ture applies to one-dimensional (or 1-D) models. This ar
hite
tureis used as a building blo
k for models 
onsisting of more than one dimension. The most 
ommon multi-dimensional model found in the literature is the two-dimensional (or 2-D) model. In su
h a model, pro
essorsare arranged in a matrix format and the opti
al buses belong to one of two groups, rows or 
olumns. Theorientation of the row buses is perpendi
ular to that of the 
olumn buses. The two-dimensional model has beenfound to be helpful in redu
ing time delays in message delivery. Depending on the model, there are variousways that row and 
olumn buses 
an be 
onne
ted to ea
h other and to the pro
essors. Re
on�gurable swit
hes



Histori
al Analysis of Opti
al Bus Models 79are 
ommonly used to make 
onne
tions at interse
tion points. Examples of the use of re
on�gurable swit
hes
an be found in [3, 4, 5, 6, 7℄.The literature sear
h indi
ates that, in models that use more than one waveguide, models with threewaveguides are the most 
ommonly used 
on�guration. Coin
ident pulse addressing, dis
ussed subsequently, isthe primary reason why three waveguides are used. Most of the models that employ more than one waveguideprovide one for the message and the remaining two for addressing purposes. The two addressing waveguides ituses are referred to as the sele
t and referen
e waveguides.Coin
ident pulse (CP) is the most 
ommon form of addressing. Delays of duration ω are pla
ed betweenevery pair of dete
tors on the referen
e and message waveguides to implement CP. Addressing works as follows:�rst, the sour
e pro
essor sends a pulse on the referen
e waveguide at the same time it starts to send the messageon the message waveguide. Then the pro
essor waits a fa
tor of ω, depending on the destination pro
essor itwishes to 
ommuni
ate with, to send a pulse on the sele
t waveguide. The pulse on the referen
e waveguideis delayed by the delays on the re
eiving segment su
h that it will be dete
ted by the intended destinationpro
essor at the same time as the sele
t pulse. At that point the message, whi
h also arrives at the intendedpro
essor at the same time as the sele
t and referen
e pulses, is read in from the message waveguide. Figure 2.3shows a folded bus with the 
oin
ident pulse addressing 
omponents.
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LegendFig. 2.3. Folded Bus with Coin
ident PulseThe other 
ommonly used addressing method is time-division multiplexing (TDM). This method involvesassigning a parti
ular time slot for a parti
ular pro
essor. This time slot 
an either be used to send (time-divisionsour
e multiplexing, or TDSM) or re
eive (time-division destination multiplexing, or TDDM) opti
al signals.More detail regarding these bus aspe
ts 
an be found in [2, 1, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17℄.The next se
tion brie�y des
ribes the various bus models found in the literature. A point of interest in ea
hse
tion is the information regarding the use of the term `bus 
y
le'. A subsequent se
tion 
ritiques the overalluse of this term.3. Opti
al Buses in the Literature. This se
tion surveys ten opti
al bus models found in the literature.The �rst one was proposed in 1990 while the last in 1998. Figure 3.1 depi
ts the opti
al bus model developmentin a timeline.
APPB

1993

1990
APPBS

1994

RASOB

LPB

ASOS
AROB

1995

LARPBS
1996

POB
1997

LAPOB
PR−MESH
1998Fig. 3.1. Opti
al Bus Model Timeline



80 Brian J. d'Auriol and Maria Beltran3.1. APPB (1990). The �rst proposed opti
al bus model is the Array of Pro
essors with Pipelined Buses(APPB) [3℄, whi
h 
an be one or two dimensions. In one dimension, there are two opti
al buses that are pla
edparallel to and on either side of a linear array of N pro
essors. Ea
h pro
essor is 
onne
ted to ea
h bus via oneinje
tor and one dete
tor. This allows a pro
essor to 
ommuni
ate with any other pro
essor. The bus 
y
letime is Nτ time units. In two dimensions, ea
h pro
essor is 
onne
ted to four buses by a swit
h, two row busesand two 
olumn buses. For this 
on�guration, a bus 
y
le is de�ned as N1τ for a row bus and N2τ for a 
olumnbus. In addition, the authors de�ne a petit bus 
y
le as τ . APPB uses either TDM or CP for addressing androuting. For the TDM method in the one dimensional 
on�guration, a set of two 
ontrol fun
tions, send andwait, are used to 
ontrol a

ess to the opti
al bus. The two dimensional APPB adapts the send and wait andintrodu
es the relay fun
tion to provide 
ontrol of messages between di�erent rows (messages travel row-wise�rst). Figure 3.2 illustrates the one dimension ar
hite
ture, while Figure 3.3 illustrates the two-dimensionalar
hite
ture. Individual waveguides are not shown. Rather, the opti
al bus is represented by a single line.Variations of APPB that in
orporate folded bus and 
onditional delay swit
hes are dis
ussed in [18℄. Papersreporting work on APPB are [3, 19, 20, 21, 22, 23, 24, 25, 26, 27℄.
τ
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Fig. 3.2. APPB 1-D Ar
hite
ture3.2. APPBS (1990). The Array of Pro
essors with Pipelined Buses Using Swit
hes (APPBS) [3℄ is thesame as the 2-D APPB; with one important di�eren
e. In this model, swit
hes are used at every interse
tionof row and 
olumn buses, thus, eliminating the need for pro
essors to a
t as relays between the buses. Aswith the APPB, APPBS 
an use TDM or CP addressing methods and the bus 
y
le is (N1 + N2)τ . Swit
h
on�gurations impa
t the 
ommuni
ation. Ea
h of the swit
hes 
an be 
on�gured as straight or 
rossed and 
anbe dynami
ally re
on�gured relative to the start of the bus 
y
le (by using petit 
y
les). This �exibility requiresadditional 
onditions to ensure 
ollision-free 
ommuni
ation, espe
ially when messages need to be swit
hed atthe same pla
e and time. Algorithms su
h as matrix transpose, binary tree routing, and perfe
t shu�e areimplemented in a one step operation. This one step not only in
ludes bus 
y
le time but also the time topro
ess some messages and the swit
h setup time. Figure 3.4 illustrates this model. Individual waveguides arenot shown. Papers reporting on APPBS are [3, 20, 23, 24, 28, 29℄.3.3. ASOS (1993). The Array Stru
ture with Syn
hronous Opti
al Swit
hes (ASOS) [4℄ is a two-dimen-sional model that uses multiple folded buses. This type of ar
hite
ture 
onsists of a single waveguide foldedaround a linear array of N pro
essors. A 2 × 2 swit
h is pla
ed at the interse
tions of re
eiving segments ofrow buses and transmitting segments of 
olumn buses. Ea
h pro
essor is 
onne
ted to the transmitting andre
eiving segments of the row bus, but only 
onne
ted to the re
eiving segment of the 
olumn bus. ASOS usesa 
ombination of TDSM and TDDM to route messages between rows and 
olumns; and the CP method fordestination addressing. The term bus 
y
le is not expli
itly mentioned, however, the end-to-end propagationdelay of a row bus is mentioned and is de�ned as (2N−1)D (where D roughly 
orresponds with the τ elsewhere).This equation in
ludes the delay for the fold, whi
h is set to D. One additional ar
hite
tural feature is due
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Fig. 3.3. APPB 2-D Ar
hite
ture

Legend

SwitchFig. 3.4. APPBS Ar
hite
tureto the bus 
ontention that o

urs if more than one pro
essor sends a message to the same 
olumn bus. Toalleviate this, a reservation waveguide is in
luded in ea
h row bus. Pro
essors needing to send messages use thiswaveguide to determine if there already is a message that would 
ontend with theirs. Priority s
hemes are usedto establish 
on�i
t resolution. Figure 3.5 illustrates this ar
hite
ture. Individual waveguides are not shown. Amodi�ed ar
hite
ture 
alled the Symmetri
 ASOS (SASOS) is presented in [30℄. We point out that the authorsin [6℄ refer to this model as ASOB; more likely, the authors appear to refer to the RASOB model (see below).
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Legend

SwitchFig. 3.5. ASOS Ar
hite
ture3.4. LPB (1994). The Linear Pipelined Bus (LPB) model appears in 1994 in [8℄. There is some 
ontra-di
ting eviden
e in the literature pertaining to the de�nition and origin of the LPB model. The authors of [28℄
ite [31℄, whi
h has similar title, as a sour
e for this opti
al bus model. However, upon a review of that paper, itis 
on
luded that the 
ontent does not in
lude opti
al buses. It is possible that the authors inadvertently 
itedthe 1995 paper instead of the 1994 paper. The author of [32℄ 
ites referen
e #59, a submitted paper as thesour
e for LPB, yet that paper was not published as 
ited. It is possible that, in reality, that submitted paperis [33℄ (whi
h has a di�erent title but the same authors, albeit, in a di�erent order). Personal 
ommuni
ationwith the author of [32℄ 
on�rms that the submitted paper was indeed published but under a di�erent title anddi�erent author order. In [33℄, the authors 
ite the 1994 paper as the sour
e of LPB. Hen
e, it is 
on
ludedthat the 1994 publi
ation [8℄ is the original sour
e of LPB.LPB is a one-dimensional model that uses the folded bus. It not only has the �xed delays on the re
eivingsegments of the referen
e and message waveguides, but also has 
onditional delays between every pair of inje
tionpoints on the sele
t waveguide. A bus 
y
le is de�ned as the end-to-end propagation delay on the bus andis presented prior to in
luding the use of 
onditional delays (whi
h make the end-to-end propagation delay avariable). The bus 
y
le formula is de�ned as 2Nτ +(N−1)ω. Figure 3.6 illustrates this ar
hite
ture. Individualwaveguides are shown, in
luding the pla
ement of delays. S1, . . . , SN−1 denote the 
onditional delays, ea
h
ontrolled by pro
essors P1, . . . , PN−1, respe
tively. We note the similarity with the LARPBS model des
ribedlater; in 
omparison, this model is not re
on�gurable and uses a slightly di�erent addressing te
hnique. Papersreporting on LPB are [8, 34, 33, 31℄.3.5. RASOB (1995). The Re
on�gurable Array with Spanning (or Slotted) Opti
al Buses (RASOB) [5℄is similar to ASOS. The ar
hite
ture was initially designed to support SIMD pro
essing and to 
ontain less
omplexities than ASOS. It uses the folded bus, and 
an be one or two dimensional. In the former, ea
hpro
essor is 
onne
ted to the bus on the transmitting and re
eiving sides. In the latter, there is an N × Nmatrix of folded buses. As in ASOS, one 2 × 2 swit
h is pla
ed at ea
h interse
tion of row and 
olumn buses.Ea
h pro
essor is 
onne
ted to the buses: two 
onne
tions for re
eiving (one for row, one for 
olumn) and onefor transmitting. A 
onstraint that no more than one pro
essor per row 
an send a message to pro
essors in thesame 
olumn exists in a 
ommuni
ation 
y
le. Either a TDDM or TDSM method is used for addressing. Theauthors state that support for MIMD pro
essing 
ould be a

omplished by using 
oin
ident pulses, however,doing so would make the ar
hite
ture more 
omplex. The bus 
y
le for RASOB is de�ned as 4Nτ where a row
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Fig. 3.6. LPB Ar
hite
turebus has 2Nτ 
y
le time. Figure 3.7 illustrates this ar
hite
ture. The �gure shows a 3 × 3 RASOB. Individualwaveguides are not shown. Papers that report on RASOB are [5, 35, 36, 37, 38, 39, 40, 41, 42, 43℄.

Legend

SwitchFig. 3.7. RASOB Ar
hite
ture3.6. AROB (1995). The Array with Re
on�gurable Opti
al Buses (AROB) [6℄ also uses the folded bus.The AROB is an N1 × N2 re
on�gurable mesh where ea
h pro
essor 
ontains registers for the temporarystorage of messages being routed. Pro
essors use an internal swit
hing system to re
on�gure the network by
onne
ting or dis
onne
ting four I/O ports to ea
h other. Two of the ports are 
onne
ted to either segmentof the row bus while the other two ports are 
onne
ted to the 
olumn bus. Both TDM and CP 
an be usedfor addressing. Notable is that 
ommuni
ation involves 
ounting by pro
essors. Thus, the 
ommuni
ation timemust also in
orporate some pro
essing time overhead. Sin
e the pro
essing time 
an be orders of magnitude



84 Brian J. d'Auriol and Maria Beltrangreater than the end-to-end propagation time, the pro
essing time order must be of the same magnitude asthat of the end-to-end propagation time: this is a
hieved by the 
ondition that the number of pro
essors mustbe greater than the ratio of the pro
essing time to 
ommuni
ation time (subje
t to an appropriate bus length).Two other features of the AROB are its bit polling 
apability and its 
apability to introdu
e/adjust signals bymultiple unit delays per pro
essor [28, 33℄. Bit polling is the ability to sele
t the kth bit of a group of messagesand determine the number of one bits. Figure 3.8 illustrates this ar
hite
ture. The �gure shows a 3× 3 AROB.Individual waveguides are not shown. Papers that report work on AROB are [6, 25, 44, 45, 46, 47, 48, 49, 50,51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 29, 28, 61, 62℄.A 1 × N (one-dimensional) AROB is 
ommonly referred to as a Linear AROB or LAROB. The bus 
y
letime for LAROB is de�ned slightly di�erently in di�erent papers. In [6℄ it is de�ned to be the end-to-endpropagation delay: 2Nτ plus some pro
essing time. In [57℄, it is de�ned slightly di�erently, to be only theend-to-end propagation delay: 2Nτ . Ea
h pro
essor 
ontrols its pair of bus 
onne
tion swit
hes. When theseswit
hes are set 
rossed at a pro
essor, the bus is split into two at that point. In [60℄, AROB is extended tomulti-dimensions.

Fig. 3.8. AROB Ar
hite
ture3.7. LARPBS (1996). The Linear Array with a Re
on�gurable Pipelined Bus System (LARPBS) [63℄ isa one dimensional re
on�gurable folded bus model. It 
ontains N − 1 �xed delays on the re
eiving side of thereferen
e and message waveguides and N −1 
onditional delays on the transmitting side of the sele
t waveguide.Swit
hes allow partitioning of the bus. Addressing 
an be done by either TDM or CP. The bus 
y
le is theend-to-end propagation delay on the bus: 2Nτ + (N − 1)ω. Unlike AROB, LARPBS does not allow 
ountingby pro
essors. However, at the beginning of a bus 
y
le, ea
h pro
essor must set the 
onditional swit
hes. Dueto this (and other fa
tors), the authors 
laim that LARPBS, unlike theoreti
al models su
h as PRAM, 
an bepra
ti
ally implemented by 
urrent (as of 1996) opti
al te
hnology. Refer to [64℄ for a 
urrent dis
ussion onimplementation te
hnology. Figure 3.9 illustrates this ar
hite
ture. Individual waveguides are shown, in
ludingthe pla
ement of delays. S1. . .SN−1 denote the 
onditional delays, ea
h 
ontrolled by pro
essors P1, . . . , PN−1,respe
tively. Bt
i and Br

i , 0 ≤ i ≤ N − 2, denote the pair of swit
hes 
ontrolled by Pi whi
h partition the bus.Papers reporting on LARPBS are [63, 65, 9, 66, 67, 68, 69, 70, 71, 72, 73, 74, 75, 76, 77, 32, 78, 79, 80, 81, 82,34, 83, 33, 84, 85, 86, 87, 88, 89, 90, 91, 92, 93, 94, 95, 96, 97, 64, 98, 99, 100, 101, 102, 103, 104℄.3.8. POB (1997). The Pipelined Opti
al Bus (POB) [10℄ model is a one-dimensional folded bus model. It
ontains N 
onditional delays on the re
eiving side of the referen
e waveguide that are 
ontrolled by pro
essors
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hite
ture
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ωFig. 3.10. POB Ar
hite
tureas needed. Addressing is done with either TDSM or CP. There is a possible problem that may o

ur whena message and a 
oin
ident pulse arrive at a destination pro
essor at the same time: during the dete
tiontime interval for a 
oin
iden
e pulse, part of the message 
ould have already passed by. The o�set messagetransmission s
heme (OMTS) addresses this problem by sending the message a little after the sele
t pulse (theend of the previous message stream is allowed to overlap with the next set of addressing pulses). The bus 
y
letime is the time that it would take N 
onse
utive pa
ket slots to propagate along the bus. The length of a pa
ketslot is measured in time units, i. e., the larger of the length of the message or the total length of its asso
iatedsequen
e of sele
t pulses: at most D = τ units. The model is des
ribed by the authors as �more powerful" thanAPPB and �more 
ost-e�e
tive" than LARPBS. Figure 3.10 illustrates this ar
hite
ture. Individual waveguidesare shown, in
luding the pla
ement of delays. Papers that report on POB are [10, 105, 15, 34, 33℄3.9. LAPOB (1998). The Linear Array of Pipelined Opti
al Buses (LAPOB) [11℄ is a one-dimensionalfolded bus model. It uses the CP addressing te
hnique. Besides the �xed delays on the re
eiving segment, thereare no other delays or swit
hes on the bus. Ea
h pro
essor 
an only send one message in a single bus 
y
le.However, ea
h pro
essor 
ontains spe
ial ele
troni
 hardware that allows it to address multiple pro
essors if the
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LegendFig. 3.11. LAPOB Ar
hite
turepositions of the destination pro
essors form one of two patterns: 
ontiguous interval (a sequen
e of adja
entpro
essors) or regularly spa
ed. The formula for a bus 
y
le is not given in the paper. One advantage is thatre
on�guration hardware is unneeded and, be
ause of this, the model is less 
omplex. Figure 3.11 illustratesthis ar
hite
ture. Individual waveguides are shown, in
luding the pla
ement of delays.3.10. PR-MESH (1998). The Pipelined Re
on�gurable Mesh (PR-Mesh) [7℄ uses the LARPBS as abuilding blo
k to make up a k-dimensional mesh. The one dimensional PR-MESH is identi
al to LARPBS.For the k dimension, ea
h pro
essor has 2k ports 
onne
ted to buses. It uses the CP addressing te
hnique.The bus 
y
le is des
ribed as the end-to-end propagation delay as presented in APPB and LARPBS. In thetwo dimensional mesh, ea
h pro
essor 
ontrols four sets of swit
hes, one set for ea
h interse
tion of the buses.These swit
hes 
an be 
on�gured in one of ten di�erent ways. This allows tra�
 to �ow di�erently betweena total of four di�erent transmitting segments and four di�erent re
eiving segments. Figure 3.12 illustratesthis ar
hite
ture. Individual waveguides are shown, in
luding the pla
ement of delays. Papers that report onPR-MESH are [7, 106, 28, 29℄.4. Histori
al Analysis. Some analysis was 
ondu
ted on the models found in the literature. It in
ludesobservations about 
omparisons between the models, the types of algorithms proposed, the popularity of themodels, trends in ar
hite
ture 
omplexity of the models and some mis
ellaneous observations of interest.Theoreti
al 
omparisons between several of the opti
al bus models as well as with respe
t to PRAM havebeen published. These 
omparisons seek to establish both the fun
tional equivalen
e and the relative strengthsof models. Several 
omparisons are reported in [6℄: AROB is 
ompared with re
on�gurable networks; and,APPB is 
ompared with PRAM. LARPBS is 
ompared with PRAM in [83℄. The authors in [7℄ 
ompare thePR-MESH model with other re
on�gurable models on the basis of 
omplexity 
lasses. One interesting result is�. . . the 
ontribution of pipelining to the [PR-MESH℄ model is limited to no more than dupli
ating buses in the[Linear Re
on�gurable Network℄. . . � The equivalen
e of LPB, POB, and LARPBS is reported in [33℄. And, thealgorithm 
omplexities of the PR-Mesh, APPBS, and AROB are determined to be same as for the LR-Meshand CF-LR-Mesh [29℄. Additional 
omparison of the PR-MESH with the linear re
on�gurable mesh appearsin [107℄. Some limited ar
hite
tural 
omparisons are also made in [32℄.Many of the papers surveyed des
ribe algorithms for the respe
tive models. In several 
ases, see for ex-ample [6, 63, 32℄, 
ommuni
ation and 
omputation algorithms are developed as primitives to be used in moresophisti
ated algorithms. These in
lude binary pre�x sums and 
ompa
tion. In [71℄, some of these primitives forthe LARPBS model are formalized in a lemma. In general, algorithms that have been developed in
lude sortingand sele
tion, matrix 
al
ulations (in
luding the Four Russians' algorithm for boolean matrix multipli
ation),neural networks, and image pro
essing (in
luding ve
tor median �lter, Hough transform and the Eu
lidean Dis-
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Fig. 3.12. PR-MESH Ar
hite
ture (1 Node)tan
e Transform). Many algorithms exhibit stati
 
ommuni
ation de
omposition, that is, the 
ommuni
ationpattern is stati
ally determined during algorithm development. This is 
onsistent with both the allo
ation of
ommuni
ation in terms of bus 
y
les as well as algorithm development based on primitive operations.Trends were observed in the popularity of models a

ording to their level of 
omplexity. The analysisin
luded 
ategorizing the number of publi
ations reported per model and per year. Refer to Table 4.1 for the
omplete list of models and number of publi
ations. In judging the 
omplexity, or sophisti
ation, of a model,the following features are 
onsidered: multiple dimensionality, the use of a folded bus, the use of swit
hes, theuse of 
oin
ident pulse addressing, and bus partitioning. The greater number of these features that a model
ontains, the more 
omplex and sophisti
ated it is 
onsidered. This informal 
riterion is used to guide the trendanalysis.From 1990 to 1993, an in
rease in the sophisti
ation and 
omplexity of the early models is observed. Thiswas followed by a period of simpli�
ation (1993-1995). A jump in the sophisti
ation is noted in 1995 with theAROB model. Again, a period of simpli�
ation follows (1996-1998) with another jump noted for the PR-MESHmodel. It is noted that this analysis is 
onsistent with the intention of RASOB as stated in Se
tion 3.5, that is,RASOB was designed to have fewer 
omplexities than ASOS.The popularity of these models is observable from the number of publi
ations listed in Table 4.1 (somepubli
ations are 
ommon to two or more models). The three most popular are: RASOB, AROB and LARPBS.Combining these results, it is suggested that resear
hers are more strongly attra
ted to something betweenthe simple and the 
ompli
ated. It is also suggested that the 
apabilities in
orporated into the models duringthe middle period, 1995-1996, are su�
ient for supporting 
urrent resear
h interests. It is worthy to point outthat the re
ent PR-MESH model may indeed signify a future resear
h movement to 
onsider models of higherdegrees of sophisti
ation and 
omplexity. If so, then this may also indi
ate that 
urrent resear
h has exploredmany of the issues of the opti
al bus parallel model and is ready to 
onsider additional 
hallenges. However,these latter 
omments must be interpreted as highly spe
ulative given the la
k of data to support su
h a trend.
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ationsModel Number of Year of FirstPubli
ations Publi
ationAPPB 10 1990APPBS 6 1990ASOS 1 1993LPB 4 1994RASOB 10 1995AROB 23 1995LARPBS 46 1996POB 5 1997LAPOB 1 1998PR-MESH 4 1998Perhaps in several years, additional publi
ation history 
ould support or refute su
h spe
ulation.During the 
ourse of this analysis, several other interesting observations were noted. One publi
ationreporting work on ASOS was lo
ated, yet, it is 
ited in many publi
ations. Some papers 
laim that to providefor MIMD algorithms, additional 
omplexities would need to be in
orporated. Other opti
al buses 
an befound in the literature, for example, free spa
e opti
al buses as well as NASA's ROBUS as part of the SPIDERar
hite
ture. These models do not appear to follow the ar
hite
tural approa
h of the models surveyed in thispaper and therefore were not in
luded into this paper.Some re
ent developments are: a) the restri
ted LARPBS (RLARPBS) model [99℄ proposed to more a

u-rately model time analysis of algorithms, b) the parameterized LARPBS (LARPBS(p)) model [103℄ proposedas a bridging model and 
) a generi
 opti
al bus model [108℄ proposed to 
apture some of the 
ommon featuresof the models surveyed in this paper for MIMD 
ommuni
ation analysis.5. Bus Cy
le Issues. In the 
ourse of the analysis, bus 
y
les have been noted to play a 
ru
ial role inthe algorithmi
 evaluations on these models. In many 
ases, algorithm 
omplexity is des
ribed as order Omegaof bus 
y
le, for example, 
onstant time bus 
y
le 
omplexity for the binary pre�x sums algorithm on theLARPBS. Closer examination of bus 
y
le de�nitions on many of the models reveal in
onsisten
ies between thear
hite
ture and the de�nition, that is, the de�nition appears to represent a simpli�ed ar
hite
ture. Investigat-ing this further, it is noted that nearly all of the algorithmi
 work referen
ing bus 
y
le is given in the 
ontextof asymptoti
 analysis expressions, wherein only the dominate term needs to be expressed. Although not in all
ases, it is noted that the de�nitions as given in the literature are 
onsistent with su
h a use.A re�nement of the bus 
y
le de�nitions for all the models is presented in this se
tion. A general expressiontemplate is formulated whi
h is then applied to ea
h ar
hite
ture. In general, the folded bus 
y
le equationis 
omposed of four parts. Part 1 of the equation 
orresponds to the length of the transmitting and re
eivingportions of the folded bus. Part 2 
orresponds to the 
urved portion of the bus, while Part 3 
orresponds tothe delays on the bus. Part 4 
orresponds to the portion of the bus that remains past the dete
tion point ofthe last pro
essor on the re
eiving side of the bus. Re
all from Se
tion 2 that bω < τ . To e�
iently use thebus bandwidth, bω should be maximized. To model this requirement, the fa
tor τ − ǫ is introdu
ed, and maybe approximated as simply τ . Table 5.1 presents the re�ned bus 
y
le de�nitions as 
ompared with those givenin the literature for ea
h of the models. In the Re�ned Bus Cy
le 
olumn, `s', `r' and `m' refer to the sele
t,referen
e and message waveguides, respe
tively.Note that, in 
ases where the model is only 2-D, one of the 1-D `pie
es' is used to 
ompute the bus 
y
le;in 
ases where the model is 1-D or multidimensional, the 1-D variety is used. On the PR-MESH, this is for
k = 1 (the 1-D 
ase). Si denotes ea
h of the 
onditional delays, where Si = 0 means the delay 
ontrolled by
Pi is turned o� and Si = 1 means the delay is turned on. The pro
essor time 
omponent is denoted by φ. ForASOS, we interpret the D parameter in terms of the 
orresponding time parameter τ .
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al Bus Models 89Table 5.1Bus Cy
le EquationsModel Literature Re�ned Bus Cy
leBus Cy
leAPPB Nτ (N + 1)τAPPBS Nτ (N + 1)τASOS 2(N − 1)τ 2(N − 1)τ + γ + τ + φRASOB 2Nτ 2(N − 1)τ + γ + τLPB 2Nτ + (N − 1)ω s: 2(N − 1)τ + γ + ω
∑

Si + τr,m: 2(N − 1)τ + γ + (N − 1)ω + τAROB 2Nτ + φ s: 2(N − 1)τ + γ + τr,m: 2(N − 1)τ + γ + (N − 1)ω + τ + φLARPBS 2Nτ + (N − 1)ω s: 2(N − 1)τ + γ + ω
∑

Si + τr,m: 2(N − 1)τ + γ + (N − 1)ω + τPOB N/A s,m: 2(N − 1)τ + γ + τr: 2(N − 1)τ + γ + ω
∑

Si + τLAPOB N/A s: 2(N − 1)τ + γ + τr,m: 2(N − 1)τ + γ + (N − 1)ω + τPR-MESH see APPB & s: 2(N − 1)τ + γ + ω
∑

Si + τLARPBS r,m: 2(N − 1)τ + γ + (N − 1)ω + τ6. Con
lusions. This paper provides a 
omprehensive overview and survey of the developments in opti
albus parallel 
omputing models. The �rst model proposed was in 1990 and sin
e then, ten distin
t parallel
omputing models have been proposed.Spe
i�
ally, the resear
h trends we have observed indi
ate periods of model development leading to moreand more sophisti
ation and 
omplexity in the model, followed by periods of model simpli�
ations. Theseperiods o

ur in 
y
les. With the many publi
ations surveyed, we note the widespread and global resear
hinterest in these models. The three most popular models appears to be RASOB, AROB and LARPBS. We alsohave analyzed a 
ru
ial aspe
t of these models, the bus 
y
le time de�nitions. We have determined ina

ura
iesin most of the de�nitions appearing in the literature, although, for most of the appli
ations su
h de�nitionshave been used for, these ina

ura
ies appear not to be signi�
ant. In the interests of 
larifying the 
orre
tde�nitions as well as to support our 
urrent resear
h work, we have also provided re�nements to the bus 
y
lede�nitions.7. A
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