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Salable Computing: Pratie and ExperieneVolume 9, Number 4, p. i. http://www.spe.org ISSN 1895-1767© 2008 SCPEEDITORIALDear Readers!This is the last time I am ommuniating with you as an Editor-in-Chief of SCPE. A number of hangesonerning our journal took plae in 2008. First, already in late 2007 we stopped being published (supported)by the SWPS. Thus we ontinued working as a volunteer-based e�ort, while the SWPS graiously allowed usto use their server to host the journal. In the meantime we have worked on regaining ontrol over the SCPEdomain. It turned out that the ISP that we were using is extremely bureaurati and this, ombined with myusual overloaded shedule, meant that it took almost a year to be able to get the right douments, with theright signatures, within a spei� time interval, delivered to the ISP o�e, so that they an �nally proess thehange of domain ownership. I am glad to announe that we are now in full ontrol of the spe.org domain. Inthe meantime we have found a new home for the journal and a new sponsor. The SCPE is now housed at theUniversity of Western Timisoara (in Timisoara, Romania) and is o-sponsored by the University of Salzburg(Salzburg, Austria). I would like to say that I am extremely grateful to Professor Dana Petu of the Universityof Western Timisoara and to Prof. Marian Vajtersi, of the University of Salzburg for their support for ourjournal!With the journal out of Poland, I have looked bak and re�eted on the past, present and future perspetiveof the SCPE. After some deliberation I ame to the onlusion time has ome for a hange in the journalleadership. After a few long onversations, Professor Dana Petu of the University of Western Timisoara hasagreed to take over the post of SCPE Editor-in-Chief. At the same time we have ame to the onlusion thatit would be a good idea to reate a Steering Committee of the journal and this new body will onsist of: DanaPetu, Marian Vajtersi, and myself.I would like to use this oasion to express my deepest gratitude to all past and present members of theEditorial Board of the SCPE (and the PDCP, its predeessor). Without your hard work and support, the ideaof the journal would have never materialize and ame to the fruition. Thanks to you we were able to reate avery good quality sienti� journal that is now entering its 10th year of publiation.I would also like to thank dr. Alexander Denisjuk of the Elbl¡g University of Humanities and Eonomy,for the absolutely fantasti job that he is doing as the Managing and Tehnial Editor of the SCPE. He is theone who (re)designed the SCPE WWW site, fought with authors to get material prepared in the right way toprodue professional quality issues and who fought with me to make sure that I do things on time and that wedo not fall behind. Thank you, Alexander!Sinerely Yours,Marin Paprzyki
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Salable Computing: Pratie and ExperieneVolume 9, Number 4, p. iii. http://www.spe.org ISSN 1895-1767© 2008 SCPEINTRODUCTION TO THE SPECIAL ISSUE: WORLD WIDE WEB ON THE MOVEThe papers olleted in this issue present a wide range of researh that an be onneted to the three maintopis: the Web, Knowledge and Soial Networks. Eah and every of the papers touhes at least two of theseareas to a ertain extent.The evolution of Web infrastruture, methods of representing information published on, and funtionalitiesavailable is disussed in �World Wide Web on the Move� and gives a good overview of di�erent aspets of today'sWeb on the move. A number of these aspets are further investigated.In partiular weblogs, Wikipedia, Deep Web and Rih Internet Appliations are disussed in subsequentartiles. They are the phenomena that attrat a lot (if not most of) interest of ontemporary researh in the areathat was reently named by the Web originator � Tim Berners-Lee � the Web Siene1. Our Authors follow thetrend by investigating: weblogs in�uene on Small and Medium Enterprises as means of onveying knowledgeabout management and the enterprise (paper by Alexander Stoker, Markus Strohmaier, and Klaus Tohter-mann), Wikipedia as a knowledge-rih resoure whih might be used to annotate multimedia ontent (artileby Angela Fogarolli and Maro Ronhetti), Deep Web as potentially ground-breaking information soure, yetlargely unexplored due to theoretial and pratial limitations (ontribution of Yang Wang and Thomas Hor-nung) and RIA as a new paradigm of exposing funtionality on the Web ombining state-of-the-art engineeringparadigms and knowledge about an enterprise (for Kay-Uwe Shmidt, Roland Stuehmer and Ljiljana Stojanovithis knowledge omes in a form of business rules).Soial aspet of the Web Siene was also studied in this issue. The work of Celine Van Damme, TanguyCoenen and Eddy Vandijk desribes the method of using soially reated folksonomies to formalize enterpriseknowledge into an ontology. Raf Guns exerises well known (although not entirely standard) soial networkanalysis tools on soial Semanti Web. Paolo Massa, Kasper Souren, Martino Salvetti and Danilo Tomasonipropose an open platform to exhange trust metris and algorithms to ompute them, whih are ruial forsoial network adoption and prosperity.Finally, the works that fous on knowledge subjet inlude the paper by Dimitris Bibikas and his olleagues,that builds on a ase study to propose novel approah to knowledge management within enterprise using Webparadigms, as well as the artile by Alsayed Algergawy, Eike Shallehn and Gunter Saake desribing fuzzyapproah to solve a well known (and hard) knowledge representation mathing problem in the ontext of DeepWeb soures.Following the traditional division into theoretial and applied approahes, in this issue there are papersthat present theoretial developments and new methods (as in �Fuzzy Constraint-Based Shema MathingFormulation,� �Disovering Semantis In Multimedia Content Using Wikipedia,� �Deep Web Navigation ByExample�) or applied researh in the form of blueprints for systems design and arhitetures (like �From BusinessRules To Appliation Rules In Rih Internet Appliations�), as well as empirial evidenes (�Unevenness InNetwork Properties On The Soial Semanti Web,� �Studying Knowledge Transfer With Weblogs in Small andMedium Enterprises: An Exploratory Case Study� and �A Soiotehnial Approah To Knowledge ManagementIn The Era Of Enterprise 2.0: The Case Of Organik�). As usual there are border ases, like �Deriving ALightweight Corporate Ontology Form A Folksonomy: A Methodology And Its Possible Appliations� and�Trustlet, Open Researh On Trust Metris,� where Authors disuss both the method and its possible appliationsenarios.Overall, the wide overage of paper topis shows learly, that the ontemporary Web is both a �eld to applyold and well tested tehniques to new problems, and a fertile environment for innovation. We sinerely hopethat our Readers �nd among the work gathered in this issue an inspiration for new inventions and theories.Dominik Flejter, Tomasz Kazmarek,Pozna« University of EonomisMarek Kowalkiewiz,SAP Researh Brisbane
1http://websiene.org/ iii





Salable Computing: Pratie and ExperieneVolume 9, Number 4, pp. 219�241. http://www.spe.org ISSN 1895-1767© 2008 SCPEWORLD WIDE WEB ON THE MOVEDOMINIK FLEJTER∗, TOMASZ KACZMAREK∗, AND MAREK KOWALKIEWICZ†Abstrat. In this paper we provide an overview of key hanges that happened on the Web in a few reent years. We startby analyzing hanges ourring at the level of widely understood Web infrastruture (standards, omputing, storage). Then, wefous on mahine-oriented and user-entri trends in representation of information (both strutured and unstrutured). Next, webrie�y disuss evolution of types of on-line funtionalities and their aess modes. Fourth omponent of the Web that we analyzeis related to a few diretions in atual usage of Web and its impat on soial life. Final part of this paper is devoted to topis thatspan previous omponents suh as driving fores, business models and privay.Key words: World Wide Web, evolution, Web infrastruture, Web data, Web resoures, soial Web, Web usage, businessmodels1. Introdution. World Wide Web is not only the biggest information repository in the history of hu-manity; it is also a dynami and very quikly evolving universe onsisting of people, businesses, appliations,infrastrutures and resoures dynamially interating with eah other. This evolution results in an inreasingomplexity both of its individual omponents, and of the eosystem formed by interplay of these elements. Thispaper provides an overview of evolving omponents of modern Web, mostly fousing on hanges that happenedin few last years.1.1. Components of Evolving Web. In this paper we analyze evolution of the Web along four majorareas (see Fig. 1.1). The �rst area (infrastruture), onerned with basi omponents and servies that enablefuntioning of World Wide Web, is disussed in Setion 2. It inludes both hardware and software that enabledi�erent models of Web-based storage and omputing, as well as basi standards (inluding �le formats andommuniation protools) that make Web-based ommuniation possible. The next omponent, disussed inSetion 3, onerns resoures on the Web. It is mostly onerned with atual presene and representation meth-ods of di�erent kinds of Web ontent and data. The next area, overed in Setion 4, fouses on funtionalitiesavailable on the Web. It is onerned with the operations that users an perform on Web data and ontent,how they are aessible and how they an be ombined. Finally, the forth omponent of proposed shematiview, desribed in Setion 5, is related to usage senarios of on-line systems. It fouses on whih availablefuntionalities people and businesses really use, and how important is their role in todays eonomial and soiallife. These four omponents onern four distint areas of ontemporary World Wide Web. However, importantinterations between them an be observed, as desribed in Setion 6. They onern both driving fores of Webdevelopment, and issues that span multiple omponents, suh as business models and privay.2. Infrastruture. At the very dawn of Internet its infrastrutural level onsisted mostly of wires andbasi ommuniation protools and standards (suh as DNS). Appliation protools and data transfer formatswere at their infany, rather foreseen than fully developed. Over time it overed more omplex omponents ofInternet ommuniation. Firstly, a number of standards of growing omplexity suh as HTML, JavaSript, CSS,XML, RDF and RSS appeared and beame popular. Seondly, on-line douments storage beame easier withno need to possess own servers: FTP and HTTP servers (inluding free options) beame available to all Internetusers and a number of alternative storage platforms (inluding blogs, on-line �le sharing and soial networkingsites) beame part of infrastruture. Thirdly, some basi Web omputing platforms (e.g. Apahe/MySQL/PHP,Python, RubyOnRails, ASP.NET) beame omnipresent making deployment of Web appliations easier.Infrastruture is important as its availability at a�ordable rates or at no (diret) ost at all is one of thebuilding bloks of all Internet ativities. At some level of abstration, we an pereive infrastruture as a largesale mehanism of demand aumulation to obtain eonomies of sale. As infrastrutural omponents arerequired by everyone on the Web, keeping them shared by all makes tehnologial and eonomial optimizationpossible. As the result of infrastruture availability, the entry barriers for new innovative business and soialsolutions ating on the top of them are lowered.
∗Poznan University of Eonomis, Department of Information Systems, al. Niepodleglosi 10, 60-967 Poznan, Poland,{D.Flejter, T.Kazmarek}�kie.ae.poznan.pl
†SAP Researh CEC Brisbane, Level 12, 133 Mary Street, Brisbane QLD 4000, Australia, marek.kowalkiewiz�sap.om219
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Fig. 1.1. Four omponents of evolving Web2.1. Three Areas of Web Infrastruture. On-line infrastruture inludes three main areas: standards,storage and omputing. Standards propel all kind of ommuniation and exhange on-line, thus they are theprerequisite for e�etive data �ow, appliations integration and business proesses exeution. In reent yearswe observe quik development of standards geared towards interoperability of data and distributed software.Apart from standards developed or supported by standardization bodies (suh as SOAP, RDF, OWL andOpenID), a number of formats and interoperability protools (suh as miroformats, JSON or RESTful servies)beame de fato standards thanks to their wide adoption (see Table 2.1 for examples). They often solve thesame problems as o�ial standards in a less omplete and �exible, but also simpler and easier to implement way.While the frition between ompeting standards auses onfusion and bears new implementation hallenges, italso results in better hoie for developers and quiker maturing of new tehnologies.Table 2.1Fully-�edged standards and their lightweight ounterpartsArea Fully-�edged standards Lightweight (de fato)standardsRemote alls SOAP, CORBA, RMI RESTful servies, XML-RPCStrutural representation XML JSON, (X)HTMLSemanti representation RDF, OWL, WSML miroformats in HTMLFederated identity OpenID e-mail as loginMetadata Dublin Core folksonomiesPortlets/Gadgets JSR 286 Google GadgetsOne of the foundations of onvergene of Web solutions, that we also pereive as a pseudo-standardizationproess, is the ultural tendeny towards reusing best praties of other users and businesses. This results insimilarities between business proesses of many on-line businesses, multiple sites sharing similar information



World Wide Web on the Move 221organization shemas and even textual douments of spei� types (e.g. advertisements or alls for papers)sharing their struture, formatting and layout features. It is worth noting that there are ounter fores pre-venting total uni�ation�they are driven by need for ompetition and di�erentiation of information both interms of its ontent and proessing apabilities, whih are partially dependent on standards for informationsharing. Thus we observe interesting proess that throughout the years pushed the limit of standardization:�rst appliation protools were agreed upon, later data representation formats were onverging (this proessis �nalized urrently), with �nal step in standardization of languages enabling �exible extensions to informa-tion representation formats, enabling both standardized proessing and �exibility that enables value-addedproessing.The seond area of basi Web infrastruture onsists of ontent and data storage failities. It is shaped bytwo on�iting requirements, depited in Figure 2.1. The former is to have maximal ontrol over informationloation and its aess rights�promoting storage entralization and foring self-management (together with lakof a�ordable servies to outsoure storage). The latter requirement is to assure maximal performane (i. e. shortaess time from multiple loations, as well as storage salability and persistene) and ost e�etiveness�whihis promoting distributed storage and outsouring of the storage failities.
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Fig. 2.1. Control/performane tradeo� in storage solutionsA few years ago the storage options were sare: unless one was Yahoo! or Google, (s)he ould only maintainown Web servers (typially more expensive and not neessarily more seure solution), or use individual serversmade available by Internet providers (typially less expensive but somehow limited in funtionality). In bothases, mirroring and using broadband onnetions were virtually the single options of inreasing performane.The �rst hange we have witnesses was popularization of peer-to-peer (P2P) �le-sharing appliations. Peer-to-peer �le storage proved salable and assured rather good persistene of ontent (often against the will of itsoriginal reators or owners). However, in its pure form it also meant extreme lak of ontrol over loation and�ow of information, making it absolutely inappliable in business or personal information management senarios.It is only after few adaptations, that P2P protools found their way to the Web, making high-performane low-ost streaming of multimedia ontent more feasible (with BitTorrent being one of ions of this transformation).Today's distributed, loud-based databases (suh as Google's BigTable [7℄ or Amazon's SimpleDB1 and SimpleStorage Servie2) learned lesson from both typial hosting and peer-to-peer systems, proposing what seems tobe a good ontrol-performane trade-o�. Similarly as in ase of hosting, the ontent is taken are of by a single
1aws.amazon.om/simpledb/.
2http://aws.amazon.om/s3/.



222 D. Flejter, T. Kazmarek and M. Kowalkiewizompany. Similarly as in ase of peer-to-peer systems information is distributed and repliated in multipleloations all over the world. However, in ontrast to P2P networks, loud-based storage is geographially stableand losed, thus does not su�er from high hurn of nodes. Thanks to eonomies of sale, the proposed solutionsare at least as a�ordable as hosting, with better performane, almost perfet salability and usage-based ostalulation. In majority of ases distributed storage has higher uptime, even if spetaular failures happen (andmay have high impat at least at the psyhologial level).3 These failures enourage others (e.g. P2P storageWuala4) to look for other solutions with a little bit more of a twist towards performane at expenses of ontrol.Thus, loud-based distributed storage surely is not the �nal answer to the entralized vs. distributed storageon�it.The third area of Web infrastruture is related to on-line omputing. Similarly as in ase of storage, afew years ago this part of infrastruture was dominated by private or hosting-based servers using more or lessstandardized on�gurations (e.g. LAMP/WAMP5 or Java-based tehnologies) to enable easy deployment of typ-ial software solutions. Sine then important hanges ourred, leading to development of the rih omputingenvironment that the Web is today. First revolutionary hange is related to publi aessibility of loud om-puting platforms available form a number of ompanies inluding suh huge players as Amazon (Amazon EC26),Google (Google App Engine7) and Mirosoft (Azure Servies Platform8). These solutions, roughly lassi�ed as�platform as a servie� (PaaS) solutions (e.g. Google App Engine, fore.om) and �infrastruture as a servie�(IaaS) solutions (e.g. Amazon EC2), make Web appliations more salable and available from all around theworld. Moreover, as loud omputing platforms harge on per-usage basis, they are a�ordable for everyone andmore eonomially reliable than previous solutions. Although spetaular failures of louds generate a lot offuzz, their uptime remains higher than for typial hosting solutions. In parallel, a shift towards virtualizationenabled to build ustom appliation staks, and run them on multiple servers, or on loud infrastruture (e.g.Amazon's EC2). Thus, today it is muh easier to set up non-standard, salable, high-performane servers,required by many spei� Web-based servies.92.2. Domain-Spei� Infrastrutures. Another rapid hange at the edge of infrastruture is the de-velopment of domain-spei� platforms that enable to build instanes of spei� appliations with little e�ort.For examples ning10 enables easy reation of soial networking sites, Faebook Platform11 enables developmentof appliations using Faebook features and users base and Yahoo! BOSS12 supports reation of ustom searhengines (and promises sharing revenue soon). A number of platforms for development of e-stores (inludingYahoo! Store13 and eBay Stores14) exist (the extreme example is Zlio.om15 - in this ase shop owner's ativ-ities are limited just to building a Web site and hoosing produt range; ordering, payment and logistis aresupported by Zlio itself). Other examples inlude servies suh as TinyURL16, Bit.ly17 and purl18 that aim atbeoming another layer of standardized resoures addressing on top of DNS. Another areas where some playersaspire to beome default infrastruture inlude enatment of omplex information �ows (Yahoo! Pipes19 isthe most renown example of suh servie), automated translation servies (with tools suh Google Translate20and Yahoo! BabelFish21 ompeting with many smaller businesses), ontextual ads (area strongly dominated
3See: http://www.readwriteweb.om/arhives/google_failures_serious_time_t.php.
4http://www.wuala.om/.
5Linux/Windows + Apahe + MySQL + PHP.
6Amazon Elasti Compute Cloud, http://aws.amazon.om/e2/.
7http://ode.google.om/appengine/.
8http://www.mirosoft.om/azure/.
9Design of ustom appliation staks for virtual servers and loud omputing is simpli�ed by servies suh as Elasti Server onDemand, http://elastiserver.om/.

10http://www.ning.om/.
11http://developers.faebook.om/.
12http://developer.yahoo.om/searh/boss/.
13http://smallbusiness.yahoo.om/eommere/.
14http://stores.ebay.om/.
15http://www.zlio.om/
16http://www.tinyurl.om.
17http://bit.ly/.
18http://purl.org/.
19http://pipes.yahoo.om/.
20http://translate.google.om/.
21Originally developed for Altavista, now available at http://babelfish.yahoo.om/.



World Wide Web on the Move 223by Google AdWords22), on-line onferene management (with EasyChair23 being probably the dominant playerand support for soial network and ontent portability (with Gnip24 being top ommerial example, and SIOCommunity being the researh leader [5℄). It is also to be noted that a number of spei� APIs were reated withthe objetive of beoming standard infrastruture in spei� appliations areas. Examples inlude OpenCalais25from Reuters for natural language proessing, Fire Eagle26 for storing and manipulating loation data, MozillaWeave27 - for storing and sharing data on browsing sessions, bookmarks et. Finally, few infrastruture-likeAPIs fous on involving people into problem solving in multiple omplex areas, suh as information extration,organization, integration and leansing. This involvement takes multiple forms, inluding expliit (and paid for)people ations (as in ase of Amazon Mehanial Turk servie28 or other forms of rowdsouring di�erent busi-ness ativities inluding ontent reation, problem solving and even R&D [17℄), and using analysis of behaviorsof large groups of Internet users (for example in user reviews mining [18℄).3. Resoures. The growth of size of resoures available on-line has two faes: on one hand, we observequik growth of quantity of ontent (i. e. unstrutured information both in textual and multimedia form), onthe other hand the Web is also the biggest repository of data (i. e. strutured and semi-strutured information).In both ases the hanges are not only quantitative but also qualitative: the way data and ontent is madeavailable on-line is evolving rapidly towards two (often opposed) objetives: one is representation better adjustedto needs of users and other is the form easily proessable by mahines. Example of these two tendenies arerepresented in Figure 3.1 and disussed in two following setions.
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Fig. 3.1. User-entri and mahine-proessability-oriented tendenies in funtionalities3.1. User-entri tendenies. The tendeny of making ontent and data more adapted to human userstakes two main angles: on one side it a�ets the ontent and data themselves, on the other side it in�uenes howthe ontent is presented. Firstly, the online ontent in reent years has beome more multimedia and visually
22http://adwords.google.om/.
23http://www.easyhair.org.
24http://www.gnipentral.om/.
25http://www.openalais.om/.
26http://fireeagle.yahoo.net/.
27http://labs.mozilla.om/projets/weave/.
28https://www.mturk.om/.



224 D. Flejter, T. Kazmarek and M. Kowalkiewizappealing: thanks to wider broadband aess, audio and video ontent beome aessible to the vast part ofInternet users. As a result more information previously provided in text form took muh riher presentation:for example, growing part of software produers provides instrutive videos apart from (or even instead of) textmanuals, and more and more news are provided to users using podasts. Seondly, thanks to suh tehnologiesas dHTML, AJAX29, Adobe Flash and Silverlight, many on-line resoures are not only multimedia, but alsointerative and non-linear. These possibilities are for example widely used in di�erent kinds of on-line training.It is to be noted that these hanges often happen at the expense of aessibility, readability, and �skimability�of provided information, espeially for people with speial needs [8, 26℄.The evolution of ontent presentation is mostly related to advane of dynami user interfaes that try tomimi desktop software interation paradigms (e.g. drag and drop or omplex ontrols) and response times (e.g.by avoiding reload of the whole page on link lik, using AJAX). Suh rih user interfaes beome a medium ofits own, not easily separable from the ontent [24℄. In extreme situations ontent is not a stati, stable entityat all, and is rereated eah time by a sequene of operations (happening both lient and server-side) ontrolledby user ations, usage ontext (e.g. time, loation of user) and external fators (e.g. other user's ations,real-life phenomena, random elements generated by algorithms). As an example - suh dynami ontent and itspresentation is typial for real-time searh engines (e.g. Twitter searh) or highly personalized searh failities.Similar tendeny at the presentation layer is happening in ase of some data-intensive Web sites. Forexample Flash or AJAX tehnologies are often used for interative data seletion or on-demand download ofmore details for already displayed data. In some ases, similar tehnologies are also used for visualization of data(not provided any more in textual form), for example as harts (in ase of numerial data30) and simulationsor models (e.g. in ase of body olors in ar industry).Data and ontent presented using rih user interfaes are often alled �dynami�. However, one more di-mension of ontent and data dynamism should be also onsidered. Following the paradigm of ollaborativelydeveloped and maintained ontent, the growing amounts of information on-line are always-non-�nal, ontinu-ously evolving resoures. This tendeny touhes even suh traditionally stable entities as books (Wikibooks) orjournal artiles (sienti� blogs). In parallel, mehanisms of partial ontrol suh as versioning and branhingbeome popular. Similar dynamism an be observed in ase of data; in this ase quik hanges result fromtight onnetion to dynami proesses (e.g. in ase of prie lists, popularity of news artiles or searh result) orto measurement of dynamially evolving external onditions (e.g. sensor-based weather analysis). As a result,more and more ontent and data objets should be interpreted more as streams of new information (as in aseof blogs, Twitter messages or sensor-based data soures) or of information updates (as in ase of prie lists andWikipedia revisions), rather than stable entities.3.2. Mahine-proessability tendenies. In parallel to the evolution of ontent and data format andpresentation, we observe quik hanges related to mahine proessability of information.Firstly, a number of struture-entri, semantis-aware formats were proposed (as mentioned previouslyin the ontext of standard infrastrutures). They may be used both to store metadata of on-line resoures(e.g. title, ategories, reator or tags of spei� doument), and to inorporate inline annotations into on-line douments (e.g. onerning spei� named entities, numeri values or key phrases). Examples of usedformats inlude family of XML tehnologies (XPath, XQuery, XSLT), RSS, RDF and OWL. Used meta-dataand annotation shemes inlude miroformats, Dubli Core, domain-spei� ontologies suh as FOAF and SIOC,MPEG-7 standard (for multimedia), and a number of non-standard annotation shemes proposed by di�erentservies.Seondly, mahine-proessability of the ontent grow thanks to two omplementary strategies to providestruture and semantis of data and ontent: bottom-up approah and top-down approah. In bottom-upapproah the struture and semantis are imposed on ontent the by authors or Internet users by modi�ationof underlying tehnology, or manual enrihment of the ontent. In most ases, this approah provides goodquality strutural and semanti information embedded diretly in the ontent, typially keeping its human-readable harater. While bottom-up approah is an important researh topi and the number of sites that givesome support to this approah is growing, the adoption of strutured and semanti representation is still low, due
29While this term standard for asynhronous JavaSript and XML, it is also often used for asynhronous update of pages byusing formats other than XML, suh as JSON, XHTML or proprietary formats.
30See http://www.tate.org.uk/netart/bvs/thedumpster.htm for an interesting example for blogs visualization or Google Ana-lytis motion harts
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��������������Fig. 3.2. Levels of struture of information and presentationto weak inentives, relatively high osts and missing standardized voabularies. All of these reasons propel thedevelopment of top-down approah, based on automated proessing of Web ontent. In this approah the hintsalready present in the ontent are used together with external resoures in order to struture and �semantify�information, without diret o-operation of individual Web sites. The output of automated top-down proessingis more �digestible� (e.g. better strutured, aggregated, organized or summarized) to users or mahines thanoriginal ontent. This approah ombines di�erent tehniques of Web ontent mining (suh as lassi�ationand lustering, text summarization, information extration, relations mining, ontology learning and population,opinion mining or multimedia ontent analysis), Web struture mining (suh as measuring importane of Websites, ommunity disovery based on dense subgraphs of Web graph, Web site omplexity measurement and Webpages ategorization) and Web usage mining (suh as disovery of ustomer lusters, analysis of produts ordouments popularity, improvement of ollaborative �ltering). [20, 23, 6℄ Searh engines are an lassial exampleof top-down approah�by using some general mining rules, they impose a spei� ordering (by some measure ofrelevane to keywords and analysis of link graphs), spei� struture (snippets re�eting ontents of given page)and similarity-driven mehanisms (suh as searh for similar pages or lustering of results). First searh enginesused only Web ontent mining tehniques. Then we observed Google's break-through PageRank algorithm usingWeb struture mining. Today major searh engines use also to some extent behavioral analysis based on Webusage mining. On the other hand, a few smaller and ambitious players, suh as Hakia31, PowerSet32 (reentlyaquired by Mirosoft) and Evri33, aim at enrihing ontent not only with ited types of struture, but alsowith semantis. Some of today approahes to struturing Web ontent share properties of both bottom-up andtop-down methods. Examples inlude soial tagging and bookmark management sites suh as del.iio.us34, sitesalulating other Web sites popularity based on votes suh as soial news site digg35 or PostRank36�blog postsassessment servie, di�erent kinds of ontent annotation servies suh as SpinSpotter (allowing to annotate non-objetive passages in newspaper artiles)37, and sites restruturing sripts or appliations suh as Dapper38.On one hand they are similar to top-down approah, beause the struturization is happening outside of Web
31http://www.hakia.om.
32http://www.powerset.om.
33http://www.evri.om/.
34http://deliious.om
35http://www.digg.om/.
36http://www.postrank.om.
37See: http://www.spinspotter.om/.
38http://www.dapper.net.



226 D. Flejter, T. Kazmarek and M. Kowalkiewizsite whose ontent is being strutured, and beause their approahes are general, often domain-independent,possibly large-sale and typially based on speialized algorithms. On the other hand, similarly to bottom-upapproahes they are based on manual work rather than fully automated.Thirdly, important ontribution to mahine proessability omes from methods that enable both assess-ment of identity of multiple objets and measurement of their similarity are developed. Thus, both data andontent objets are more and more onneted and related to other entities. This area is stritly related towell-known researh �elds of shema mapping and mathing of individual reords or instanes (whih are a partof a number of information management tasks suh as data integration, data leansing and ontology merging).Moreover, quik progress in this areas in�uenes both bottom-up and top-down solutions. Top-down solutionsin shema mapping onern ontinuous improvements in methods of automated shema mapping. In reentyears this area evolves towards holisti approahes, that enable mapping of multiple (often meaning: very largenumber of) shemas at one [14℄. Related onept of �dataspaes� [13℄ seems to be implemented in real-lifeby Google Base, that gathered over 100K shemas and should allow large-sale shema mapping. A lot oftop-down methods at the instane level were also proposed, using both more elaborate similarity measurementfuntions and better lexial resoures. Signi�ant body of researh into ontology mapping and merging also �tsto a large extent to this philosophy. On the other hand, ontologies are also the representation that promotesinteronnetion of multiple knowledge bases both at the lass and instane level (linked data philosophy39). Inbottom-up approah shema and ontology mappings and reords equality are de�ned manually or by spei�transformation software (varying from stand-alone proedural tools to delarative queries of rules exeuted byspei� engines). Domain spei�, ditionary-based reords linkage is for example typial for shopping botsthat help ompare pries of the same produts in di�erent loations. Another helpful bottom-up tendenyonerning instanes is related to standardization of objet properties formats (e.g. XBRL has been reentlyaepted by U.S. Seurities and Exhange Commission as the required format for �nanial reports of publiand mutual fund ompanies40) or to popularization of domain-spei� identi�ers (suh as DOI41 for eletronidouments, or OpenID42 for people). Bottom-up and top-down hanges to the Web are happening simultane-ously, and support one another. Even limited range of struture added to Web ontent may signi�antly lowerthe di�ulty of top-down tasks. For example, usage of additional information enoded in user tags provedto be useful for Web ontent summarization [25℄, and potentially an have positive impat on performane ofWeb searh [16℄. Intuitively, when miroformats are used, the task of information extration (as well as tasksthat depend on it, suh as analysis of on-line soial networks) should beome muh more feasible. Similarly,usage of tags may simplify the task of reord linkage. On the other hand, top-down approah may signi�antlyredue osts of reation of semanti representation of ontent. It may even fully automate this proess in somedomains.3.3. Content Flow and Content Eosystems. One of harateristis of on-line data and ontent istheir dynami �ow between a number of servies. Originally posted to a single Web site (e.g. blog, shop prielist or on-line database) or disussion list, the information may be reposted in a number of forms in otherloations. Similarly, the hanges to original ontent may be further propagated to a number of other loations.Complexity of suh �ows in ase of blog posts is demonstrated by Figure 3.3.The propagation of the ontent on the Web an be done by pop and push information �ows. The formerare initiated by the servie that aquires a opy, and the latter is ativated by information author or the serviethat the ontent is originally posted to. Examples of pop information �ows inlude indexing by searh enginesor synhronization through RSS, examples of push �ows inlude mirroring of ontent or submission of the sameinformation to multiple Web sites.In the same time the �ows may be manual (fully performed by people), semi-automati (requiring somesetup ativities but afterwards performed automatially) or fully automati (requiring no user interation atall). Examples of manual �ows inlude quoting or opying ontent to other loations or forwarding it to friends.Examples of semi-automati �ows inlude mashups reated with Yahoo! Pipes or YouTube videos embedded ina blog post. Typial examples of automati �ows are related to indexing and ahing by searh engines, or tousage of user omments on produts for their automated qualitative assessment.
39http://linkeddata.org/.
40See: http://www.google.om/hostednews/ap/artile/ALeqM5jTRoSiNGE5B07igsMWNH3ZOtbmAQD954M4800.
41http://www.doi.org.
42http://openid.net/.
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43http://www.eventseer.net/.
44http://semantalyzr.om/.
45http://searh.twitter.om/.
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�Fig. 3.4. Examples of di�erent types of information �owsaess (that were originally rarely supported on the Web, although foresaw by reators of the basi Internetinfrastruture).�Read� aess to information has been transformed mainly thanks to already disussed bottom-up andtop-down struturization and semanti�ation of Web ontent and data. �Write� aess to ontent and datainludes relatively reently popularized features suh as possibility of ontent editing (e.g. in ase of wikis),reation of new ontent (also by dupliation and edition of existing ontent), extension of existing ontent (e.g.by tagging resoures, adding omments to artiles or forum posts, or writing additional statements as in ase ofmiroblogging) and addition of new data, in�uening aggregated data quality (e.g. voting in rankings, �digging�ontent, providing feedbak on visited sights or hotels, or providing information on weather onditions46).4.1. Business Logi Funtionalities. Apart from suh basi, storage-related funtionalities, the on-lineservies implement di�erent kind of business logi that fous on solving spei� problems based on external orinternal information. They inlude omplex operations suh as transformation, disovery, analysis, omparison,searh and ranking of di�erent types of information. The logi itself may have very di�erent onstrution. Itmay be based on a stable algorithm (e.g. onversion of di�erent measurement units, basi tax alulation),parameterized algorithm (e.g. tasks involving urreny onversion, or tax alulation with hanging tax ratesor list of exempted produts), algorithm applying user-provided rules (e.g. on-line ontent �ltering basedon preferenes speialized by an user), mahine learning algorithms (e.g. spam �ltering funtionalities), andinterative algorithms requiring partiipation of user or querying of external knowledge soures (e.g. searh forambiguous loations with searh engines or map servies). While majority of logi omponents provide exatlyone and �nal resultset for spei� input parameters, in some ases the logi may iteratively provide series ofimproved result sets (e.g. alulated with more iteration of optimization algorithms or onstruted based onlarger set of input data), based on a kind of subsription to results of on-demand alulation (like onstantreordering of searh results in some meta-searh engines based on new data oming from multiple indexes).While Web protools are onstruted as stateless, both stateless and stateful appliations an be onstrutedon top of them. In ase of stateless appliations, ativities (or invoked proedures) have no impat on results offuture ativities (or invoations) of the same user nor of other users. In stateful appliation urrent ativitieshave impat on result of future ativities with the same session (with the state stored temporarily), or alsobetween sessions (with the state stored in a permanent way). The stored state an be itself meaningful to the
46For example in ase of OtherWeather.om.



World Wide Web on the Move 229user (e.g. di�erent aspets of manually typed user pro�le) or ontain values that are solely mahine-interpretable(e.g. vetor representation of user interests based on keywords (s)he entered). Finally, the state may be attahedto spei� user (when login identi�ation is used), to spei� IP address, spei� Web browser (using Cookies),some ombination of the above, or may be shared by a number of users (e.g. the list of available tikets inon-line tiket sale servie).
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������Fig. 4.1. Examples of meaningful / meaningless and personal / shared stateFigure 4.1 provides a number of examples for di�erent types of state of business logi omponents.4.2. Aess Modes to On-line Funtionalities. On today's Web, di�erent funtionalities are aessiblein two basi modes: through Web-based GUIs and by di�erent kinds of APIs. The �rst mode is foused onproviding the aess to features of on-line appliations to human users. In this approah, Web operations aretypially invoked by user entering spei� pages, �lling in forms or performing other HTML-based ativities inWeb browsers (suh as liking or dragging objets). However, some of these ativities may use spei�, non-Web tehnologies (suh as Flash, Java or Sliverlight). While majority of logi in Web sites and Web appliationsis exeuted on server-side, more and more features are fully lient-side. In many ases lient logi is used as�a glue� ombining funtionalities provided by other server-side servies (e.g. in ase of mashups, widgets andembeddable JavaSript libraries suh as Web analytis trakers). However, in some ases it may be aessibleeven purely in o�-line mode (as in ase of Google Gears47), blending the distintion between Web appliationsand desktop software. This blending goes even further with di�erent types of business logi pluggable in user'sbrowser with methods varying from lightweight (suh as bookmarklets), through plugins using basially thesame Web tehnologies but with greater aess rights (e.g. FireFox plugins, Opera widgets, some Java andFlash appliations), to fully integrated binary extensions suh as Internet Explorer toolbars. At the extremewe an �nd desktop appliations that embed Web browsers (e.g. for visualization or ontent aess purposes)but have their logi hardoded.The seond aess mode, based on di�erent type of APIs, is related to usage of on-line servies by othersoftware omponents. API types vary from omplex and standardized (SOAP-based Web Servies), throughlightweight but mostly standardized (XML-RPC) to lightweight and mostly unstandardized (many REST-fulservies with more or less stable and formalized response formats). It enables any appliations to easily aessand ompose piees of logi provided by multiple on-line servies, as well as to aess multiple types of on-line resoures. Nowadays, this omposition an be a part of lient-side business logi of spei� GUI-entriWeb appliation (i.e. an be used internally by spei� Web sites), it an be performed in a form of mashups
47http://gears.google.om/.
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Fig. 4.2. Di�erent ways of implementing and exposing funtionalitiesdeveloped by programmers, or onstruted using visual mashup onstrution tools (suh as Yahoo Pipes). A lotof researh also fouses on using semantis for omposition based on tehnially underspei�ed business proessesor objetives to be attained. It is to be noted that automated aess to Web site ontent or funtionalities may bealso enabled if no API is provided, by using Web data extration (�sreen sraping�) and navigation automationtools (suh as Dapper, GreaseMonkey48, WebVCR [2℄, iMaros49).4.3. Involving People in Complex Funtionalities. Typially when we think about business logiwe mean automatially performed ativities based on some pre-de�ned rules or algorithms. However, theopen harater of both Web and Web-based APIs makes the business logi potentially (o-)exeuted by people(individuals, businesses or groups of people). Human partiipation in omposite logi may be synhronous(taking part at the moment of logi exeution) or asynhronous (happening later). It may be also diret(with user atively taking deisions and ations) or indiret (with deisions being byprodut of other userativities, possibly aggregated over time by use of di�erent mahine learning methods). Few examples of diretand indiret, synhronous and asynhronous involvement of people in omplex funtionalities are gathered inFigure 4.3.4.4. Examples of Typial On-line Funtionalities. Typial on-line servies fous on o�ering a fewbasi features. They inlude:
• information aess and searh�aquisition of information from Web soures,
• information management�management of doument and media, inluding authoring, modifying, shar-ing, versioning, downloading,
• information transformation�transformation of one kind of information into di�erent one,
• ommuniation�spoken or written free-text exhange of information between people,
• ollaboration and problem-solving�support for solving of omplex problems by ommunity,
• entertainment�individual or soial hobbies, games et.,
• self-development�eduation, training and spiritual development,
• business and transations�aquisition and sale of goods and servies on-line.Apart from supported features two other dimensions may be used to lassify Web sites. They are harater-istis of the medium and properties of the appliation itself. Some of the most important properties of medium

48http://www.greasespot.net/.
49http://imaros.net/.
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�	������Fig. 4.3. Examples of di�erent ways of involving people in omplex funtionalitiesare: rhythm (synhronous / asynhronous), bandwidth onsumption (low / high), format (text-based / voie)and permanene (persistent / ephemeral) [11℄.Figure 4.4 ompares a number of on-line servies and lasses of servies with respet to the above dimensionsand their support for aforementioned features.4.5. New Web Paradigms Coming to Enterprises. The new funtionalities and paradigms desribedabove slowly pave their way to enterprises. On one hand, many of funtionalities proposed by ontemporaryWeb appliations �t very well into quest for robust management of ompany knowledge. For example, wikiphilosophy may be very useful in doumentation reation and maintenane and may at as a supportive toolin projet management; enterprise blogs an be an useful method of ommuniation with both internal andexternal stakeholders (employees, shareholders, partners, ustomers, suppliers, potential ustomers). Finally,tagging (with unrestrited or partially restrited voabularies) may be a more �exible alternative to otherapproahes of enterprise douments organization (suh as lassi�ation and full-text indexing). At the sametime, adoption of these �Enterprise 2.0� solutions is shaped by a strutural on�it between openness and�exibility, typial for many modern Web-based systems, and ontrol or rigid proedures, being landmark ofontemporary enterprises.On the other hand, we observe adoption of the paradigms related to aggregation of logi and informationfrom multiple soures in the business senarios. Over time more and more ompanies monitor and integrateinformation about ompany reputation, ompetitors ations and market hanges from Web loations. Whilemajority of businesses gather this information mostly for PR, marketing and strategi or tatial-level planningativities, the number of businesses using numerous integrated data soures in operational ativities and thestrategy of �ompeting on analytis� [10℄ is ontinuously growing. As more and more forms of inter-ompanyollaboration is mediated by IT solutions, the �exible omposition of logi from multiple providers (takingform of mashups, enterprise mashups, individual pipes or less loosely-oupled IT solutions) is progressing. Thistendeny starts to be supported by growing openness and servie-orientation of major enterprise solution players(inluding SAP, Orale and Mirosoft). Finally, the ideas of simple, adaptive work�ows ombining automatedativities with user involvement are beoming mainstream of researh and are supposed to �nd their way toenterprises in losest future.Despite this developments and buzz generated by Enterprise 2.0 solutions, majority of medium and largeompanies still operate multiple unintegrated or poorly integrated solutions (even if oming from the sameprovider) even internally. Moreover, many legay IT software remain not well suited for or very restritiveabout integration with external logi omponents (see for example [1℄).5. Usage. The area that reently hanged the most from the point of view of people is the usage layer ofthe Web. It is onerned with what features of on-line appliations are atually used and how. As it is an areaof omplex interation between multiple systems and large number of users with very various bakground and
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�� �Fig. 4.4. Examples of typial servies on ontemporary Webobjetives, the �maro� impat of individual appliations and their features at the soial and eonomial levelmay be very hard to derive from their miro properties [15℄.5.1. General Diretions in Web Usage Evolution. Seen from somehow bigger distane, the Webevolves into a number of general diretions. Typially this evolution means that new areas, that existed previ-ously in an embryoni form, beome mainstream of on-line businesses. At the same time, many of previouslymainstream usage patterns still remain popular in spei� types of servies and groups of users. These generaldiretions are:1. Growing level of user engagement in on-line ativities. Ativities evolve from passive (e.g. browsinginformation) to ative (involving partiipation in ontent reation). We identi�ed �ve levels of engage-ment in ontent reation: a) no partiipation at all, b) unonsious partiipation (when patterns ofusers behavior are used in automati ontent reation, as is in ase of ollaborative �ltering or adaptiveWeb sites), ) partiipation in simple individual ativities (e.g. tagging or rating URLs, produts orblog posts), d) reative individual ativities (e.g. writing blog posts or omments), and e) reativesoial ativities (suh as synhronous or asynhronous reation or management of long text douments,ontologies or databases).2. Moving from individual to soial ativities. Until reently, the majority of omputer-based ativitieswere �single player�. Today, a lot of them an be also done in a ollaborative manner. For exam-ple, we swith from individual bookmarking, playlist management, searhing, and problem solving toollaborating while performing these ativities.3. Moving from one-time to ontinuous and inremental ativities. For example book and artile writing



World Wide Web on the Move 233as well as �lm-making were one-time ativities (after being �nished the result did not hange). Todayeven books (f. Wikibooks) are editable in a wiki way and easy to omment on. At the same time,it beame heap to publish new versions of any digital ontent inluding multimedia and researhpapers. Moreover, editable and reusable ontent allows both the same user and other people to reatenew, improved or mashuped-up ontent. It is also a general tendeny to reate algorithms that �rstapproximate results and then utilize user feedbak on results (aquired through both impliit andexpliit feedbak yle) for ontinuous result improvement. This last tendeny might be due to striveto solve problems that are not tratable using traditional approah.4. Moving from asynhronous to mixture of synhronous and asynhronous interation mode. Majorityof interation on the Web used to be mediated by some ontent and performed in a asynhronous way.Reently we have witnessed, the rise of almost real-time ommuniation hannels (suh as RSS-basedmonitoring of ontent, support for omments by many ontent soures and miroblogging solutions),and propagation of more informal expression forms (even in publi ommuniation).5. Moving from simple to omplex ativities. In the early days of the Web, typial users foused mostlyon browsing ontent provided by other people. With progressing �read/write Web� philosophy usersbeame involved in more interative ativities suh as ommenting or tagging ontent. However, it isonly reently that rowds of users has started to be involved in muh more omplex ativities suh ason-line multimedia designing, rowdsoured R & D50 or ollaborative ontology development (in expliitway as in [28℄ or in impliit way, based on other ollaborative ations as in ase of [22℄).5.2. Areas of Life Altered by the Web. With development of the Web the part of our life ativitiesthat an be (at least partially) performed on-line signi�antly widened. At the same time, with onstantlygrowing population of Internet users and expanding range of on-line funtionalities, it is hard to imagine areasof life that have not been altered by popularization of the World Wide Web.The Web has for example signi�antly hanged both emotional and physial aspets of relationships, part-nership and intimay. Popularization and always-on mode of instant messaging and di�erent methods of heapon-line voie and video ommuniation, hanged the way people keep in touh with their spouses or partners,both during work hours and free time. At the same time, these ommuniation methods support relationshipsbetween people spending a lot of time in distant loations. In parallel, ommon on-line ativities suh as Web-based sharing of artifats (photos, musi, links to interesting artiles et.), partiipation in on-line games or 3Dworlds, exhange of digital gifts or ollaborative reation, are beoming an important part of shared experienesof many ontemporary ouples. Finally, Web-based dating servies and soial networking sites support alsoformation of relationship, enabling searh for partners both for long-lasting relationships based on romantilove and partnership, as well as for short-term, often sex-oriented relationships.Similar hanges are happening even more intensely in the area of friendship and soial life. WWW enableseasier partiipation in multiple soial groups, varying from ommunities of pratie and domain experts dis-ussion forums, through di�erent forms of on-line ativist, harity or politial ommunities, to various on-linemulti-player games or virtual words fans. Some of suh on-line groups bring together people with very spei�interests, that are shared by few of their o�-line olleagues, thus initing the strong sense of belonging. In othergroups the onnetion of members is strengthened by o�-line ativities they perform together. The Web hasalso a very signi�ant impat on people reputation and status, beause it works like arhive of large part of oursoial ativities. This impat is limited not only to what a person did or said on-line, but also on-line gossip orword-of-mouth about him/her. Moreover, the impat of on-line reputation is not limited to on-line ativities.More and more ompanies skim through soial media servies while reruiting new employees. It is to be notedthat the importane of on-line status and reputation is one key drivers of a number of ollaborative e�orts suhas knowledge-exhange forums, open-soure ommunities or Wikipedia (with expertise-based status), and soialnetworking sites (with number of onnetions being one of elements of status).While the eduation systems tend to adapt slowly to progressing �internetization� of our lifes, eduation,self-development and soialization has been signi�antly alerted by on-line servies. They totally hanged theway one an aquire information, thus engendering need for apabilities related to �ltering, understanding andmerging fats from multiple soures. The philosophies of distane and life-long learning beame more feasible
50Examples inlude system that support design (e.g. in footwear or t-shirts ompanies suh as Threadless and RYZ), and systemsthat support management of di�erent produt and servie ideas (with examples oming from Dell, Starbuks and Salesfore; see:http://www.readwriteweb.om/arhives/ideasale_launh.php).



234 D. Flejter, T. Kazmarek and M. Kowalkiewizbeause of development of e-learning (both involving teahers and using solely on-line resoures). A plethoraof e-learning solutions gives students more interativity, better adaptation to their learning style and di�erentways of team learning. Moreover, as the Web is a very information-intensive spae, even its everyday usage maybe onsidered a type of self-development experienes.The development of the Web have huge impat not only on development and soialization of oneself, butalso on parenthood, i. e. on soialization of hildren. One one hand it is an extensive soure of information anda ommuniation hannel joining with other people with parenthood experiene (whih is espeially importantfor people with spei� problems with their hildren suh as rare diseases). On the other hand, the Web withits advantages and dangers is one of topis that need to be handled by parents in soialization proess. Theimportane of wise parental eduation in this area is onstantly underlined by a number of soial groups bothsupporting IT apabilities development in hildren, and �ghting di�erent types of on-line abuse.Majority of already desribed hanges are re�eted in the way people work in modern organizations. In-formation soures, methods of ontating other employees, ustomers and other business entities, approahesto sharing knowledge as well as the perentage of time one works on-line (inluding partial or even full-timetele-work) has hanged dramatially in reent years. The arrival of Web 2.0 and Enterprise 2.0 funtionalitiesto more and more ompanies51 suggests that this revolution is not over yet. On the other hand, the symmet-ri hange in how people interat with ompanies providing goods and servies an be observed. It onernsthe way we selet produts (hanging mostly due to more aessible and searhable information, better prieomparability and wider aess to user experiene stories), the way transations are performed (on-line orders,Web-based providers ontat, Web-based aess to digital goods and servies) and the way support and mainte-nane is delivered (on-line manuals, Web-based support, aess to other users ommunity, downloadable updatesof software and �rmware).The Web has also a diret impat on ways of spending free time. It promotes a number of on-line individualand soial hobbies (suh as wathing videos or playing on-line games). It supports o�-line hobbies by givingwider aess to information and to ommunities of people interested it. One of free time areas that are in�uenedin these both ways is related to aessing ultural heritage. The Web supports both on-line ulture aess (byproviding virtual museums, live onerts and by inluding famous plaes in virtual worlds), and gives informationabout possible o�-line ativities and spei� ultural items. The Web hanges even the very onservative areasrelated to religiousness and spiritual life. However in this ase it typially in�uenes solely information-seekingativities. Finally, it is also an extensive soure of information regarding physial ativities, health and �tness.5.3. How the Web Changes Soial Landsape. As mentioned before, the Web has impat on almostall areas of life. While the Web introdues some brand new trends to the soial life, in majority of ases it juststrengthens the tendenies observed previously.Following the hanges that happened in 19th and 20th entury, the Web signi�antly enlarges the spaeof hoie in all areas of life. It gives aess to an enormous amount of information onerning produts andservies, religions, hobbies, attitudes, ultural goods and people. It implements more and more omplex searhand reommendation failities for aess to these information. Finally, it enables ommuniation with peopleall around the world and partiipation in (not neessarily geographially-bounded) nihe ommunities fousedon spei� topis or ativities. As a result, instead of partiipating in one soiety with single, imposed ulture,semantis and values, one an selet to interat with a number of spei� soial groups with di�erent�possiblyon�iting�pereptions of the world.Suh a hange also supports further inrease of importane of ahieved status as ompared to asribedstatus. Many omponents of asribed status (sex, rae, health ondition) are invisible or mostly invisible on-line. On the other hand, in large on-line ommunities (suh as open-soure ommunity [29℄, forums or on-lineautions) user's soial status and reputation (often measured automatially, based on past interations) are oneof basi measures of trust in given user.These tendenies have impat on growing omplexity of identity of Web users. The Web enables users tohave multiple roles, partiipate in a growing number of groups (the notion of �neighborhood� is rede�ned by theWeb), de�ne herself through partiipation in di�erent soial networks. Moreover, the Web also gives possibilityof separation of identity and person. Single user may have di�erent (not onneted) and not neessarily fullytruthful nor onneted to real personal data identities in multiple Web sites, making user pro�les a part of�impression management, self-presentation� [9℄. These tendenies to purposefully onstrut selves, altogether
51See for example: http://www.readwriteweb.om/arhives/study_fast_growing_us_ompanie.php.



World Wide Web on the Move 235to mostly verbal and visual format of information transmission on the Web, make Web identities exeptionallywell interpretable on a ground of symboli interationism theory.Way of de�ning and desribing self on the Web was muh simpler and more limited only few years ago.People shared information about themselves mostly by onstruting homepages and by using signatures in e-mail, disussion groups and Usenet (with GeekCode52 being example of onise desription of some aspetsof person with a restrited, onise language odes). Sine then, we have observed a number of new meth-ods of expressing self. Many home pages have evolved into Weblogs, typially o�ering more frequent andtime-determined update about given person. Additionally, the trend to reate multiple pro�les in di�erentkinds of soial servies (inluding soial networks, people atalogues and searh engines, gaming Web sites,dating servies and orporate Web sites) is growing in importane. Many of ontemporary pro�les provideinformation enoded at least with some level of semantis (varying form lightweight and widely used mirofor-mats to fully-�edged but still rare ontology-based representations), making mahine proessing of the pro�lesa muh easier task. Moreover, new pro�les are now easier to reate and to be onneted to existing pro-�les thanks to tehnologies suh as OpenID and trends related to soial network and soial data portability.Other tendeny is related to popularization of egoentri soial networks, that help de�ne self through so-ial position or family and friendship relations (inluding also relations to fake identities suh as pop ultureions). New quantitative, ativities-based omponents of on-line identities evolved in the ontext of Web forums(where number of posts or average sore of posts beame part of soial status de�nition), spei� ommuni-ties (e.g. ativity measures in open-soure ommunity) and eletroni ommere (where quantity and perentof positive omments on previous transations is used as a measure of trust). Finally, growing popularityof miroblogging servies suh as Twitter introdued new, muh more dynami patterns of �ontinuous self-expression�.Both olletive and individual identity in Internet era are muh more matter of hoie that some time ago.However, the Web also in�uenes people identity indiretly by reinforing two previously observed tendeniesrelated to soialization: soialization by media and soialization by peer group. The Internet partially takesover the role of both traditional media and extended peer group. Its role as a medium is onerned withdynami �ow (inluding on-line word-of-mouth [30, 21℄ and viral marketing [4℄) of ideas, symbols, themes andfads (ollaboratively referred to as memes) within soial ommunities and rowds. Thus, the Web ats as aatalyst of memeti proesses and bottom-up popular ulture development, in�uening attitudes of Internetusers. As observed in [30℄, �ompared to traditional WOM, online WOM is more in�uential due to its speed,onveniene, one-to-many reah, and its absene of fae-to-fae human pressure�. However, this means alsomore quikly hanging ideosphere, re�eted in more dynami and unstable user identities.This phenomenon onerns also politis, leading to what Yohai Benkler alls networked publi sphere [3℄and what other have overed by buzzword of �Citizen 2.0�53. On one hand suh on-line publi sphere means thatvoters use muh more di�erent information soures to formulate their opinions and judge individual andidates.On the other hands, people with similar politial sympathies tend to group together and to atively take partin eletoral ampaign. The power of on-line politial ommunities were demonstrated by reent US eletions asthe vitory of Barak Obama was attributed (among others reasons) to his greater on-line ativity and presenein soial media54. While on-line politial ativities enable better information aess and publi disussion, theyalso inrease risk of manipulation thanks to personalization of message (based on both: greater possibilitiesof targeting, and inreased number of possible ommuniation hannels and formats) or even by hard-to-easeirulation of false, defamatory statements (few examples are given in [19℄). Moreover, when people are tooinvolved into ommunities sharing exatly the same opinions, the real pluralism of thought is replaed byso-alled �plural monoultures�, inhibiting publi disussion.Contemporary World Wide Web gives users also ountless possibilities of expressing themselves in morereative ways, by demoratizing soial institutions related to ulture reation, as well as to values and attitudespromotion. With low ost and high aessibility of media prodution (inluding both textual ontent and simplemultimedia), the Web beame an oasis of amateurism with amateur ators, performers, writers, diretors andeditors. While it means more freedom of reation, it also makes it harder to sieve through tons of unveri�edontent. In general, it also means that free, amateur and dynami ontent replaes at least some part of paid,professional, stati and veri�ed ontent.
52http://www.geekode.om/geek.html.
53See http://www.slideshare.net/jessesaves/itizen-20/ for an overview.
54See for example: http://www.readwriteweb.om/arhives/soial_media_obama_main_omparison.php.



236 D. Flejter, T. Kazmarek and M. KowalkiewizOver enturies we observed the growth of aessibility of information on other people life. It is partiallybeause of ultural hanges that make many aspets of life ome out of taboo, but it is also tehnologial progress(espeially in ommuniation tehnologies) that made it simpler to aquire information on others diretly fromthem (ompare letters brought by horses, air mail and phone). With popularization of soial on-line serviesthis tendeny was brought to a new level. Instant messaging, e-mail, soial networks (with update traking),blogs and miroblogs allow us to trak multiple aspets of life of other people in real time without even aneed for diret ontat. As demonstrated by researh soial networking tools mostly help to maintain existingo�-line relationships [12℄. However, they enable people to keep urrent about muh higher number of friends.This trend ombined with aforementioned �ontinuous self-expression� leads to a phenomenon alled ontinuouspartial attention55, with people attention ontinuously split between a number of ativities, resulting fromwillingness �to be busy, to be onneted, is to be alive, to be reognized, and to matter�.The trends desribed above are to a large extent ontinuation of previous soial evolutions, with signi�-ant quantitative hanges related to number of partiipants, frequeny of ontat, number of hoies we have,or number of impression management hannels. These hanges are basially quantitative, but with large in-rease/derease in numbers, they beome in fat qualitative. For example, on-line word-of-mouth is based ongraph-like strutures that mimi on-line gossip. However, as on-line networks may have muh more onnetionsand ontent or ideas spread muh quiker, the message ampli�ation happening on-line is qualitatively di�erentto o�-line soial phenomena.Apart from extension of existing tendenies, a few new soial phenomena inherent to the World WideWeb, may be observed. In the history some omponents of soial interation (suh as soial strutures, net-works and expetations) used to happen �behind the senes��they had diret impat on life of people butremained hard to observe and understand. With reent developments in the Web, some algorithms beamea new element of �behind the senes� of soial interation. It is through algorithms (often not known orknown partially) that searh rankings are determined and trust is measured. There are also di�erent kindsof algorithms that suggest what produts we ould buy (e.g. in ontextual or behavioral advertisement), whatontent may interest us (e.g. in ollaborative �ltering, personalized searh results ranking or in adaptive e-learning systems) and whih people would be best partners (e.g. in dating servies) or friends for us (e.g.in soial networking sites). Moreover, some algorithms generate new ontent based on some kind of statis-tial or logial reasoning. For examples, automated summarization and aggregation of user opinions is usedas a generalized pereption of spei� produts or businesses56, analysis of news and value of neighborhoodhouses may be used in valuation of real estate57, and natural language proessing and information retrievaltehnologies are used by people searh sites to onstrut people pro�les from multiple dispersed fats58. Inall of these ases, the algorithms have diret impat on pereption of produts, businesses, real estates andpeople by on-line users. Finally, many types of algorithms performing business ativities (e.g. trading algo-rithms used in stok exhanges or �sniper� software used in on-line autions) shape ontemporary eonomienvironment.5.4. Paradoxes of ontemporary WWW. Some hanges happening on the Web have a rather para-doxial harater. On one hand we observe the soialization of previously unsoial phenomena�we observefor example the demoratization of reation and growing soial ontrol over media. On the other hand manyativities that are learly soial o�-line may be performed in partially �dessoialized� way on-line. For examplemany of on-line ommuniation hannels enable anonymous disussions, and some dating servies impliitlysupport short-term, no-involvement aquaintanes (often with people providing at least some fake personalinformation).On one hand the Web is the spae of almost unlimited hoies that enables in a muh more �exible wayto �be oneself� both in terms of individual self and olletive identities of nihe ommunities (the Web enablespreservation of folklore or spei� languages, supports ontat with one ulture even in foreign ountries,supports development of nihe, �long-tail� produts, media, servies and ommunities). On the other hand itpromotes uniformization at the unpreedented level, if you are not determined enough to build up your identity.WWW is strongly dominated by only a few languages and supports quik propagation of ultural patterns and
55See: http://ontinuouspartialattention.jot.om/WikiHome.
56For example Pluribo (http://www.pluribo.om/) automatially summarizes Amazon produt reviews.
57For example in ase of Zillow, http://www.zillow.om/.
58Examples inlude Pipl (http://pipl.om/), Spok (http://spok.om) and PeekYou (http://www.peekyou.om/).



World Wide Web on the Move 237ideas, often driven and supported by ommerial ativities. That is why Internet popularization programs suhas One laptop per hild59 are aused of ultural olonialism.On one hand, many ontemporary on-line servies support user reativity through disussion, modi�ation,ombination or reorganization of existing ontent. On the other hand, many of suh ativities are limited torather mehanial and unreative (not to say unthoughtful) opying and pasting of information, rossing thethin line between reative ombination and plagiarism or generation of noisy, not understandable ontent.Finally, the Web is the spae of ontraditory developments regarding professionalization and amateurism.On one hand, we observe a �ooding of amateur ontent in all areas of the Web (inluding suh apital-intensiveareas as �lm-making60 and suh traditionally restrited areas as legislation61). On the other hand, the Web is themajor soure of inome of a growing ommunity of professionals, and we observe a ontinuous professionalizationof tehnologies handling information olletion, proessing and searh.6. Inter-omponent Dynamis. The previous setion analyzed separately the hanges happening infour omponents of ontemporary Web: infrastrutures, ontent and data, funtionalities, and usage. Whilesuh abstration allows easier understanding of some proesses, the fores that span multiple omponents needsto be profoundly studied.6.1. Demand-driven vs Supply-driven Developments. One of most interesting questions related tointer-omponent dynamis are related to ausality and driving fores behind the observed large-sale hanges.During our analysis we identi�ed two opposite�yet omplementary�soures of motivation for formation ofomplex on-line systems and usage patters, leading to demand-driven and supply-driven developments.The former onsists in a series of requirements-driven relationships. Real needs of user and business arethe ultimate ondition of suess of new proposed approahes. Thus, they have diret impat on proposedfuntionalities, whih de�ne requirements of both information representation methods and basi infrastrutures.This is the way that majority of on-line servies were reated. Searh engines and Web diretories (withunderlying infrastruture) were reated to enable easier information aess, Usenet and e-mail for ommuniationpurposed, peer-to-peer solutions aim at enabling easy �le sharing (disregarding opyright regulations), ontentand presentation separation (e.g. HTML+CSS or XML+XSLT) simpli�es Web page and Web appliationsdevelopment, RSS aims at keeping visitors urrent about Web site udpates, and OpenID is supposed to simplifylogging into multiple servies.The latter relation is supply-driven and ats in opposite diretion. Infrastrutural developments lower thebarriers for new forms of ontent representation and types of servies. At the same time, better informationrepresentation supports development of more sophistiated funtionalities whih in turn may reate new needsand habits of users, as well as new business models. As a result, the endless possibilities of ombining existing andnew resoures, funtionalities and user ations enable new, reative, omplex on-line servies. Thus, a number ofservies is just a by-produt of some need-driven developments. For example infrastruture developed for Webindexing or other large-sale Web appliations, promoted gigabyte size mailboxes and a development of loud-based appliations (many of whih never ould a�ord enough IT infrastruture in no loud solutions existed).Searh infrastrutures enabled also to observe what information is aessed by people, allowing for example todetet �u outbreaks62; at the same time, they made possible large-sale empirial Web studies without ownrawlers. Usenet and e-mail were suessfully used to transfer large �les (through peer2mail servies), manypeer-to-peer solutions are now used in fully legal ontent distribution or in VoIP ommuniation (well-knownexample of Skype), XML and RSS tehnologies enable a myriad of servies ombining ontent from multipleloations, and OpenID makes it muh easier to ollet information about single person from multiple soial Webloations.These two diretions are strongly omplementary and support one another. Users' demand inites reationof new infrastrutures, information representation methods and servie interation models (demand-drivendiretion). However, one they are reated, they pose an opportunity for development of new servies (supply-driven diretion). Moreover, new servies often modify users and businesses pereption and engender new needs,that start another wave of innovation.
59http://laptop.org/.
60First feature �lm fully reated by fans using the Web (via Massify, http://www.massify.om/) is planned to premier in January2009
61See for examples: http://blog.wired.om/27bstroke6/2008/03/stanford-law-pr.html
62See: http://www.google.org/flutrends/.



238 D. Flejter, T. Kazmarek and M. Kowalkiewiz6.2. Impat of Infrastruture Development on Funtionalities. As we desribed in Setion 2.2,many spei� lasses of features are beoming today a domain-spei� infrastruture, provided by large players,pro�ting from eonomies of sale. This progress typially lowers entry barriers and operational osts for newbusinesses. Thus, it has positive impat on innovation and on enrihes set of funtionalities aessible to theusers. At the same time, it poses two groups of hallenges to existing businesses. On one hand, the smallerompanies operating in the areas that get �infrastruturalized� typially are unable to ompete with large-saleplayers and need to provide di�erent kind of value-added. As a result, the whole areas beomes annibalized byinfrastruture operators (see Table 6.1). On the other hand, lower entry barriers and operation osts, as wellas hanging business models of ompanies leaving annibalized areas lead to more aggressive ompetition anddynamially hanging ompetitive environment, thus limiting expeted ROI and inreasing strategi risk.Table 6.1Areas of researh and business that may be annibalized by new infrastruturesServies annibalized domainsYahoo Pipes! ommerial mashup reation toolsOpenCalais natural language proessing software, researh ininformation extration from textVoIP solutions traditional telephonydistributed storage solutions and loud omputing ISPsfolksonomy-based ontent organization Web page diretoriesautomated on-line translation servies professional translation servies6.3. Business Models. Business models are another element of inter-omponent dynamis. As no sus-tainable servies an be provided on a long term basis without a business model (de�ning eonomi feasibilityof spei� enterprise), they shape the development of the Web at all mentioned levels and between them. Afore-mentioned infrastruturization of some part of traditional value-added of on-line ompanies is one of hallengesof today business models. However it is not the single nor the most important one.First area that every business model needs to address is related to revenue soures. Traditional solutionsis this area inlude sales of goods, sales of servies, aquiring ommission from other businesses and sales ofadvertisement spae. Sales of goods is urrently the major soure of inome of on-line eonomy in general.However only a limited number of businesses (suh as on-line stores, aution platforms or virtual malls) fouson ativities related to e-ommere, and another small group of on-line servies sell some items (mostly hobby-related) apart from their main operations. Today's e-ommere is shaped mostly by growing aessibility ofmahine-proessable information about ustomers, ompetitors and suppliers, better analytial tools (inludingdata mining, business intelligene systems as well as rule-based mehanisms for automation of transations orother business proesses), and outsouring of non-ore ativities (with many shops sending goods diretly fromtheir suppliers inventories through drop-shipping, and some shops outsouring all logistis and transation-related ativities as it is in ase of Zlio.om shops). At the same time, majority of goods sold on-line beomeommodities aessible from multiple providers. Together with better information aess this trend strengthensprie ompetition. To irumvent this dangerous, margin-utting tendeny many businesses try to providevalue-added related to after-sales servies (e.g. updates, insurane, warranty, support for swithing to newmodels), ombined sales of goods and servies (e.g. in teleommuniation area) or personalization of produts(varying from simple ustomization of physial produt as in ase of Fiat 500, through produts developed ino-operation with user suh as t-shirts or puzzles onstruted from user photos, to produts that are physiallyidential, but di�er by aompanied servies or digital goods).The area that is supposed to prosper most in years to ome is related to sales of on-line servies, both om-puterized and performed manually. While the traditional, subsription-based information servies deline andwill probably be limited to a series of nihe markets (e.g. aess to spei� databases), we observe a dynamirise in sales of infrastrutural servies (e.g. storage, omputing, API-based searh), di�erent types of serviesimplementing pluggable omplex logi (e.g. automati or semi-automati translation, aounting, massive send-ing of paper mail or faxes), servies supporting di�erent types of analytial ativities (e.g. ompetitive analysis,market monitoring, searh engines optimization) and aess to on-line software (sold in Software as a Serviephilosophy). At the same time, a major shift in priing models an be observed in this area, from traditional



World Wide Web on the Move 239one-time or subsription fees, to fees based on atual usage (e.g. used omputing power or storage, number ofinvoations, set of used software features).As stated before, we observe a deline of paid information-based servies. At the same time, information-intensive Web sites remain among the most popular destinations on the Web. In ontemporary Web theirrevenue soures are mostly based on ommissions and sales of advertisement. Commission-based revenues aretypial for servies that provide transation-oriented information, suh as omparison shopping sites or �ight-reservation ybermediaries. All over information-entri sites tend to inlude di�erent types of advertisement.Changes that happen in on-line ads industry onern mostly support of new type of media (ads embedded invideos, Flash animations or on-line games), popularization of ontextual advertisement, better personalizationof served ads (with behavioral modeling, and wider aess to information about visitors), and di�erent priingmodels (with payment for ads beoming more ommission-like and dependent on user attaining spei� Website goals suh as transation or registration).Seond key area of business models is onerned with operating osts. In reent years we witness two ost-utting tendenies related to outsouring and rowdsouring. Outsouring is a business trend for many years,however, reent hanges in priing models (related to pay per usage or pay as you go approahes) and muheasier integration with third-party funtionalities (whih means lower transation osts and swithing osts)made outsouring more pro�table and manageable, in the same time signi�antly limiting the risk of lok-in.On the ontemporary WWW, ompanies may outsoure almost every non value-adding ativity, starting withstorage, omputing and other instrastrutural servies, and inluding many tehnology and business operationtasks. At the same time many ativities related to ontent reation, assessment and organization may beoutsoured to the ommunity of users (or rowdsoured) in the spirit of Web 2.0 servies. As the users often arenot paid at all, paid low wages (being rather a perk than a salary), or remunerated with low-ost, high-valueinternally produed goods or servies (e.g. better or free aount, augmented storage quota, higher ontentmodi�ation rights), rowdsouring may signi�antly lower osts of multiple ativities required by businesses.However, while rowdsouring key business tasks (e.g. some part of R&D), the ompanies need to resort tospei� quality assurane tehniques.Finally, the third area that has signi�ant impat on all kind of on-line business is related to aquisition andmaintenane of user base. In the traditional approah eah on-line servie aimed at aquiring individually asmany users as possible (before ompetitors an surpass them) and maintaining this user base thanks to networke�ets and user lok-in. With reent hanges related to federated identity (inluding OpenID) that simplifyregistration in multiple servies, ontinuous development and professionalization of viral marketing ampaigns,aessibility of more soial-networked hannels (making propagation of ideas and links even easier) and bettertehnologies handling load peaks (e.g. loud omputing) this approah beomes even more feasible. However,experienes from early years of 21st entury suggest that huge user base does not guarantee suess, underlingimportane of revenues, osts and lear value-added. Moreover, with progressing tendenies towards data andsoial network portability the strength of lok-in of both users and business ustomers is ontinuously dereasing.Additionally, past experienes indiate that swithing osts and lok-in e�ets should be ounted among topriteria for seletion of IT solutions. Finally, with suh solutions as Faebook Platform, it is also muh easierto aess huge user bases of existing servies. All this tendenies support more organi and value-added-entrigrowth of audiene of on-line servies.6.4. Privay in the Big Brother's Era. Another area that ontains all omponents of ontemporaryWWW is related to user privay. Almost every ativity that is performed by people on-line leaves a number ofeletroni traes. Eah server that is involved in omplex funtionalities (inluding proxy server and enterpriseproxy servers), Web analytis software, searh engines and many other servies ollet data regarding user be-haviors. In some ases these data are diretly onneted to user pro�les, in other ases they are anonymousbut span multiple sessions and ontain a lot of information about spei� user (sometimes this information e.g.queries posted to a searh engine is satisfatory to identify spei� users). Moreover, in ase user uses the samepro�les (e.g. OpenID) in multiple loations, it is easy to onnet behavior data from multiple sites. The integra-tion is also simpli�ed by onentration of many servies in hands of a few big players (suh as Yahoo and Google)that adopt integrated approah to traking users. As a result, for example Google may merge browsing sessionsof its searh engines, all Web sites using Google Analytis, e-mail browsing by GMail, soial ativities in Bloggerand in a plethora of other servies owned by Google. Moreover, the rapid progress in Web usage mining and itsappliations gives the data owner growing insight into how to understand and take advantage of user behavior.



240 D. Flejter, T. Kazmarek and M. KowalkiewizColletion of Web usage data is just one fae of personal information on the Web. A lot of ativitiesleave permanent and publi results suh (miro)blog posts, Usenet or disussion groups messages, ommentsin multiple forums, or reated tags. Many informations are also shared in soial networking servies (theyinlude not only information on given person but also on people (s)he is onneted to), and other loationsuh as user pro�les (inluding home pages, institution pages, university students lists, and information legallyrequired to be publi). With growing mahine-proessability of Web ontent these information are muh moreeasy to integrate, giving more omplete view of spei� user's hobbies, opinions, politial and organizationalinvolvement and olleagues.6.5. Towards Eosystem-Based Computing Paradigms. Many of tendenies desribed in previoussetions of this paper involve omplex interation between multiple objets�omplex �ows of informationbetween numerous servies and people, omposite software using multiple independent and dispersed logiomponents as well as numerous and heterogeneous information soures, omplex interation between multiplebusinesses resulting from growing outsouring, and �nally interation between software omponents and peoplewho may be involved in information �ows and provide feedbak on algorithms results.All this tendenies onverge, to form omplex eosystems involving software omponents (algorithms),people (individual ating on their own behalf, individual ating on behalf of organizations, intelligent rowds),di�erent types of ontent and data, and di�erent types of organizations (represented by business proesses,proedures and rules; in ase of governments it inludes also legislation). This ombination an be onsidereda new Web-based omputing paradigm, onerning solving omplex problems at the level of soial proesses.There are a few harateristis spei� for this omputing paradigm. First of all, in this paradigm omputingis a mixture of mahine and human omputing. The atual data and ontrol �ow is performed by a numberof algorithmi �blak boxes�. Majority of them are automated, but some may be ontain manually performedlogi, ombine manual and automated ativities. It is to be noted, that these blak boxes, that are omposedto obtain omplex work�ows, may also onsist of multiple embedded logi omponents.Seondly, in this paradigm omputing is an area of onstant hanges. They onern both hanging internal(hidden) logi of omponents and hanging omposition of omponents. For example, while the basi funtion-ality of searh engines does not hange and the syntax hanges rarely (with bakwards ompatibility), usedsearh algorithms ontinuously evolve. At the same time, mashups are ontinuously hange, infomediaries andmeta-searh engines inlude more information soures, and user-reated pipes an be modi�ed within moments(when needed). Moreover, the solutions that hange omposition of on-line logi aording to user or businessproess needs and past performane of spei� servies are around the orner. It is to be also noted that,as results of multiple logi omponents and work�ows are stored and publily available, many omplex �oware impliit and not designed by anyone. For example whenever ontent resulting from some text mining ordata extration ativity is stored, it is next indexed by general purposed searh engines and an be inluded insome searh-based sienti� or market researh work�ows. All these harateristis result in omputing whihis distributed not only at the level of omputing power (whih is assured for example by loud-based solutions),but also at the level of logi (multiple ompeting work�ows performing similar but not idential ativities anbe performed in parallel, ombined, ompared, used to reate new work�ows). On the other hand, it meansthat results of suh omplex �ows are not deterministi.Finally, new paradigm of omputing that we observe is not limited to �ow of data and ontrol be-tween multiple logi omponents. Majority of both automated and manual tasks performed on-line havetheir business ontext. For example, many ativities reate legal obligations and ause money �ows. Onthe other hand, business rules�that may depend on internal ompany onditions�are a an important om-ponent of ontrol �ow. For example, produt searh ativities may end up by a transation provided thatprodut prie is exeptionally low and ompany has enough of stok spae at the moment of planned deliv-ery. 7. Conlusion. In this paper we presented a bird's-eye view of hanges that has happened reently at theWWW infrastruture, resoures, funtionalities and usage areas, varying from very tehnial developments tosoial hanges that follow. We started by analyzing separately eah of these omponents of ontemporary WorldWide Web, and then moved on to dependenies and relations between them. At the �nal part of this artilewe shortly presented how onvergene of desribed hanges leads to new omputing paradigm, ombining largevariable of dynamially hanging logi omponents with human partiipation and business perspetive.
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Salable Computing: Pratie and ExperieneVolume 9, Number 4, pp. 243�258. http://www.spe.org ISSN 1895-1767© 2008 SCPESTUDYING KNOWLEDGE TRANSFER WITH WEBLOGS IN SMALL AND MEDIUMENTERPRISES: AN EXPLORATORY CASE STUDYALEXANDER STOCKER∗, MARKUS STROHMAIER†, AND KLAUS TOCHTERMANN‡Abstrat. Weblogs are widely known as a tehnology that allows publishing textual ontent in reverse hronologial order,often expressing the subjetive points of view of a single or multiple weblog authors. The simpliity and autonomy of weblogs isassumed to play a fundamental role in their popularity and their ability to transform impliit knowledge into expliit forms. Inreent years, enterprises began to experiment with weblogs to failitate inter- and intraorganizational knowledge sharing. Althoughweblogs have been inreasingly adopted in a orporate ontext, sound exploratory and explanatory knowledge and theories aboutweblog adoption praties in orporoate ontexts are missing. A rih toolset of network-analyti tehniques exists to analyze thevast amount of eletroni traes produed by large weblog networks. However, in small and medium enterprises, eletroni traesare sparse due to the lak of a ritial amount of weblogs being maintained, and weblog ommuniations are intervowen witho�ine exhanges. This requires researhers to adopt and develop new analytial tehniques and onepts for advaning the state ofresearh on weblogs. Our paper is intended to expand existing researh on orporate weblogs by studying weblog adoption pratiesfor knowledge transfer purposes in Small and Medium Enterprises. In this paper, we report seleted �ndings from a ase study inwhih a weblog was used to failitate knowledge transfer in an SME. The overall ontributions of our paper are deep insights intoa single ase of a weblog adoption in a small and medium enterprise and the formulation of a set of tentative hypothesis.Key words: weblogs, small and medium enterprises, knowledge management, knowledge transfer1. Introdution. Weblogs enjoy great popularity establishing a well-known soure of user generated on-tent on the Web. They bene�t from the urrent Web 2.0 trend in internet tehnologies and business models [20℄where the fous lies on user-generated ontent and lightweight servie based arhitetures. Being a `log of theweb', the term weblog, attributed to Jorn Barger, refers to websites on whih entries are ommonly presentedin reverse hronologial order [21℄. Termed as Enterprise 2.0 [16℄ or Corporate Web 2.0 [26, 29℄, ompanies haveidenti�ed an untapped potential in weblogs ontributing to their business goals.As a soio-tehnial objet of investigation, weblogs frame a broad area for interdisiplinary researh. Theybeame a new form of 'mainstream personal ommuniation' [24℄ for millions of people publishing and exhangingknowledge, thereby onneting like minded people and establishing networks of relationships. Weblogs seemideal for experts sharing their expertise with a large audiene, but they also appear suited for `ordinary' peoplewho want to share stories with smaller groups [30℄. Exploring the motivation of bloggers on the web, [18℄ foundthat blogging is an unusually versatile medium, used for everything from spontaneously releasing emotion tosupporting ollaboration and ommunity. However, there is also evidene that bloggers value sharing of theirpresented thoughts without getting the intensive feedbak assoiated with other forms of ommuniation [18℄. [7℄and [8℄ haraterized blogs as a medium having limited interativity, ompared to e.g. listserv. [8℄ found themodal number of omments in individual blogs to be zero, indiating the low level of interation within themajority of weblogs.In a orporate ontext, weblogs enjoy popularity in the form of organizational blogs. Often, suh blogsare (1) maintained by people who post in an o�ial or semi-o�ial apaity at an organization, (2) endorsedexpliitly or impliitly by that organization, and (3) posted by a person pereived by the audiene to belearly a�liated with the organization [11℄. Employees are inreasingly disseminating information about theirexperienes and progress at work to the publi [4℄. From a orporate view, utilization of weblogs has evenbeen heralded as a paradigm shift for the way ompanies are interating with their ustomers. They providethe ability of restoring a human fae to a ompany's self-presentation with respet to information tehnologyextending the ustomer relationship [3℄. Aiming towards a ategorization of orporate weblogs, [33℄ reated ataxonomy desribing �elds of appliations and upoming hallenges for weblogs.In an Enterprise 2.0 movement [16℄, ompanies started to adopt wikis and weblogs, supporting knowledgetransfer and aiming to failitate and improve their employees' knowledge work. Both tools entail the potential ofmaking the praties of knowledge work and their output more visible and graspable. Aording to [23℄, knowl-edge transfer is the uni-diretional targeted transfer of knowledge from individual A to individual B. Knowledge
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244 A. Stoker, M. Strohmaier and K. Tohtermannsharing is an extension to knowledge transfer, where knowledge �ows in both diretions, from individual A toindividual B and vie versa. Corporate weblogs may ontribute to odi�ation and personalization of organiza-tional knowledge [10℄. Examining internal weblogs in projet management within Mirosoft, [6℄ identi�ed theneessity of further empirial studies on the topi of internal orporate weblogs.Empirial studies of weblogs from aademia exploring internal orporate weblogs remain sare, and theytend to fous on large sale enterprises, whih make up just a minority of all enterprises worldwide. After abrief literature review on literature with expliit fous on weblog networks within large-sale enterprises, we willaddress the need for empirial inquiries onerning the adoption of weblogs within small and medium enterprises(SMEs). In small and medium enterprises, eletroni traes are sparse due to the lak of a ritial amount ofweblogs being maintained and the weblog ommuniations are often interwoven with o�ine exhanges. Thisirumstane requires researh to adopt and develop new analytial tehniques and onepts for advaning thestate of the art on weblogs in small and medium enterprises. Our presented �ndings are based on an exploratoryase study onduted in an Austria SME settled in the ICT industry and employing 50 knowledge workers. Weanalyze struture and properties of this internal weblog and expliitly probe its impat on knowledge transfer.Our ontributions are deep insights into a single ase of a weblog adoption in a small and medium enterprise andthe formulation of tentative hypotheses to be tested in further studies. Finally, we onlude with a summaryand a disussion on the limitation of our researh.2. Related Work. Compared to the number of sienti� publiations on the topi of weblogs in total,those publiations fousing on internal weblogs in orporate settings are sare. A signi�ant reason may be thefat that it is more hallenging for researhers to investigate a weblog within a orporate ontext. Due to thesensitivity and on�dene of the published information, suh weblogs are �losed orporate systems�. Beause ofthe aess to ritial business information published, a lose relationship of the researher towards the enterpriseis an inevitable preondition.Four exemplary publiations fous on a single ase within a big multinational enterprise having a large set ofweblogs [12, 9, 5, 14℄. Suh a weblog network already owns strutures and properties similar to the Blogosphere,a olletive term for the population of weblogs on the Web [25℄. Solely through examining eletroni traesreated by weblog users, interesting �ndings about weblogs have been reported.To learn more about strutures and properties of internal weblogs within organizations, [12℄ investigatedthe internal Blogosphere of IBM. The weblog network was visualized as a soial graph based on eletronitraes, where bloggers and ommentators onstituted the nodes while the edges symbolized the relationshipsbetween them in terms of omments and trakbaks. The authors laimed to be the �rst to omprehensivelyharaterize a soial network expressed by weblogs within an enterprise. They presented new tehniques tomodel the impat of a weblog post based on its range within an organizational hierarhy using mathematialoperations but leaving an empirial inquiry open.[9℄ explored the soial aspets of blogging within an unstated large-sale enterprise using empirial methodsof researh. They analyzed both motivation of blogging individuals and their praties of using weblogs. Pivotalfor their analysis was the observed phenomenon that busy bloggers published almost twie as muh ommentswithin weblogs they visited than posts in their own. The authors brought to light that weblogs are able tostrengthen the weak ties between bloggers. Furthermore weblogs enabled an informal mehanism to enouragedisparate and widespread departments to go for a onstrutive ontat. Weblogs provided good means foremployees to establish and maintain personal networks. Busy bloggers did not only reate value for themselves,but also for the medium weblog users.The growing network of weblogs at Mirosoft was investigated by [5℄. They studied where, how andwhy employees blogged, how personal the writing was in work related blogs and what happened when bloggingbeame a formal work objetive. While Mirosoft valued external ustomer-oriented weblogs, a lot of skeptiismexisted towards internal weblogs to whih no lear business purpose ould be attributed. Contrariwise to externalweblogs, internal ones were not formally supported by the ompany. Employees were free to determine whether,when and for what reason they blogged. A lot of bloggers desribed blogging as a way of sharing passion fortheir work and ommuniating diretly with others inside and outside the ompany. Many desribed bloggingas a desire to reveal the human side of a ompany, while others used weblogs purely for doumentation andorganization purposes.[14℄ disussed roles and hallenges of weblogs in internal ommuniation in a large-sale ICT enterprise.They identi�ed a two-dimensional framework based on the type of internal blogs and the related modes of



Studying Knowledge Transfer With Weblogs in SMES 245ommuniation. The authors found that blogs are employed in internal ommuniation to ful�ll strategy im-plementation goals and to foster informal interations. Furthermore, they hypothesized orporate limate andorporate ulture determine the suess of weblog adoption. Finding a balane between formal guidane andself-e�ay seems to be inevitable. In the view of the authors blogs o�er an e�etive means for sharing knowledgein organizations in an informal manner.3. Researh Setting. The goal of our researh was to probe an internal manager weblog evolving inan Austrian ICT SME employing 50 knowledge workers. The European Union provides a reommendationfor lassifying SMEs: SMEs are enterprises whih employ less than 250 persons and have a maximum annualturnover of 50 million EUR or 43 million EUR balane sheet total. Due to the di�erent basi onditions inSMEs ompared to those in large sale enterprises, we also assume di�erent properties and strutures of internalorporate weblogs. Our researh was motivated by the lak of qualitative studies of weblogs in the ontext ofSMEs. Taken into aount that SMEs omprise the majority of all enterprises worldwide, we aentuate therelevane of our study.We hose ase study researh as our preferred researh tehnique, beause the researhed phenomenon,the weblog, an not be separated from its ontext, i. e. supporting knowledge transfer. Aording to [32℄, `aase study is an empirial inquiry that investigates a ontemporary phenomenon within its real-life ontext,espeially when the boundaries between phenomenon and ontext are not learly evident'. Aording to thepriniple `use multiple soures of evidene' [32℄ di�erent soures of information had been taken into aountallowing us to address a broader range of historial, attitudinal and behavioral issues. Any �ndings suh a asestudy generates are likely to be more onvining and aurate. Following Patton's reommendations [22℄, wehose an information-rih ase providing many opportunities for learning.We started investigating the weblog with respet to its property to failitate the knowledge transfer betweenmanager and employees. A omparison between ontent of e-mails sent by the manager to all employees and theweblog ontent is inluded. Furthermore, we had the hane to interview the manager talking about his goalsand the strategies of the organization. We even reeived a ertain amount of ontrol over the weblog, shuttingdown the weblog for a short period of time. Finally we arried out a survey obtaining another set of �ndings.Using multiple soures of evidene enabled us to derive more auray and relevant hypothesis in ontrast tousing just a single soure of data.Together with the desktop researh onduted, we were able to make the following ontributions:
• We showed why a weblog was used in this partiular organization and how it a�eted knowledge transfer.Furthermore we addressed the question of weblog adoption in terms of popularity and how to raise it.
• We studied whether present tehniques from internal weblog researh are appliable to weblog researhin the ontext of SMEs.
• Researhing weblogs in business settings is still laking sienti� rigor. The overall goal of this ex-ploratory ase-study was to formulate researh questions and to develop tentative hypotheses desribingthe adoption of weblogs in SMEs.4. Conduting the exploratory ase-study.4.1. Exploring the artefat. We began our exploration by investigating the weblog's history of reation:During a ritial projet meeting, the manager was reporting to all employees hourly but only for a short periodof time, thereby adopting a very personal writing style. After the meeting was �nished, he expressed the desireto obtain a weblog for future overage of relevant information.An instane of Wordpress (http://www.wordpress.org) (liensed under the GNU General Publi Liense)had been installed on the Web server of the ompany. Wordpress provides many features, but most of themremained unused within this ase: A blogroll inluding other weblogs or web-sites whih are regularly visited bythe author was missing. The manager did neither insert hyperlinks to point to interesting internal or externalresoures, nor post multimedia-enrihed ontent. Communiating on�dential information, this weblog wasaessible from the intranet only.We explored the weblog ontent from both a qualitative perspetive (i. e. what did the manager ommu-niate to employees) and a quantitative perspetive (i. e. how often did the manager inform the employees).From a quantitative perspetive, we measured operational metris suh as number and frequeny of posts andomments. Besides ommuniating via the weblog, the manager used e-mail as a supplemental hannel. In thease of the investigated weblog, the reader group ould be limited to the population i. e. `all employees'.



246 A. Stoker, M. Strohmaier and K. TohtermannThe manager mainly used the weblog to share knowledge about tasks aomplished on behalf of the rep-resented organization. Thereby he adopted a subjetive informal writing style, typial for weblogs, as [11℄mentioned in their paper. The ommuniated information was of both strategi nature, e.g. inluding knowl-edge about ontrats, hallenges, partner-aquisition or presentation of deisions from strategi meetings, andoperative nature, e.g. inluding reports from business trips and stories about the partiipation at variousevents. While information relevant for all employees was shared via the weblog, time-ritial information beingof partiular interest to a limited group of employees was transported via personal talks, telephone alls ore-mails. Time-ritial information relevant for everybody was still ommuniated via internal e-mails to assurethe information transported reahes all reeivers in time.Table 4.1Quantitative analysis of the manager weblogmonth number number min max avgposts omments time di�erene between posts (in days)May 8 0 5 1,1June 5 1 2 14 5,6July 9 0 7 3,7August 3 2 21 10,3September 2 8 18 13,0Otober 1 19 19 19,0November 2 5 24 15,0From studying the eletroni traes we deteted (1) a strong derease of published posts over time and (2)a rise in the average time di�erene of posts over time. Furthermore, we observed the phenomenon of onlyone omment being posted during the entire duration of our study. We will seek explanations in the followingsetions, after extending the researh sope.4.2. Extending the researh sope. The analysis of internal weblogs in large-sale orporate settingsan be based upon extensive network data that is eletroni traes of e.g. relations between a large set ofinternal orporate weblogs onstituted by omments, trakbaks and blogrolls. Unfortunately, tehniques thatan be suessfully applied in large enterprises [12℄, inluding network theory and soial network analysis basedon eletroni traes, an not be applied in the same way in SMEs. In the ontext of SMEs, there is oftenonly a single or a small set of weblogs involved, whih renders typial researh measures of network approahes[31℄ suh as degree or entrality of weblog networks impratial or even meaningless. Instead, it beomes moreinteresting how a weblog interferes and interfaes with nodes (ators) that are o�ine�suh as the di�erentstakeholders in an organization ommuniating with the weblog author. Our situation required extending thesope of analyzing purely eletroni traes as done in many studies of weblogs in large sale enterprises orin the Blogosphere to inluding o�ine traes of ators, reading or interating without authoring a weblogthemselves.In this paper we argue that espeially for small and medium enterprises�though we expet the sameargument to hold for large enterprises as well�traditional means of soial network analysis are insu�ient, dueto the exlusive fous on eletroni traes. Analyzing weblogs in SMEs requires methods that inlude the o�ineontext. There may not be enough eletroni traes to aurately understand the struture and properties ofweblogs and how they may be embedded into SMEs. Therefore, phenomena whih are investigated purely onthe basis of eletroni traes might turn out to be obvious, biased or simply wrong. Our investigated aseinvolved just one internal weblog.A soial graph based on eletroni (online) traes only depits the `internal Blogosphere' as a very simpleonstrut. We expeted ommenting praties to play an important indiator for the suess of a weblogin terms of popularity. By observing only one posted omment, we �rst assumed a very low interest of thepartiular weblog within its possible audiene. However, we wanted to learn more about the respetive weblogand therefore extended our investigation to the o�ine ators, as demonstrated in �gure 4.1.4.3. Conduting an experiment. Contrary to the approah from Kolari [12℄ and our disussion in theprior setion, we emphasized that it is very useful to experiene the impat of the weblog on nodes (ators)whih are o�ine, not authoring weblogs themselves. We asked the subsequent questions:
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Fig. 4.1. Soial graph based on eletroni (online) and non-eletroni (o�ine) traes
• How did di�erent ators pereive this weblog in the ontext of knowledge transfer?
• What were the bene�ts for employees reading this weblog? Did employees ignore this weblog as a soureof information, and if so, why?
• What was the rationale of just one omment being published during the time of investigation?We setup an experiment: First we deativated the weblog exatly seven days after a post was reated. Bysending an e-mail to eah of the 50 employees, we asked whether they had read the reent post and were ableto reall the ontent. Our request was repeated one to reeive a higher rate of return.14 employees in total (28%) replied to our request. 11 employees (22%) were able to basially reite theontent of the past weblog post. One employee expressed that he did not read the post. Two more employeesprovided us with an explanation of their rationale being a nonreader. They typially read weblogs withinweb-based feed readers, but the respetive RSS feed ould not be subsribed to in this way, due to a strit�rewall at plae at the organization. Therefore they did not read the posts. This fat learly depited a goalon�it between manager and employees. Referring to [27℄, we assumed further goal on�its to be a reason forweakening the intended knowledge transfer.Analyzing the �ndings of our experiment, we were able to derive the following tentative hypotheses fromthe experiment:
• Few omments in SMEs' weblogs do not neessarily equate few readers.
• Spei� IT infrastrutures (�rewall) are able to ounterat orporate weblog praties, reduing theability of the partiular weblog to failitate knowledge transfer.
• Studies of weblogs purely based on eletroni traes may lead to biased or wrong �ndings. Having justa single or a small set of weblogs, it is more interesting to examine the impat of the weblog on o�inenodes (ators). Soial network analysis an be applied as well, but needs o�ine traes as input data.4.4. Conduting a survey.4.4.1. Survey Setup. Our �rst �ndings dealing with the atual reading behavior aentuated the needfor a more detailed survey. The goal of this survey was to inrease the auray of our �ndings regardingmotivation of weblog readers and nonreaders. Additionally, we intended to probe to what extent the goal of themanager�using the weblog to failitate knowledge transfer towards the employees�was ahieved.All employees who were able to remember the last weblog post during our experiment were requested viae-mail to answer six questions onerning their weblog reading praties. This population formed group A�weblog readers. All employees refusing to reply in the experiment were surveyed using a di�erent questionnaireinluding further four questions. We probed their rationale of not reading the weblog, espeially referring toonditions under whih they would hange their mind. Beause we were not able to eliminate the possibility ofalso addressing readers, we attahed the questionnaire for group A to that e-mail as well. All non readers were



248 A. Stoker, M. Strohmaier and K. TohtermannTable 4.2Weblog questionnaire(s)Weblog SurveyA�Readers B�Non readersA1: I read the weblog, beause. . .A2: How and from whih loation do you read the we-blog?A3: How often do you read the weblog?A4: From your point of view, is ommenting to theorporate weblog post reasonable?A5: To what extent is the manager able to improve theweblog from a tehnial, an organizational, and a on-tent perspetive?A6: Has the knowledge transfer from manager to em-ployees been improved by the weblog ompared to theprevious (yes, rather yes, rather no, no)?
B1: I do not read the weblog beause. . .B2: I would read the weblog if. . .B3: From your point of view, whih partiular ativ-ities are able to improve the knowledge transfer frommanager to employees?B3.1: Do weblogs aount for knowledge transfer in-struments?

�nally added to group B. The qualitative data generated by the respondents' answers was then transformedinto quantitative data by de�ning ategories for the answers per question.4.4.2. Survey Results and Interpretation. We reeived 40 replies (80%) of 50 possible. Altogether 20replies were reeived from members of group A (readers), and another 20 from those of group B (nonreaders).In the following, questions raised and answers given by group A will be presented. The aim of questionsA1-A3 was to examine the motivation of employees reading the weblog. From an organizational perspetive,further attention is paid to what extent the manager's goal of informing the employees (a) had been ahievedand (b) was in fat ahievable by seleting a weblog as an instrument for knowledge transfer.
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Studying Knowledge Transfer With Weblogs in SMES 249Question A1: I read the weblog, beause. . .InterpretationAlmost all replying employees learly stated their interest in the tasks the manager was arrying out.They wanted to know, what their manager is atually doing. One third stated a general interest in what washappening within and in the periphery of their organization as well. They were urious about ompany strategyand organizational development. Solely the knowledge provided by the manager motivated the employees toread the weblog. Even in SMEs, where fae-to-fae meetings are more frequent and knowledge is di�usingfaster due to laking hierarhial strutures, there is a demand for suh a kind of odi�ed knowledge from aprominent knowledge barrier. It appears that making the knowledge of a manager expliit by utilizing a weblogwill stimulate a group of employees to read the weblog in orporate settings.
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Browser RSS-Feed-Reader (Intranet) RSS Plugin (Outlook)Fig. 4.3. Tools for reading the weblogQuestion A2: How and from whih loation do you read the weblog?InterpretationTen employees used an ordinary Web browser, expliitly mentioning Internet Explorer and Mozilla Firefox.Eight employees used RSS feed readers, while two employees went for an open soure RSS plugin for Outlook. 16employees read the weblog solely within the o�e and three employees expliitly addressed the aess restrition,whih we were also pointed out in our experiment. Beause of the aess restrition, employees were unable touse web-based feed readers. This onstraint an on�it with the employees' weblogs reading praties. Readingweblogs by subsribing their feeds is more e�ient than browsing them. However, half of the readers used aweb browser to periodially san for new posts in the explored ase. We assume personal training to be ruialfor establishing e�etive weblog praties.Question A3: How often do you read the weblog?InterpretationHalf of the employees browsed the weblog for newly reated posts at least one a week, while �ve employeesvisited the weblog more infrequently and in broader intervals. From these �ndings, we assumed reading thispartiular weblog is more like a san for newly reated posts. Only a minor group subsribed to the RSS
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monthly or less ad-hoc (RSS)Fig. 4.4. Weblog reading behaviorfeed, being noti�ed after a post was published. Our results suggest that further training on (available) weblogfuntionality is required even in ICT ompanies.The following question was aimed at exploring the reason of only one omment being posted during thetime of investigation.Question A4: From your point of view, is ommenting to the orporate weblog post reason-able?InterpretationEight employees positively answered this question and quoted to mention di�erent points of view to theauthor, inluding additional information and aspets whih had not been taken into onsideration yet. Sixemployees learly answered with `no': The weblog was purely pereived as a unidiretional knowledge transfermedium, not a platform for sharing knowledge. The remaining employees argued that reasons both for andagainst omments exist. We found this question to be stated in some ambiguous way, therefore failing todeliver an answer aording to our intention exploring the rationale of non-ommenting within this partiularweblog. Therefore, we try to reommend answers referring to the respetive literature on virtual ommunities,disretionary databases and knowledge sharing.From a virtual ommunity researh perspetive and with respet to [19℄ the observed behavior an be termedwith `lurking', when only a marginal fration of ommunity members atively posts ontent. Lurkers onstitutethe majority of users in eletroni forums and platforms. They for example want to remain anonymous andpreserve privay and safety, have no knowledge to o�er, or simply do not feel a spei� need to post.By analyzing the soial dynamis underlying knowledge sharing, [1℄ provide a soio-eonomial explanationfor the identi�ed phenomenon, the so alled knowledge sharing dilemma. They treat knowledge sharing as aproblem of soial ooperation, manifesting in a soial dilemma. In suh a dilemma, individuals maximize theirown pay-o� for the olletive's loss. The SME employees may see little reward for sharing their knowledge inthe weblog and therefore they abstain.When researhing disretionary databases, analyzing the individuals' voluntary ontribution to an intera-tive medium, [28℄ found disretionary information generally undersupplied. Although the tehnology for storingand distributing information is advaning rapidly, Thorn and Conolly see little evidene of parallel growth inthe understanding of how this potential an best be harnessed. Due to their simpliity, Weblogs may redue the



Studying Knowledge Transfer With Weblogs in SMES 251

0%

5%

10%

15%

20%

25%

30%

35%

40%

45%

yes no don't knowFig. 4.5. Commenting to a weblog postindividual e�ort to ontribute knowledge. However, there are still osts for individuals, related to the proess ofmaking the knowledge expliit and available in a omment, and to the soial dynami the omment may ausein the SME.An overall question for all knowledge managers adopting weblogs deals with the rationale for users sharingtheir knowledge: A known motive for users is to inrease their individual pay-o� by sharing knowledge. Thehigher the value for knowledge sharing for the individual, the greater the motivation will be [1℄. A lot of peopleonditionally ooperate in publi good games. Suhlike individuals will ooperate, if others will ooperate, too.Vie versa they will defet, if others stop the ooperation. Even if partiipants meet again, suh a behavioran be observed [13℄. If people expet to retrieve useful knowledge in return, they are willing to ontributeknowledge [2℄. This behavior an be related to the onept of reiproity. Knowledge sharing may even lead toa higher reputation [2℄ of the knowledge sharer. A high reputation an be seen as a means to advane in areer,to be reognized as an expert or to retrieve a better payment. Soial norms and soial pressure also have anin�uene on the knowledge sharing praties [17℄. Behavior rules enfored by santions of a group an arise in asorn of the others if one will not ontribute to a knowledge repository. Individuals believing their ontributionvaluable to others may ontribute [15℄. This is pereived e�ay, when somebody believes his/her individualontributions help to ahieve a ommon goal. Furthermore, a sense of group identity and a sense of ommunityhave a positive in�uene on the ontribution to knowledge repositories [13℄.[1℄ suggest three possible solutions of the knowledge sharing dilemma: (1) restruturing the pay-o� funtion,(2) inreasing pereived e�ay of individual ontributions, and (3) establishing group identity and promotingpersonal responsibility. Aording to the theory, the manager ould have di�erent options in our explored ase:Individual pay-o� an be inreased by inreasing the bene�ts pereived. For instane employees may be on-vined to make omments in blogs, if they are shown that they an take part in deision-making proesses byproviding immediate personal feedbak to the manager. Thereby they may also ease their own work and earnreputation, thus inreasing their professional status. If the manager would larify that feedbak is appreiatedand valuable to other employees, this may inrease the pereived e�ay and lead to more frequent disussion. Inprinipal, group identity in a SME may be higher, ompared to large sale enterprises. However, ommuniation



252 A. Stoker, M. Strohmaier and K. Tohtermannvia a weblog may even further enhane group identity, whih is bene�iary for the development of an enterprise.The manager should enourage ommuniation via the weblog and promote a sense of belonging to the ommu-nity omposed of employees. Until now, no promotion ativities onerning the weblog have been onduted.Approximately half of the employees were reading the weblog. The goal of the next question was to studythe barriers involved, when adopting internal weblogs in the ontext of SMEs.
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Administrative Technical ContentFig. 4.6. Improving the weblogQuestion A5: To what extent is the manager able to improve the weblog from a tehnial, anorganizational, and a ontent perspetive?InterpretationAll employees reading the weblog pereived the ontent as appropriate for their demand of knowledge,few of them mentioned to integrate hyperlinks to (external) resoures. From an administrative perspetive,the most substantial ritiism given by the employees dealt with the pereived low frequeny of posts. Nineemployees expliitly requested a higher number of posts and three employees aentuated a all for a higherfrequeny of omments, too. A higher number of post seems to be one neessary fator for (orporate) weblogsto be suessful. By ahieving a higher number of omments, beause of reiproity, more employees ould beenouraged to add omments on their own, failitating knowledge sharing. Two employees requested to utilizeategories, hene lustering weblog posts and making them easier retrievable. From a tehnial perspetive,three employees argued for making the weblog available from plaes outside the o�e. The weblog design wasritiized by three employees as not being very professional.The substantial goal of the manager was to improve knowledge transfer towards the employees. The losingquestion for group A addressed, whether the weblog had ontributed to ahieve that goal.Question A6: Has the knowledge transfer from manager to employees been improved by theweblog ompared to the previous (yes, rather yes, rather no, no)?InterpretationNine employees answered `yes', seven employees `rather yes'. The weblog onstituted a new medium forknowledge transfer from manager to employees, and the information ommuniated was of su�ient relevane
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yes raher yes rather no noFig. 4.7. Better knowledge transfer through bloggingto read the weblog. Three employees stated `rather no' reasoning with the low frequeny of posts, while oneemployee answered `no'. Past researh on knowledge management led to a broad range of knowledge transferinstruments, whih were proposed to failitate knowledge transfer by means of organizational, soiologial andtehnologial approahes [27℄. In an SME ontext, someone ould argue that tehnologial failitators mightbe unsuidtable as opposed to organizational or soiologial instruments. However, we found an internal weblogto provide a good tehnologial failitation of knowledge transfer, even in SMEs where the number of possiblereipients is lower and hierarhies are �at, ompared to larger enterprises.Subsequent, the results of the surveyed group B are displayed. Questions B1-B2 dealt with the rationale ofemployees not reading the weblog.Question B1: I do not read the weblog beause. . .InterpretationThe majority onsisting of eight employees denied reading beause they simply forgot either the existeneor the URL of the weblog. Sine its introdution as a new information portal, only one e-mail had been writtenby the author to promote the new weblog. Three employees ritiized the weblogs's laking ability to be readvia web-based feed readers. Two employees did not read weblogs at all and one employee argued a lak of timefor reading ativities beside the work tasks.Weblogs provide good means to store and arhive knowledge and make it easily aessible to (new) employ-ees. Explaining the weblog's goals to employees might help to establish it as an e�etive tool for knowledgetransfer and / or sharing. If done so, the employees will better understand why they should read the weblog, andwhih individual bene�t they generate by doing so. Suh a status ould be ahieved by the help of promotionativities, whih are ruial even in SMEs to sustain a weblog in its initial phase. If negleted, the weblog ouldremain unknown to new employees and some may even forget its existene.Question B2: I would read the weblog if. . .InterpretationNine employees did not see any relevane in the published ontent with respet to their personal work tasks,or used di�erent hannels to obtain requested information while the weblog did not provide any new insights
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weblog is unknown technical barriers do not like weblogs less time less informationFig. 4.8. Arguments against reading the weblogto them. Six employees indiated to read the weblog if they reeived a noti�ation for new posts reated, forinstane via email. Three employees stated to read the weblog, if it were aessible from the web allowingsubsription with web-based feed readers. Due to the fat that the author of the weblog onduted almost nopromotion, new employees did not learn about its existene. However, three employees were not able to providea rationale for their non-reading behavior and promised to read the weblog in future.One ommon argument for weblogs is its potential to redue information overload and interruptions, whihare often both aused by emails. However, ertain employees might favor solutions based on push-mehanismsover those based on pull-mehanisms. As a result of his researh in Enterprise 2.0, [16℄ also desribed knowledgeworkers preferring hannels over portals. Adopting weblogs is di�erent to using email and on this aounta�ords proper training among the employees for e�etive usage in orporate ommuniation.Questions B-B3.1 addressed, whether a weblog is pereived as an instrument for knowledge transfer bythe nonreaders at all. Besides that, we wanted to examine preferred knowledge transfer instruments from anemployee's perspetive.Question B3: From your point of view, whih partiular ativities are able to improve theknowledge transfer from manager to employees?InterpretationPrior to this survey, we assumed that nonreaders would not pereive the weblog as an instrument to failitateknowledge transfer, but interestingly eight employees did. Besides that, personal talks, meetings, email, jour�xes and informal talks were named. Six employees plaed importane on personal meetings between managerand employees. Our results show, that employees in SMEs seem to request more loseness towards their manager.On this aount employees ould prefer fae-to-fae situations, although e�etive and e�ient tools to supportinternal ommuniation, inluding weblogs, are available.Question B3.1: Do weblogs aount for knowledge transfer instruments?InterpretationMore than two third of the employees aknowledged weblogs as failitators of knowledge transfer, expliitlynaming asynhrony, ease of transporting information, little e�ort for operation and the informal narrative
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weblog was known more time available access problem solved more blog postsFig. 4.9. Motivation for reading the weblogstyle as essential riteria. Five employees negated, thereby mentioning the huge e�ort of retrieving relevantinformation. Noti�ations of new posts were not provided in this ase, either. In addition, informal informationhannels seem to be available in a manageable number in SMEs. Moreover, they are easily aessible by anybody,rendering information ommuniated via the weblog unneessary. Furthermore, information relevant for dailywork assignments was not published. Weblogs seem e�etive, if people are apable to e�etively use them.However, this may require intensive personal training both tehnial to operate the weblog and pratial toaurately use the weblog.Summarizing our �ndings, we derived the following tentative hypotheses for validation in further studies:
• Weblogs will be read, if they provide su�iently interesting ontent that is not available from alternativesoures.
• The frequeny of posts illustrates a key fator for weblog suess in terms of popularity. A low frequenyonstitutes a barrier to pereive the weblog as a knowledge transfer instrument.
• Commenting to weblog posts leads to a hange of the knowledge workers' pereption of the weblog asa pure information portal, hene failitating knowledge sharing.
• Laking skills and personal weblog praties lead to an ine�etive utilization of weblogs in terms ofknowledge transfer, e.g when employees demand noti�ation features that are available but unknownto them.
• Weblogs require training, both in funtions and praties on the side of the blogger, as well as on theside of the readers in orporate settings to sustain e�etiveness and e�ieny.
• Aess restritions regarding tools and/or loation will on�it with weblog reading praties, potentiallyresulting in dissatisfation.
• Weblogs have to be promoted by the authors to e�etively use them as failitators of knowledge transfer.
• Internal weblogs in SMEs are able to improve knowledge transfer in priniple.
• Employees will have limited desire to read the weblog if they pereive the relevane of the publishedontent too low with respet to their daily work assignments.
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formal talks and meetings weblogs emails jour fixes informal talksFig. 4.10. Instruments improving knowledge transfer5. Limitation of researh and future work. The motivation for our single-ase study was based on thefat that known preliminary aademi ase-studies foused on large-sale enterprises, but most of the enterprisesworldwide are made up of SMEs. We intended to advane weblog researh to an SME ontext, referring to theirlarge population.However, one limitation of the �ndings generated by our study is noteworthy: First of all, data for derivingour hypotheses was generated by only one weblog in one SME. Single-ase studies provide limited utility forgeneralization. However, unlike surveys, ase studies do not make inferenes about a population (or universe)on the basis of empirial data olleted about a sample [32℄. In ontrast to methods based on statistialgeneralization, ase studies do not reason about the seleted ases as being sampling units. Individual asesare to be seleted as a laboratory investigator selets the topi of a new experiment [32℄. If we had onduteda multiple-ase study, the developed tentative hypotheses would have a stronger basis, allowing repliationof �ndings. Keeping that in mind, we intend to test the hypotheses derived within further ase studies toinvestigate whether orroboration may be ahieved.6. Conlusion. Our exploratory ase study aimed at generating �ndings about internal weblogs in SMEsfrom a knowledge management perspetive. The overall ontributions of our paper are deep insights into asingle ase of a weblog adoption and the formulation of a set of tentative hypotheses. Our study onstitutes a�rst step for more omprehensive investigations. In onlusion, we outline our ontributions to organizationalweblog researh in a nutshell.Unsurprisingly, it seems, that weblogs also su�er from the knowledge sharing dilemma, although throughtheir simpliity, they will signi�antly redue the ost of ontributing knowledge. A high frequeny of posts mayonstitute one key fator for weblog suess in terms of popularity. However, a low number of omments doesnot automatially equate a low number of readers. Our results suggest, that tehniques from weblog researhinluding soial network analysis, whih are purely based on eletroni traes, may lead to invalid �ndingsif applied in the ontext of SMEs having only a single or a small set of weblogs. Our �ndings suggest thatemployees, who do not author weblogs themselves, together with their o�ine traes, should be explored.
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yes noFig. 4.11. Are weblogs knowledge transfer instrumentsAs our exploration revealed, weblogs do not run like a lokwork, but have to be atively and professionallypromoted, even in SMEs where the number of employees is lower and group identity may be higher. A tighterinvolvement of readers posting omments might inrease their pereived e�ay, thus leading to a livelier, andperhaps a more e�etive weblog failitating knowledge transfer and sharing. Having more employees publishingontent may also inrease reiproity, attrating more and more fellows.We found that knowledge made expliit in a weblog by a prominent knowledge barrier (e.g. a manager)alone stimulates a high motivation for a group of people to read the weblog. It seems that employees will preferweblogs providing information, whih is of su�ient interest or diret relevane for their work assignments andnot available from other hannels. Explaining the goals of the weblog to employees frequently will remind themto keep in touh with the weblog.We found that spei� IT infrastrutures ould establish barriers, olliding with the reading praties of theemployees. Our results suggest removing these obstales through proper training on orporate weblog pratiesand funtions, whenever possible. This will redue possible dissatisfation amongst the employee whih is ausedby ine�etive usage patterns.Aknowledgment. The Know-Center is funded within the Austrian COMET Program�Competene Cen-ters for Exellent Tehnologies�under the auspies of the Austrian Ministry of Transport, Innovation and Teh-nology, the Austrian Ministry of Eonomis and Labor and by the State of Styria. COMET is managed by theAustrian Researh Promotion Ageny FFG. REFERENCES[1℄ A. Cabrera and E. Cabrera, Knowledge sharing dilemmas, Organization Studies, 23 (2002), pp. 687�710.[2℄ T. Davenport and H. Prusak, Working Knowledge: How Organizations Manage What They Know, Harvard BusinessShool Press, Boston, 2000.[3℄ P. Dwyer, Building trust with orporate blogs, in Proeedings of International Conferene on Weblogs and Soial Media(ICWSM-07), Boulder, Colorado, 2007.
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Salable Computing: Pratie and ExperieneVolume 9, Number 4, pp. 259�269. http://www.spe.org ISSN 1895-1767© 2008 SCPEDISCOVERING SEMANTICS IN MULTIMEDIA CONTENT USING WIKIPEDIAANGELA FOGAROLLI AND MARCO RONCHETTI∗Abstrat. Semanti-based information retrieval is an area of ongoing work. In this paper we present a solution for givingsemanti support to multimedia ontent information retrieval in an e-Learning environment where very often a large number ofmultimedia objets and information soures are used in ombination. Semanti support is given through intelligent use of Wikipediain ombination with statistial Information Extration tehniques.Key words: ontent retrieval and �ltering: searh over semi-strutural Web soures, multimedia, Wikipedia, e-Learning1. Introdution. Nowadays, organizations have to deal with information overloading. They need a wayto organize and store their ontent and being able to easily retrieve it when neessary. Our objetive is toprovide a system for indexing and retrieving ontent based on the semanti provide by Wikipedia. Retrievingthe desired ontent an be di�ult due to the the high spei�ally of terms in a searh task.In our work, we are addressing the problem of aessing di�erent kinds of unstrutured or semi-struturedinformation soures taking advantages of the semanti provided by publi available resoures suh as Wikipedia.Furthermore using the approah we will desribe in setion 4 we would like to automatize the task of annotatinga orpus and disover relations between annotations. Next we will use annotation in ombination with textualinformation retrieval for determining the searh ontext and based on it we will be able to give searh suggestionsand perform query expansion. Using annotation in information retrieval is not a new idea [6, 4℄ even inombination with ontologies [3℄, it has been widely used in video and image retrieval generating also a soialphenomena like folksonomy [15, 13℄. What is new is the use of domain independent publi available semantito automatially desribe ontent in di�erent kind of media.We are applying our approah in the e-Learning ontext, spei�ally enhaned streaming video letures(see [8, 5℄) beause of the peuliarity in this senario of ombining di�erent kinds of unstrutured or semi-strutured soures of information. E-Learning presents many problematis in ommon with the business senarioin terms of ontent lassi�ation for its amount of information to lassify and for the di�erent ontexts wherea spei� information an be relevant. Our target repository ollets di�erent kinds of media (video, audio,presentation slides, text douments), whih an be searhed and presented in ombination. For eah reordedevent (e.g: leture, seminar, talk, meeting) we provide not only the video but also related materials, whih anonsist of presentation slides, douments or Web sites the speaker points to. All the resoures are temporallysynhronized with the video.An example of how a multimedia presentation of this kind looks like an be found in �gure 1.1; the videowith the speaker appears together with presentation slides or additional notes. Video and slides are synhronizedand an be navigated by means of a temporal bar or by slide titles.We an summarize the following �ve state of the art approahes to multimedia indexing and navigation:1. Use of metadata to browse keyframes.2. Use text from speeh, using transript-based searh.3. Mathing keyframes vs. querying of images. Keyframes extrated as shot representatives are used forretrieval. It requires user to loate images/other keyframes, from browsing or other searh.4. Use of semanti features. They are based upon pre-proessing video or keyframes to detet features.Features an be related to ontologies.5. Use video/image objets as queries.We onentrate on pt. (2) and partially on pt. (3), we use the text-from-speeh tehnique ombined with atextual analysis of the speeh and the event related material using Wikipedia instead of ontologies.In Wikipedia, the onept of lass and instane are not separated as in the ontologial sense, due to the fatthat it is not onstrained to a formal model, for the reason of whih it is not possible to formalize reasoning onthe Wikipedia ontent diretly.The use of Wikipedia url as suggested in[10℄ for onept identi�ation ould guarantee interoperabilitybetween domain ontologies, while the extensive ongoing researh e�ort for extrating an ontologial view from
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Fig. 1.1. An example of multimedia presentationWikipedia ould soon lead to the reation of an ontologial view based on Wikipedia whih ould be the referenefor many domains.The ombination of information extrated from video and related material gives a omplete piture of anevent, sine in the real world the sum of all the media used by a speaker is meant to fully desribe the event'stopis to failitate knowledge transfer to the audiene.In this paper we report about how we provide semanti support and unsupervised annotation of multimediamaterial based on information extrated from Wikipedia, rather than the usage of Semanti Web tehnologies(spei�ally without ontologies). Our approah is domain independent, and in theory it ould also be appliedto di�erent use ases where there is a need for lustering or annotation of a orpus.The struture of this paper is organized as follows: in the next setion we desribe the ontext and themotivation of our work; setion 4 gives an overview of our approah. In setion 5 we apply the approahdesribed in the previous setion to our use ase. Finally, we disuss the diretions we are planning to takeregarding further work.2. Semantis in the Web. In the Web, some olletions of data ontaining semanti annotations (e.g.UniProt: http://www.ebi.a.uk/swissprot/index.html, Eademy: http://www.eademy.om) are now ava-ilable and there is a trend to semantially enable more and more Web ontent. Even though this trend is per-eivable, there is still a huge amount of material on whih these tehnologies have not been applied. One limitingfator for a faster adoption of Semanti Web tehnologies, is the di�ulty to �nd ready-to-use oneptualizationsfor annotating existing material and making it Semanti Web ompatible.We explored the possibility of using Semanti Web ontologies for annotating multimedia material andfor disovering and presenting to the user relations between the searhed topis and other topis, based on the



Disovering Semantis in Multimedia Content Using Wikipedia 261relationships between entities in one or more domain ontologies. We experiened di�ulties in �nding ontologieswhih over a variety of domains, sine e-Letures an over an unpreditable amount of domains (e.g. omputersiene, history, meteorology, geography, math. . . ). In addition, the terms expressed in e-Letures are usuallyindividuals of an ontology (e.g. the term 'Colletion' in a Java Programming lass ould be modelled as aninstane of a data ontainer lass in a Java Programming ontology) and �nding populated ontologies with awide overage of individuals to date is a big hallenge, and usually requires the involvement or a knowledgeengineer.Our requirement was to �nd a broad, domain-independent olletion of individual terms (as opposed toonepts) whih are onneted by relations. To the best of our knowledge, the most omplete olletion ofthis kind is Wikipedia. Wikipedia is a freely available enylopedia whih is onstantly growing in size and infame thanks to the opyleft liense that allows the ontent to be opied, modi�ed and redistributed as longas there is an aknowledgment of the author and the new ontent is published under the same liense (seehttp://www.wikipedia.org). Wikipedia ontains a lassi�ation of topis, organized with an hierarhy ofategories and with relationships between elements. The advantage of using it is that the soial ollaborativenetwork around it makes its ontent always up to date and it overs in details a huge amount of topis indi�erent domains and languages. In addition it also takes into aount the di�erent possible meanings of a termthrough a disambiguation page.What we an extrat using Wikipedia are the relationships between topis. Aording to Obrst's de�ni-tions in [11℄, Wikipedia not only o�ers weak semanti information, suh as parent-hild relationships, but italso ontains lexiographi relationships that�one the domain of interest is determined�an o�er mediumsemanti. In Wikipedia we do not have strong semanti, i. e. we an not desribe real-world relationships suhas �a ar has a minimum of four wheels� as with the usage of an ontology. We an only dedue that oneptsare onneted without knowing how; we an tell that one onept in one ategory is related to other oneptswhih are linked in the desription of the onept itself.In Wikipedia, the onept of lass and instane are not separated as in the ontologial sense, due to the fatthat it is not onstrained to a formal model, for the reason of whih it is not possible to formalize reasoning onthe Wikipedia ontent diretly. There are projets (see setion 3) that try to embed semanti inside Wikipediaextending the Wiki software used to write Wikipedia pages [16℄, and some others(e.g. www.dbpedia.org [2℄)whih provide an RDF representation of Wikipedia, to make its ontent mahine-interpretable.We use Wikipedia as a taxonomy to obtain lexiographi relationships and in ombination with statistialinformation extration we an dedue related onepts to the terms extrated from our orpus. In addition,sine our orpus overs a representation of a part of the real world we also use the orpus itself as �trainingdata" for domain disambiguation in Wikipedia.There is a lot of work about extrating semantis (some is reported in setion3) from Wikipedia ontentto build an ontologial representation. We are therefore on�dent that even though for now we an extratinformation without a high semanti value in the feature, at the light and with the ombination of otherresearh e�ort in the area we will be able to inrease the power of our approah in terms of �exibility, extensionand auray.3. Related Work. Wikipedia ontains a vast amount of information, therefore there have been mainly twoapproahes for exploring its ontent and make it mahine readable. The �rst approah onsists in embeddingsemanti notations in its ontent [16, 7℄; while the other one deals with information extration based on theunderstanding of how the Wikipedia ontent is strutured: [1, 14, 17, 12, 19℄.The SemantiWikipedia projet [16℄ is an initiative that invites Wikipedia authors to add semanti tags totheir artiles in order to make them mahine interpretable. The wiki software behind Wikipedia(MediaWiki [7℄),itself enables authors to represent strutured information in an attribute-value notation, whih is rendered insidea wiki page by means of an assoiated template.The seond main stream of Wikipedia related work is on automatially extrat knowledge from the Wiki-pedia ontent as in [1, 14, 17, 12, 19℄.DBpedia [1℄is a ommunity e�ort to extrat strutured information from Wikipedia and to make thisinformation available on the Web. DBpedia o�ers sophistiated queries against Wikipedia and to other linkeddatasets on the Web. The DBpedia dataset desribes 1,950,000 �things", inluding at least 80,000 persons,70,000 plaes, 35,000 musi albums, 12,000 �lms. It ontains 657,000 links to images, 1,600,000 links to relevantexternal web pages and 440,000 external links into other RDF datasets. Altogether, the DBpedia dataset



262 A. Fogarolli and M. Ronhettionsists of around 103 million RDF triples. DBpedia extrats [2℄ RDF triples from Wikipedia informationspresented in the page templates suh as infoboxes and hyperlinks.Yago [14℄ is a knowledge base whih extends the relationships of DBpedia extending the standard RDFnotation. At Deember 2007, Yago ontained over 1.7 million entities (like persons, organizations, ities, et.)A YAGO-query onsists of multiple lines (onditions). Eah line ontains one entity, a relation and anotherentity.DBpedia or Yago ould replaed Wikipedia as a soure of knowledge in our semanti disovery approah,although at the time of this writing these knowledge bases ontain only entities (suh as person and plaes) andnot abstrat onepts as the one we have in e-Learning material. In addition we don't know a priori with whihproperties a term a an be searhed, so in our domain replaing Wikipidia free-text would not be bene�ial.ISOLDE [17℄ is a system for deriving a domain ontologies using named-entity tagger on a orpus andombining the extrated information with Wikipedia and Wiktionary. The results shows that this kind ofapproah works better with semi-struture information suh as ditionaries.KYLIN [19℄ is another projet whih aim is automatially omplete the information presented in theWikipedia infoboxes analyzing disambiguated text and links in Wikipedia pages.Ponzetto et al. [12℄ in their work have explored information extration on Wikipedia for reating a taxonomyontaining a large amount of subsumptions, i. e. is-a relations.4. A Semanti Disovery Approah . In this setion we explain the proess of extrating semantisfrom multimedia ontent. We tested the approah here desribed on e-Leture presentations. An e-leture is amultimedia presentation usually omposed of a video with fous on the speaker, presentation slides and othertextual douments whih an be identify by the presenter as related soure of information. Di�erent media ina presentation are used for drawing a better piture of the ontent to be ommuniated.Hene it¤s of fundamental importane to take into aount the di�erent modalities of the media. Inpartiular, we investigate textual modality analyzing the full ontent of the related material suh as slides ordouments and the auditory modality translating it in textual whih represents the most promising aspet ofthe data we an proess. For this reason we apply automati speeh reognition (ASR) to the video soundtraksand subsequently we are interested in the STT translation (speeh to text) to provide for data that an beanalyzed in ombination with the other textual resoures suh as slides, notes and other douments.The reason of fousing on auditory and textual modality instead of visual modality is intrinsi on thenature of presentations. Unlike other domains suh as movie or news, in video presentations the images in thekeyframes are more or less still, usually the speaker and part of his/her presentation is aptured. The senealmost never hanges, the transitions being related to a hange of fous (from slide to blakboard and bak)or to the hange of slide. So, in e-Letures, even though low level feature reognition suh as teaher gestureand faial prosody might give information about importane of ertain passages, we deided not to attak thisissue beause we believe it would only bring us a minor added value in omparison to the knowledge we ouldretrieve exploring the auditory and textual modality.Due to these onsiderations, we fous our researh work on making better use of speeh and textual ontent.Furthermore, relating the extrated speeh and textual ontent with the right domain knowledge ould provideanother mode to takle the semanti gap allowing more e�etive lassi�ation and searhes on the video ontent.In �gure 4.1 we give a graphial illustration of the proess of extrating semanti annotation from multimediaontent. As input the system reeives a e-Leture presentation and based on the Wikipedia knowledge itautomatially generates some desriptives labels for the multimedia ontent.In the next paragraph we will desribe in details how this proess of automati semanti disovering istaking plae.The explanation of our method an be split into two parts. In the �rst part deals with the extration ofontent from multimedia leture materials without any regards about semantis; while in the seond part we goin depth in the passages whih involve disovering the semantis behind the ontent previously extrated fromthe media.So, in order to disover the semanti present in a orpus we �rst have to extrat and identify terms fromit. One we have the list of the words ontained in eah unit of the olletion, we an link them through therelationships we will determine through Wikipedia. In partiular the �rst part is about Information Extrationfrom the multimedia ontent and the seond fouses on desribing how through Wikipedia we an annotate thematerial and �nd semanti relationships between annotations.
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Fig. 4.1. General Overview of the approahThe two steps are independent in the sense that Information Extration an be arried out in di�erent wayswhile our Wikipedia module ould still be used to �nd relations between terms. We give here an explanationof the �rst part only for the sake of ontextualization.4.1. Information Extration. In this setion we will extrat and model the multimedia ontent thoughthe analysis and ombination of the textual and auditory modality. Using an out-of-the-box speeh reognitiontool we translate video speeh into text, and we ombine it with the text extrated from presentation slides andother textual information soures.Seondly, we extrats terms for the resulting textual resoures whih represent the entire ontent of themultimedia material. We performed Information Extration (IE) by using Luene (http://luene.apahe.org/), a state of the art tool whih provides Java-based indexing and searh tehnology using a statistialapproah.Luene had been used in the projet as a searh engine for querying an unstrutured e- Learning repository,but sine it also provides basi APIs for analyzing text, we exploited Luene also for extrating information fromour orpus. In general term extration tools using a statistial approah basially look for repeated sequenesof lexial items.Consequently we store the extrated information in a Luene index that we later use for informationretrieval and for extrating the most important terms out of the entire e-Leture ontent. We also explored alinguisti approah based on Natural Language Proessing (NLP) using other state of the art tools in the areasuh as GATE (http://gate.a.uk/) and IBM UIMA (http://www.researh.ibm.om/UIMA/ [18℄), but theapproah was not suited for our use ase sine it is language and grammar dependent. In fat, in e-Learningthe material an be in di�erent languages, and sometimes more than one language an be ombined in the sameevent. For instane, in some ases presentation slides are written in English while the speeh is delivered inanother language (e.g. in Italian). As a onsequene, the work needed to adapt a linguisti approah to ourneeds was exessive.Moreover, story telling does not play an important role in e-Learning�at least not in the disiplines weonsidered�and this makes it di�ult to loate and lassify atomi elements in text into prede�ned ate-gories for Entity Reognition. For these reasons we hose a statistial approah and we alulated a termvetor for eah doument in our index. The term vetor ontains a list of terms with their frequeny in adoument.



264 A. Fogarolli and M. RonhettiIn order to alulate the term vetor we had to store our multimedia material into an index. Manydouments an refer to the same event. For instane, we have at least two main information soures for eahevent: presentation slides and video transript.Following our multimodal view, we modeled the entire event¤s multimedia material into a single doumentin a index. In this way the term vetor alulated through Luene is fatual.For improving the performane of this task we are urrently working on the indexing phrase and in partiularin the pre-proessing task (e.g. leaning the text from Italian or English stop-words and applying di�erentlanguage stemmers as a �lter, building ategorizer for improving the quality of the raking of the extratedleture terms.).4.2. Semanti Extration using Wikipedia. In this setion we explain how we enhane informationretrieval based on the reognition of the most important topis and the relations between them in the ontentof multimedia leture material.Understanding what a media is about before entering in its details of the searh results, whih would meanwathing a video presentation or reading the related material, is one of the mail goal in the area of MultimediaInformation Retrieval, and it ould be very useful when the amount of the multimedia material grows in size.Having a way for ategorizing or understanding the main onepts in the ontent will help in managing largemultimedia repositories.Furthermore, e-Learning users (typially students) do not have a rih understanding of the domain or of howone topi is onneted to others. For this reason a tool, whih has the goal of enabling aess to information,should give an overview of the material ontent for helping end users to ahieve more e�etive searhes andaquire the needed knowledge. For example, a user looking for the term ¤Colletion¤ in a Java programminglass must �nd out about the di�erent types of Colletion suh as ¤HashMap¤, ¤Map¤ and ¤Set¤ sine theseterms an also be found in the leture material, and they all mean Colletion. Understanding relationshipsbetween terms in our orpus permits also us to automatially disover the important topis of an event whihan be used for unsupervised lassi�ation of the material.Our starting point for the seond phase of the semanti disovery proess is the list of terms whih wereextrated from multimedia material (video, slides, and douments) during the Information Extration phasedesribed in the previous setion.In Wikipedia, we look up the most important extrated terms from our orpus. The goal of this phase isto �nd a Wikipedia de�nition page for every important term and to try to extrat relations to other terms byexamining the hypertextual links in the page. This is done by proessing links in the page. Therefore, the termof interest is found in Wikipedia, and all the links in its page are analyzed.Pre-requirements for desribing the proess of extrating semantis from the Wikipedia, are the four abstratonept desribed below that we will be mentioned again in the seond part of the setion for giving a desriptionof the proess itself.1. Wikipedia lookup.For eah extrated term we searh for pages in Wikipedia whih ontain the term in their name. InWikipedia every page is named by a string omposed of topi name and topi domain. After that,we ollet the links for every page. The searh is made on a loal opy of the English version of theWikipedia database, but we ould also reah the same result by downloading and parsing WikipediaWeb pages. We hose to maintain a opy of the database to inrease the speed of the task.2. Strong link de�nition.We de�ne a link to be ¤strong¤ if the page it points to has a link bak to the starting page. Forinstane,°Rome° and °Italy° are strongly linked sine the page on Rome says that it is the apital ofItaly, while the page on Italy reports that Rome is the apital of the state. A minor town loated inItaly will instead have a ¤weak¤ link with Italy, sine in its page it will be delared that the townis in Italy but in the page for Italy the minor town will most likely not be mentioned. In our ase,strong links are andidates for topis related to the searhed term, and they will be used for giving usersuggestions in query expansion and in the proess of summary generation of Wikipedia de�nitions.3. Domain disambiguation.A word an have multiple Wikipedia de�nitions beause it an assume di�erent meanings (senses) indi�erent domains. Among the (possibly) multiple Wikipedia de�nitions, we hoose the one whih hasthe most link words in ommon with the extrated leture¤s terms. We manually heked this approah



Disovering Semantis in Multimedia Content Using Wikipedia 265to evaluate the aordane of the semanti expressed in the disambiguated terms with the one of theevent and we �nd out that this is true for the majority of the ases.4. Annotation through Wikipedia de�nition summarization.In this last step we use the extrated strong links for every important word of an event to automatiallygenerate a summary of the word de�nition in Wikipedia.The summary is generated taking all thesentenes from the Wikipedia de�nition page in whih a strong link is present; usually �fty perent ofthe ontent of original de�nition is seleted. The summary is then used for expressing the meaning ofthe important term. In other words, we annotate the leture through Wikipedia terminology, and foreah term we keep a brief de�nition.A graphial representation of the proess is given in �gure 4.2.

Fig. 4.2. Semanti annotations generation proessThe �gure shows that by giving e-Letures as input and through the four steps of the semanti disoveryapproah we an enrih e-Leture with semanti metadata. It follows a desription of the semanti disov-ery proess omposed of four logial steps: Wikipedia de�nition lookup, Domain disambiguation, Strong linkAnalyses, and Summarization.Suppose one of the terms extrated from the e-Leture material is ¤Colletion¤, whih is in the list ofthe extrated keywords. Consider a simpli�ed list of extrated keywords (note the presene of words in morethan one language!) follows: Elemento, Map, Tipo, Objet, Method, Interfae, omputer siene, Colletion,Oggetto.The �rst step of the algorithm is to searh for all the pages whih ontain the term ¤Colletion¤ intheir name. A searh in the Wikipedia database will �nd a relatively large number of pages that satisfy thisrequirement due to the di�erent meanings the word an have. Consequently we retrieve the links of everyfound page. We then use the links in the disambiguation step. For instane, in the ase of having a termnamed ¾Colletion° in the leture material, a Wikipedia query for the word Colletion returns the Wikipediadisambiguation page Colletion, whih points to other pages suh as Colletion(horse), Colletion(museum),Colletion(Joe Sample album), Colletion(ageny), Colletion (omputing), Colletion lass.The seond step onsists in extrating the strong links from the andidate Wikipedia artile for eahde�nition. The strong links are used in the third step for alulating domain disambiguation, for support and



266 A. Fogarolli and M. Ronhettifor automati summarization of the ontent of Wikipedia entries. So in this step we extrat the strong links fromall the Wikipedia pages seleted during the �rst step. For example the strong links for Colletion (omputing)whih is one of the pages seleted during the �rst step, are: objet-oriented, lass, map, tree, set, array, list.We do the same with all the pages listed in the Wikipedia disambiguation page for olletion.The third step resolves domain ambiguity. We automatially identify the right Wikipedia de�nition basedon the domain de�ned by the multimedia. So we selet one page among all the ones we retrieved during step onewhih is in onordane with the domain of interest. The disambiguation funtion onsiders for every andidatepage its strong links given by step two. In partiular it looks for orrespondenes among the link¤s names andthe keywords extrated from the orpus. The page whih has the largest number of links in orrespondenewith the orpus terms will be onsidered to be the orret one and it will be used as the disambiguated term.Supposing that Colletion(omputing) is the Wikipedia artile is the page that responds to this requirementthen every time Colletion will be mention in the leture material it will be assoiated with the meaning ofthe Wikipedia artile Colletion(omputing). The term that has been disambiguated has the same meaning inWikipedia and in the orpus. The result of this step is the identi�ation of the disambiguated terms with theirlinks. In other words this step ompares the strong links of every andidate Wikipedia de�nition with the termvetor of the leture in exam.During the last step we reate a summary for the most important words in the leture. Eah term in theleture has a orresponding Wikipedia de�nition and based on the ranking in the term vetor we an identifythe n most important terms in the e-Leture. The summary reation uses the extrated strong links of themost important terms. For every one of them, we download and parse the orrespondent Wikipedia. From theWikipedia page we selet only the sentenes whih ontain a strong link and the term itself. The ombinationof extrated sentenes permits to generate a reasonably well written artile summarization.5. Appliations. In this setion we desribe some appliations where our approah an be used. Manyother appliations are under onsiderations. In partiular we applied the semanti disovery approah intoNEEDLE [8℄- Next gEneration sEarh engine for Digital LibrariEs -. NEEDLE is an e-learning appliationwhih aims at indexing, searhing and presenting strutured and unstrutured multimedia data. The systemprovides a way to searh e-learning materials through a web-based searh interfae.The e-Learning materials onsist of video letures and orresponding audio traks, PowerPoint presentationslides et. The appliation's main objetive is to present the strutured and unstrutured multimedia e-Learningmaterials. The users ould query the NEEDLE system to searh for materials of their interest.The data i. e. video letures and slides, for NEEDLE ome from the LODE [5℄ system. LODE is web-basedappliation for presenting the video letures synhronized with presentation slides. The audio ontent of thevideo letures from the LODE system is transribed using speeh reognition and speeh proessing tools. Thetext ontent of the transription and PowerPoint slides are indexed and searhed using NEEDLE system.Most of the ommerial searh engines only o�er text based searh and few also provide image searh.However, there is still a need for searhing video, audio, graphis et. Commerial video hosting sites likeYouTube that o�er searh for video atually performs the searh only on the meta-data (text ontent desribingthe video) attahed with the video. They do not searh the video/audio ontent. We o�er textual searh onaudio ontent using the transript in ombination with the ontent of the douments whih ome with thevideo suh as presentation slides; moreover we enanhed the searh task with searh suggestion based on theidenti�ation of relationship between topis in Wikipedia and we automatially extrat also through Wikipedialabels for desribing the most import leture's topis.We an summarize with the following points the features where our approah ould ontribute:
• Searh Suggestion and Query ExpansionWikipedia is used for �nding topis related to the searhed one. In our searh user interfae we showthe hits for the searhed string and a bunh of links to some related topis whih have a orrespondenein our repository. A lik on one of the link will initiate a searh for the ourrenes of the link term inthe learning material. This is done by viewing all the strong links retrieved through Wikipedia whihterm appear also in the event material, in this way we an suggest di�erent searh terms or topis thatare onneted to the �rst searhed one.
• Automati AnnotationFor eah ourrene displayed in the hits, we show some links to related important topis. The importanttopis automatially annotate the event with some terms whih have a prede�ned meaning in Wikipedia.



Disovering Semantis in Multimedia Content Using Wikipedia 267In this way there are no more ambiguities in the meaning of a term used for annotation. Anotheradvantage of the strong link identi�ation in ombination with the term vetor extrated for everyevent is the possibility to automatially desribe the most important onepts of the event.
• Automati SummarizationThe semanti disovery approah desribed in the previous setion brought us to the individuation ofthe strong links for eah topi. Based on them we an generate for eah event annotation (topi) a briefsummarization of the desription of the topi in Wikipedia. A lik on one of the event annotationwill display the summary plus the retrieved hits for that term. In our searh user interfae for eahevent(leture, seminar, meeting) we show the six most important words and the related summarizedWikipedia de�nitions.In �gure 5.1 the possible features derived by the implementation of the semanti disovery approah de-sribed above are shown. Figure 5.1 is a sreen shot of NEEDLE where every leture it is �rst summarized bymeans of a list of important topis. So the user looking at the important topis list an understand if a leturein the hits is relevant or not for eah searh and in ase s/he an go in depth looking at the details hits inside theleture itself. Every hit in the leture is omposed of a brief textual desription an four presentation modalities.The result an be analyzed wathing part of the video where the hit have been found, listening only to the audio,only wathing the assoiated slide or having a ombine view, where video and slide are time-synhronized.

Fig. 5.1. An appliation of semantis extration through WikipediaOn the right most part of �gure 5.1 a pop-up window for with a desription of one of the important termsof the leture an be viewed by liking on the term. The desription is atually the summary of the Wikipediaartile whih refers to the term itself. In this way there is no ambiguity with the meaning of a term usedfor desribing the multimedia ontent. Below the input �eld designed for running new searhes there is theimplementation of the related topis feature. Based on the last user searh, the system advies the user forrelated onepts. A lik on one related term will initiate a new searh. In this way the user an disover newonnetions between topis.
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Salable Computing: Pratie and ExperieneVolume 9, Number 4, pp. 271�279. http://www.spe.org ISSN 1895-1767© 2008 SCPEUNEVENNESS IN NETWORK PROPERTIES ON THE SOCIAL SEMANTIC WEBRAF GUNS∗Abstrat. This paper studies unevenness in network properties on the soial Semanti Web. First, we propose a two-stepmethodology for proessing and analyzing soial network data from the Semanti Web. Using the SPARQL query language, aderived RDF graph an be onstruted that is tailored to a spei� question. After a brief introdution to the notion of unevenness,this methodology is applied to examine unevenness in network properties of semanti data. Comparing Lorenz urves for di�erententrality measures, it is shown how examinations of unevenness an provide ruial hints regarding the topology of (soial) SemantiWeb data.Key words: semanti Web, soial network analysis, SPARQL, unevenness1. Introdution. The soial Semanti Web is a broad, non-tehnial term, referring to data on the Se-manti Web (enoded in RDF) that ontain soial information. The most prevalent ontology on the soialSemanti Web is the FOAF (Friend Of A Friend) voabulary [9℄. FOAF an express information �about peopleand the things they make and do� and espeially about how they are related. In this artile, we will use asoio-ultural ontology that is (partly) based on FOAF and also uses onepts from other well-known ontologieslike Dublin Core.The Semanti Web [5℄ in general is oneived as a large-sale distributed information system. While someonstituents are still in development and its urrent uptake is relatively modest, the Semanti Web graph alreadyshows the traits of a omplex system. Complex systems are enountered in many di�erent ontexts and inludesuh diverse examples as omputer networks, soial networks, neural networks and ellular networks [13℄. As aomplex system, the Semanti Web is haraterized by [3, 17℄:
• Small world properties : Made famous by Stanley Milgram's [25℄ letter experiment, the small worldnotion refers to the fat that the average shortest path length in a graph is very short (omparableto that of a random graph). In pratie, this means that it takes only a few steps to reah any other(reahable) node in the network. It is advisable to also take the longest shortest path, known as thediameter, into aount. During the last deade, several models have been proposed to aount for thesmall-world e�et [26, 31℄.
• High lustering : The neighbours of a given node are likely also neighbours of eah other.
• Skewed degree distribution: The probability P (k) that a node has degree k (is onneted to k othernodes) is not randomly distributed. Instead, it follows a power law P (k) ≈ Ak−γ . Moreover, omplexsystems typially exhibit power law distributions in more than one way. With regard to the SemantiWeb, previous researh has shown that a diversity of relations�suh as the relation between websites(domain names) and their number of Semanti Web douments or the relation between an ontologyand its frequeny of use�follows a power law [15℄.These properties, however, raise several questions as well. In this artile, we �rst disuss a two-step method-ology for extrating the Semanti Web data (or `semanti data' for short) that we are interested in from therest. We then fous on the last harateristi and try to ompare the skewedness of several network measures.We try to provide an answer to the following two researh questions.First, how an data on the soial Semanti Web be used for Soial Network Analysis (SNA)? Signi�antresearh in this area has already been performed by, among others, Ding et al. [15℄ and Peter Mika [23, 24℄. Muhwork has onentrated on aquiring and aggregating data (often FOAF data),�espeially merging informationabout unique persons turns out to be far from trivial. In the present artile, we assume that `lean' semantidata are already available and onentrate on the following step: the development of a methodology for usingone single RDF graph as the `master', whih an be used as the basis for several kinds of SNA. Ideally, wewant to keep as muh information as possible and extrat a multitude of potentially interesting relations. Thispartiular aspet has reeived less attention so far.Seond, it is very rarely examined how skewed a distribution is. How an this notion be measured? Quan-ti�ation of unevenness is ruial for a thorough understanding of a power law distribution; moreover, it an beused for omparison purposes between distributions and between networks.
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272 R. GunsBoth questions will be disussed and demonstrated using semanti data from Agrippa. Agrippa is theatalogue and database of the Arhive and Museum of Flemish Cultural Life (AMVC Letterenhuis, loated inAntwerp, Belgium). Where appliable, the RDF version builds upon existing ontologies like FOAF and DublinCore. Agrippa ontains a wealth of information about both the arhived materials and the soio-ultural ators(people and organizations) that have reated them. We will mostly use Agrippa information about the 237,062letters present at the AMVC Letterenhuis and their writers and reipients.2. Two-step methodology. Semanti data an be stored in many di�erent ways: as a (set of) doument(s)in one of the many RDF syntaxes [4℄; in a `lassi' relational database; or in a triplestore, a dediated RDFdatabase. For performane and onveniene reasons, we are using a triplestore, but most tehniques an alsobe performed on, for instane, RDF douments. The triplestore used is Sesame, freely available at http://www.openrdf.org/.1Partly due to their distributed nature, semanti data may appear quite dazzling: many di�erent kinds ofdata, drawn from several ontologies, between whih a multitude of relations exist. How an one make heads ortails out of them? Assuming the existene of a set of fairly learly de�ned questions to be answered, we proposea two-step methodology, whih ritially depends on the SPARQL query language [27℄ or a query language withsimilar apabilities. In short, the two steps are:1. Construt an extration query in SPARQL and apply it to the RDF graph. This yields a derived graph,spei�ally tailored to the question(s).2. Convert the derived graph to a format intended for SNA.We will now disuss both steps in greater detail, using a part of Agrippa as an example (shown in Figure 2.1).Both Organization and Person are a kind of Agent. A LetterContext ties together the di�erent partiipantsin the at of letter-writing: the writer(s), the reipient(s) and the letter as a physial objet. A letter an bewritten and reeived by either an Agent or an A�liationContext. This refers to a person (the `a�liatee') atingon behalf of his/her a�liation to an organization (the `a�liator').

Fig. 2.1. Part of the Agrippa ontology, showing the relations between six lasses2.1. SPARQL information extration. Four SPARQL query types exist: SELECT, CONSTRUCT, ASK andDESCRIBE. SPARQL queries are usually SELECT queries, whih return a table of results. In this step, we employCONSTRUCT queries, whih return a new RDF graph. A similar arhiteture an also be found in the MESURprojet [8, 28℄. We will refer to the original graph as soure graph and to the newly onstruted graph as derivedgraph.First, we ompare the original graph in the triplestore and the questions to be answered. Some questionssimply involve the extration of parts of the RDF graph (ignoring the rest), like the following example. Supposewe want to examine only those letters that were reated in an organizational ontext. This boils down toextrating the letters that are written by an Organization or an A�liationContext:PREFIX : <http://anet.ua.a.be/agrippa#>CONSTRUCT {?ontext a :LetterContext ;
1For an overview of triplestores, see [20℄.



Unevenness in Network Properties on the Soial Semanti Web 273:hasLetterWriter ?writer ;:hasReipient ?reipient ;:hasLetter ?letter .}WHERE {?ontext a :LetterContext ;:hasLetterWriter ?writer ;:hasReipient ?reipient ;:hasLetter ?letter .{ ?writer a :Organization } UNION{ ?writer a :AffiliationContext }} Other questions also require knowledge on how relations in the model interat,�these involve both ex-tration and ombination of parts of the model. Here are two examples from Agrippa. The following queryonstruts a derived graph of persons and their a�liations to organizations. The result is a bipartite graph, i. e.a graph with two kinds of nodes (persons and organizations).PREFIX : <http://anet.ua.a.be/agrippa#>CONSTRUCT { ?person :affiliatedWith ?org }WHERE {?aff :hasAffiliator ?org ;:hasAffiliatee ?person .} And the following query onstruts a simple derived graph that links author(s) and reipient(s) of eahletter:PREFIX : <http://anet.ua.a.be/agrippa#>CONSTRUCT { ?sender <urn:agrext#writesLetterTo> ?reipient }WHERE {?ontext :hasLetterWriter ?sender ;:hasReipient ?reipient .} It should be noted that it is often easier to obtain the desired results using one or more intermediateextration queries. As suh, a derived graph may beome the soure graph in a next step and so on. One ould,for example, use the result of the �rst example as the soure graph for the third example query. Althoughextration queries are obviously not as powerful as a dediated program or full-�edged reasoner, they are oftensu�ient and muh faster to implement.One of the advantages of storage in a triplestore is availability of the SPARQL protool [14℄. As its nameimplies, the SPARQL protool is designed for exhanging SPARQL queries and results between lients andservers. It is entirely based on Web standards like HTTP and XML.2.2. Conversion for SNA analysis. One a derived graph has been obtained, it an be studied. Thereexist several projets for visualizing and exploring RDF and FOAF data, suh as FOAF Explorer,2 RDF-Gravity3 and Visual Browser.4 These tools, however, generally do not provide SNA measures like entralityand lustering, although Flink [23℄ seems a promising exeption. Moreover, they generally do not sale to verylarge graphs. As long as there exist virtually no appliations that suessfully bring network analysis to RDF,it seems advisable to onvert the derived graph to a more generi �le format for network analysis.Thus, while not stritly neessary, this step ensures ompatibility with other SNA e�orts and permitstehniques that are di�ult to perform on plain RDF graphs. We handle these onversions by integratingwith pyNetConv, a Python library that an onvert to most ommon formats, inluding Pajek, NetworkX, andGML.
2http://xml.mfd-onsult.dk/foaf/explorer/
3http://semweb.salzburgresearh.at/apps/rdf-gravity/
4http://nlp.fi.muni.z/projekty/visualbrowser/



274 R. Guns3. Unevenness.3.1. The Lorenz urve and the Gini evenness index. The distribution of degrees on the SemantiWeb is�like many other relations�highly uneven: a small number of nodes has a huge amount of links, whilethe vast majority has very few. How an this unevenness be quanti�ed?Unevenness or inequality has been studied extensively in eonometris and informetris. Sine not allexisting measures satisfy all neessary requirements [1, 16℄, we will limit the present disussion to two methods,using the following simple array as an example: X = (1, 3, 4, 7, 10, 15). These numbers ould express thedistribution of wealth, the number of publiations per author or the number of links per node. Clearly, there issome unevenness, but how muh exatly?The Lorenz urve [21℄ is a graphial representation of unevenness. First, we determine the relative amounts:
ai =

xi
∑

xresulting in (1/40, 3/40, 1/10, 7/40, 1/4, 3/8). The horizontal axis of the Lorenz urve has the points i/N (i =
1, 2, . . ., N). The vertial axis of the Lorenz urve has their umulative fration: a1 + a2 + . . . + ai. We thusonstrut the Lorenz urve (Figure 3.1). The diagonal line represents the ase of perfet evenness�everyonepossesses the same amount. The further the urve is removed from the diagonal, the greater the unevenness.Note that we have ranked our numbers in inreasing order, resulting in a onvex Lorenz urve. The onaveLorenz urve results from ranking in dereasing order and is ompletely equivalent. Complete unevenness�oneperson has everything, and the rest nothing�would be represented as a onvex urve following the bottom andthe right side of the plot.

Fig. 3.1. Convex Lorenz urve of the array (1, 3, 4, 7, 10, 15)Suppose we want to express this unevenness in a number. A good measure is the Gini evenness index G′[29℄, originally devised to haraterize the distribution of wealth over soial lasses [18℄,
G′(X) =

2

µN2





N
∑

j=1

(N + 1 − j)xj



 −
1

Nwith xj ranked in inreasing order and µ the mean of the set xj . There exists a diret relation between theLorenz urve and the Gini evenness index: G′ is equal to twie the area under the onvex Lorenz urve.



Unevenness in Network Properties on the Soial Semanti Web 275Lorenz urves determine a partial order: in some, but not all, ases, an order an be determined from theomparison of two Lorenz urves. Indeed, if one onvex Lorenz urve is ompletely below another, then theformer expresses less evenness than the latter. It should be stressed that Lorenz urves may `overlap' or rosseah other. In these ases, no order an be determined from the urves [29℄.3.2. Appliation to Agrippa.3.2.1. Overview of network measures. Let us take the author-reipient graph onstruted in the lastexample of 2.1 N = 40, 914 as an example. Eah node is onneted by 5.08 links on average, but the atual in-and out-degree follow a power law distribution (Figure 3.2). We will onsider the following network measures,most of whih are de�ned by Wasserman & Faust [30℄:
• Degree entrality (DC): is the number of links onneted to a given node.
• Betweenness entrality (BTC): haraterizes the importane of a given node for establishing shortpathways between other nodes.
• Closeness entrality (CC): haraterizes how fast other nodes an be reahed from a given node.
• Pagerank (PR): haraterizes the importane of a given node by ombining its number of in-links withthe importane of the nodes that link to it. The algorithm was originally reated for determining a webpage's importane [10℄ but has sine been used in many other ontexts as well (e.g., [12, 22℄).This small list of measures is in no way intended to be exhaustive. Many other measures exist and even theones listed here have several varieties themselves. They have been hosen beause they are both well-known andgenerally used and aepted. Moreover, they an be omputed using standard software tools. For the urrentartile, we used the igraph R pakage, available at http://neurovs.rmki.kfki.hu/igraph/.The entrality measures listed above all have variants for direted and undireted networks, but we willonly onsider the direted variants. Both degree entrality and loseness entrality have di�erent algorithms forin-links and out-links. We an distinguish between in-degree entrality (IDC ) and out-degree entrality (ODC ),and between in-loseness entrality (ICC ) and out-loseness entrality (OCC ). This distintion is not useful forbetweenness entrality and PageRank.

Fig. 3.2. Power law distribution for in-degree and out-degree3.2.2. Comparison of unevenness between network measures. The graph is not fully onneted,but the main omponent (N = 40, 303) aounts for the vast majority of nodes (98.5%). Heneforth, we willonly onsider the nodes that are part of the main omponent, sine very small omponents (e.g., N = 2) andistort the overall piture. For instane, a node v in suh a omponent may have CCv = 1, even if its position



276 R. Gunsin the overall network is obviously marginal. We therefore onsider it methodologially more orret to onlyonsider nodes that are part of the main omponent.Comparing IDC to ODC and ICC to OCC (Figure 3.3), we see that in both ases the measure based onin-links is more uneven. In spite of this di�erene, it should be noted that in both ases the shape of the Lorenzurve of the in-link-based measure is similar to that of the out-link-based one.PageRank is, in a sense, a more re�ned version of in-degree entrality. Whereas the latter only onsidersthe loal neighbourhood (i. e. the number of links to a given node), PageRank also onsiders the status ofthe nodes that are linking to a given node by iteratively passing status between nodes. Figure 3.4 shows thatPageRank is atually more even than in-degree entrality. In other words: some extreme variations in degreeare `evened out' by looking at a node's status in the entire network rather than just its number of in-links.Inspetion of the data reveals that this is almost exlusively due to nodes with a low number of in-links fromsome very high status nodes. Put another way, di�erenes between PageRank and IDC may be due to IDCeither `overrating' or `underrating' some nodes; at least for this example, the latter is mostly the ase. Despitethe outliers, PageRank and in-degree entrality are highly orrelated. Figure 3.4 also illustrates the usefulnessof the Lorenz urve for omparing di�erent measures: it makes it possible to, for instane, ompare raw numbers(IDC) to normalized ones (PageRank).

Fig. 3.3. Comparison of unevenness between in-link-based and out-link-based measures. (a) Comparison of ICC to OCC, (b)Comparison of IDC to ODCBetweenness entrality is remarkably uneven (Figure 3.5). Indeed, we immediately see that more than 80%of all nodes have zero betweenness entrality. The Lorenz urve learly reveals that betweenness entrality isonsiderably less even than any of the other measures disussed here.3.3. Disussion. Comparing the Lorenz urves of the di�erent entrality measures reveals a remarkablydiversi�ed piture. Betweenness entrality is learly least even of all. Subsequently, we get degree entrality,PageRank and loseness entrality. The Gini evenness indies basially tell the same story and are summarizedin Table 3.1.As a tentative explanation, we suggest that these di�erenes may be largely due to the small-world e�et[26, 31℄. Even marginal nodes are relatively lose to all others, aounting for minimal di�erenes in loseness.Indeed, the length of the diameter�the longest shortest path�is only 11 and the average shortest path lengthonly 4.12!As a whole, the graph �ts well into the bow-tie or orona models [6, 7, 11℄, whih were originally devisedfor modelling and explaining link struture on the World Wide Web. The ore of the main omponent is theLargest Strongly Conneted Component or LSCC (N = 9, 723), a omponent in whih any node an be reahed(obeying the diretion of the links). The LSCC itself has a nuleus of hubs [13, 19℄, through whih almostall other shortest paths pass. These hub nodes typially have extremely high degree entrality. This has two
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Fig. 3.4. Comparison of unevenness between PageRank and in-degree entrality

Fig. 3.5. Unevenness of betweenness entralityinteresting, seemingly opposite, e�ets. On the one hand, loseness is inreased and loseness entrality beomesmore even. On the other hand, it brings about a very uneven betweenness entrality distribution.PageRank distribution is more even than one might intuitively expet. The hubs have a high status, whihis partially transmitted to eah of the nodes they link to. As suh, a large number of nodes gains a higherPageRank than might be expeted from their in-degree entrality or betweenness entrality. Indeed, even if noshortest paths pass through them, their PageRank will still be relatively high. This property of PageRank isvery desirable for ranking Web pages, but may be unwanted in some appliations of SNA.4. Conlusions. We have shown how SPARQL an be used in proessing soial Semanti Web data in asimple two-step methodology, onverting the soure graph to a better suited derived graph. While SPARQLis obviously less powerful than a `real' reasoning engine or a dediated program, it is often su�ient and maywell prove simpler and faster to implement. RDF tools are generally not geared towards SNA, although Flink[23℄ inorporates some basi SNA statistis. Therefore, onversion to other formats is urrently reommendablebut, lukily, straightforward.
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Salable Computing: Pratie and ExperieneVolume 9, Number 4, pp. 281�292. http://www.spe.org ISSN 1895-1767© 2008 SCPEDEEP WEB NAVIGATION BY EXAMPLEYANG WANG AND THOMAS HORNUNG∗Abstrat. Large portions of the Web are buried behind user-oriented interfaes, whih an only be aessed by �lling out forms.To make the therein ontained information aessible to automati proessing, one of the major hurdles is to navigate to the atualresult page. In this paper we present a framework for navigating these so-alled Deep Web sites based on the page-keyword-ationparadigm: the system �lls out forms with provided input parameters and then submits the form. Afterwards it heks if it hasalready found a result page by looking for pre-spei�ed keyword patterns in the urrent page. Based on the outome either furtherations to reah a result page are exeuted or the resulting URL is returned.Key words: form analysis, deep Web navigation by page-keyword-ations1. Introdution. The Web an be lassi�ed into two ategories with respet to aess patterns: theSurfae Web and the Deep Web [7℄. The Surfae Web onsists of stati and publily available Web pages, whihontain links to other pages and an be represented as a direted graph. This Web graph an be traversed byrawlers (also known as spiders) and the found pages are then traditionally indexed by searh engines.The Deep Web in ontrast onsists of dynamially generated result pages of numerous databases, whihan be queried via a Web form. These pages annot be reahed by following links from other pages and it istherefore hallenging to index their ontent. Figure 1 depits the general interation pattern between the userand a Deep Web site. The user �lls out the form �eld with the desired information (1) and the Web form issent to the server where it is transformed in a database query. In this phase it is possible, that the systemneeds further user input due to ambiguity in the underlying data, e.g. there might be too many results for aquery, and the user has to provide further information on intermediate pages (2). Finally, the Web server hasgathered all neessary information to generate the result page and it is delivered to the user (3).[12℄ disovered an exponential growth and great subjet diversity of these Deep Web sites. Among othersthey arrived at the following onlusions:
• There are approximately 43.000�96.000 Web-aessible databases,
• The Deep Web is 400�500 times larger than the Surfae Web,
• 95% of the available data and information on the Deep Web is freely available.Taking into aount this vast amount of high-quality data, whih is geared towards human visitors, it is notsurprising that many di�erent researh questions are atively pursued in this area at the moment, e.g. vertialsearh engines [13℄.In this paper we present DNavigator, a framework to automate the neessary interation steps to obtaindata from Deep Web sites. The idea is to reord the user interations from the initial Web form to the desiredresult page. These interations are generalized, where two di�erent phases an be distinguished: the �llingout and submission of the frontend form (f. (1) in Figure 1) and the ations performed on intermediate pages(f. (2) in Figure 1). Consequently, DNavigator onsists of two omponents: Web form analysis and Deep Webnavigation modeling.This framework has been motivated by the FireSearh projet [15℄, whih is geared towards olleting andanalyzing Deep Web data at query time. The ultimate extration and labeling of data from the result page isdone with the ViPER extration system [23℄. However, as the framework has been implemented in JavaSriptand Java as a Firefox plugin it ould be used with minor modi�ations in other projets, e.g. for a domain-spei�Meta Searh engine, where the relevant Deep Web soures ould be integrated by an interested ommunity, aswell.The paper is strutured as follows: we start with a desription of the two main omponents of our framework,namely the analysis of form �elds in Setion 2 and the navigation model in Setion 3. Setion 4 deals with theintriaies of implementing our researh prototype in the Firefox browser. In Setion 5 we present an evaluationof our system and in Setion 6 we disuss related work. Finally, we give an outlook on future work in Setion 7and onlude with Setion 8.
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Fig. 1.1. Aessing a Deep Web site2. Form analysis. Web forms are omnipresent: whether the user searhes for information on Google,partiipates in an online vote, or omments an entry in a blog, she always provides information via �lling outand submitting a form. On a more tehnial level, eah input element (in the ontext of this paper we refer toall elements in the form �eld that an be provided with a value, e.g. hekboxes, as input elements) of a Webform is assoiated with a unique ID and on submission of the form the value assignments are enoded as eitherGET or POST HTTP request [3℄.
Fig. 2.1. Web form with HTML representationFigure 2.1 shows an example of a simple Web form. The unique ID for the input element labeled Firstname is s1 and thus the assoiated HTTP GET request looks as follows:GET /searh.gi?s1=Yang&s2=Wang HTTP/1.1Host: www.example.orgUser-Agent: Mozilla/4.0Aept: image/gif, image/jpeg, */*Connetion: loseIn Setion 2.1 we disuss how to map user-de�ned labels onto input elements, while we deal in Setion 2.2with the problem of dependenies between di�erent input elements. Finally, in Setion 2.3 we show how togenerate a valid HTTP POST/GET request based on the olleted data.



Deep Web Navigation by Example 2832.1. Labeling of Input Elements. Initially for eah new Web page we store all ourring forms withall input elements, IDs and the range of legal values (i. e. for dropdown menu lists, this would be the set oflegal options), in a database for later analysis. Afterwards the user an load the desired form �eld and label thedesired input elements, e.g. in Figure 2.2 the maximum desired prie the visitor is willing to pay for a used arhas been labeled Prie-To. The labeling of the Web forms is inspired by the idea of soial bookmarking [14℄:eah user has a personal, evolving voabulary of tags. Here a tag is a ombination of a string label with anXML datatype [15℄. The example in Figure 2.2 shows the user voabulary in the upper orner, where the sizeof the labels is determined by the frequeny they have been used before.Overall she has labeled six input elements, e.g. the desired brand and the make of the ar. Now we hekfor eah labeled input element, if they are stati or if there are any dynami dependenies, whih might be dueto Ajax interations with the server. Note, that only these input elements of the form an be used later on forquerying that have been labeled in this stage.

Fig. 2.2. Labeling of input elementsOur running example is the analysis of a Web searh engine for used ars (http://www.autosout24.de),where eah ar model depends on its ar make. The other input elements are stati, i. e. they do not hange ifone of the other input elements is hanging.2.2. Dependeny Chek of Input Elements. The dynami and stati ombinations are determinedautomatially after the user has �nished labeling the desired input elements based on the following idea: modifythe �rst dropdown menu (only dropdown menus are urrently onsidered as andidates for dynami elements, allother input element types are assumed to be stati by default) and hek all other labeled dropdown menus, if theavailable options have hanged. If this is the ase, then modify the dependent dropdown menu to unover layereddependenies and mark the dependent menu as dynami. After all dropdown menus have been heked, we markall menus that are not dynami as stati. To avoid loops, we only hek possible dropdown menus that have notpartiipated in a dependeny in the urrent analysis yle before, e.g. in the example shown in Figure 2.2 thear model would not be onsidered if we hek for further dynami dependenies for the ar make input element.Figure 2.3 and Figure 2.4 show the resulting stati and dynami dependenies for our running example.After the dependeny hek, the form is submitted and either a POST or GET HTTP request [3℄ is gener-ated, whih enodes the value assignments for the input elements. Here we store the request URL, the ationattribute of the form, and the spei� value assignments, whih are later used for building new requests o�ine.
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Fig. 2.3. Relation tree for stati input elements for http://www.autosout24.de

Fig. 2.4. Relation tree for dynami input elements for http://www.autosout24.de2.3. Simulation of Web Form Behavior. Using the gathered data we now have two possible options tosimulate the Web form behavior: we an either use the variable bindings for the user-de�ned tags to �ll out andsubmit the Web form online, taking into onsideration the dynami and stati dependenies or we an diretlygenerate a POST/GET HTTP request o�ine. For obvious reasons, we usually prefer the o�ine generation, butas is disussed in Setion 5.2 it is sometimes neessary to (automatially) �ll out the Web form online.Suppose the user provided the following variable bindings for our running ar searh exampleCar-Brand=BMWCar-Model=850and the originally aptured request URL washttp://www.autosout24.de/List.aspxwith the following searh partvis=1&make=9&model=16581&...Now we �rst math the tags to the orresponding URL �eld and the string representation to the assoiatedvalue, yieldingmake=13model=1664



Deep Web Navigation by Example 285These two key-value pairs an then be inserted in the original searh part, whih gives us the new searh part:vis=1&make=13&model=1664&...Depending if a POST or GET request is required, the variable bindings are either enoded in the body ofthe message or diretly in the URL.After the HTTP request is send to the server, we either diretly get bak the result page, or alternatively anintermediate page. In the latter ase we automatially navigate to the result page based on the Page-Keyword-Ation paradigm, whih is presented in the next setion.3. Deep Web navigation. The navigation model is a ruial part of our system. Based on the modelthe system an determine anytime, if it has already reahed the result page or if it is on an intermediate page.Additionally the model determines the ations, whih should be performed for a spei� intermediate page, e.g.to lik on a link or �ll out a new form �eld. The key idea of our Page-Keyword-Ation paradigm is that thesystem �rst determines its loation (intermediate vs. result page) based on a page keyword and then invokes aseries of assoiated ations if appropriate.

Fig. 3.1. Navigation proess3.1. Deep Web Navigation. The overall navigation proess is illustrated in Figure 3.1: the user providesthe system with a value map that ontains for eah desired input element label/value ombinations. If the form�eld ontains dynami input elements for whih she has provided input label/value ombinations we hek ifthey are legal. If so, we subsequently �ll out and submit the form �eld with these ombinations, whih yields anew Web page (additionally, we use the information obtained during form analysis for diretly generating therequest POST/GET URL; thereby we an o�ine mimi the behavior of the form �eld). For this Web page wehek, if we an �nd one of our de�ned keywords (f. Setion 3.2). If so, we perform the assoiated ationswhih result in a new Web page and hek again if we are on a intermediate page. The yle ontinues as longas we an �nd keywords on the Web page. To avoid an in�nite loop, the user an speify an upper bound on thenumber of possible intermediate pages, after whih an error message is returned. If we annot �nd a keywordon the urrent Web page, we have found the goal page and return its URL.3.2. Intermediate Page Keyword. Deep Web pages are typially reated dynamially, i. e. data froma bakground database is �lled into a prede�ned presentation template. Therefore, we an usually identify�xed elements, whih are part of the template and are almost idential between di�erent manifestations. Afterthe form analysis is �nished the user an iteratively submit the form with di�erent options. If an input valueombination leads her to an intermediate page, she an identify the relevant keyword as desribed in thefollowing. If she has already reahed a result page for a value ombination no further user interations arerequired. Note that as long as she is in the ontext of the urrently ative form �eld, she an also aess aseries of intermediate pages and for eah page speify a series of ations. For the identi�ation of a spei�intermediate page we opted for a stati text �eld. The reason is that it an be inluded in many HTML elements,e.g. the div, h2, or the span tag and given our template assumption they serve as a su�ient disriminatoryfator. Other more advaned tehniques based on visual markers on the page or more IR-related tehniques,suh as text lassi�ation approahes [19℄, ould be used in this ontext as well and are planned as future work.In Figure 3.2 we have marked potential andidates for keywords with a retangle.
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Fig. 3.2. Intermediate pages for http://www.autosout24.de (left) and http://www.imdb.om (right)The most likely andidates whih are most harateristi are enirled with an ellipse, e.g. the error messagefor the ar searh servie shown on the left. After the user has identi�ed the keyword in the page, she an nowspeify ations that should be performed in order to reah the result page.3.3. Intermediate Page Ations. The above spei�ed keywords an be used to identify intermediatepages. However, our ultimate goal is to �nd a result page given a set of input value ombinations for the initialform �eld. Therefore some ations, suh as liking on a link or �lling out and submitting a new (intermediate)form, have to be performed to aess the next�preferably result�page. In order to uniquely identify theappropriate HTML elements on whih the stored ations should be exeuted, we de�ned a path addressinglanguage alled KApath, whih is a semanti subset of XPath [5℄. In order to aess the appropriate ationelement, the system �rst �nds the ommon anestor of the keyword element and the ation element and thendesends downwards in the ation element branh. Afterwards, the registered ations are exeuted for the foundation element. Thus, KApath supports the following path expressions:
• /Node[�aname1=avalue1=℄ . . . [�anamen=avaluen℄: The element in the DOM tree thatmathes the spei�ed attribute name-value ombinations of type Node,
• /P: Immediate parent node of urrent node,
• /P::P: All (transitive) parent nodes of urrent node,
• /P::P/Node[�aname1=avalue1℄ . . . [�anamen=avaluen℄: The �rst found parent node in theDOM tree that mathes the spei�ed attribute name-value ombinations starting from the urrent nodeand is of type Node,
• /Child: Immediate hild nodes of urrent node,
• /Child::Child: All (transitive) hild nodes of the urrent node,
• /Child::Child/Node[�aname1=avalue1℄ . . . [�anamen=avaluen℄: The �rst found hild nodein the DOM tree that mathes the spei�ed attribute name-value ombinations starting from the urrentnode and is of type Node.Figure 3.3 shows an example how the assoiated ation element in a page an be referened with respetto the page keyword with a KApath expression. Here, the TBODY node is the �rst ommon parent node forboth (keyword and ation) elements. Therefore the system automatially generates a KApath expression whihallows optional intermediate elements between the keyword and the �rst ommon parent node. For �nding theorret ation element it is ruial to onsider its attributes as well.If the desired ation elements have no (e.g. links) or dynami attributes (e.g. visibility), we additionallystore the absolute path from keyword to ation element and the tree struture starting from the ommon parent.Another situation where we an make use of the absolute path is when the HTML page struture has hangedand the ommon parent node is still on the same level in the DOM tree but in another branh. The treestruture is helpful if there are hanges on the way downwards from the ommon parent node.
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Fig. 3.3. Example KAPath expression, whih allows optional HTML elements in the intermediate page3.4. Reording User Ations. Based on the user's browsing behavior, the system an generate theomplete navigation model. First, she identi�es the keyword for an intermediate page by liking on therelevant text in the Web page. Then, the system determines the losest surrounding HTML element and storesthe relevant ontext information. Afterwards, the system monitors the user behavior and stores eah ation sheperforms until she reahes a new page. Based on this ation log, the system an automatially determine thepaths and tree strutures for eah ation.To ease the reording of the user ations we have implementedWSript, a HTML ation language similar toChikenfoot [8℄. This intermediate sript language is onvenient, beause in order to �nd the HTML elementson whih the ations have to be invoked we have to rely on the navigation strutures de�ned in Setion 3.3.Therefore, the provided ations have a navigation and (if appliable) an input part.The following types of ations are supported by our system:
• Cliking on links: link(absolute path, KApath, tree struture),
• Entering text in input �elds: enter(absolute path, KApath, tree struture, element name, element ID,input value),
• Seleting a hekbox or radio button: lik(absolute path, KApath, tree struture, element name, elementID),
• Seleting an option from a dropdown menu: dropdown(absolute path, KApath, tree struture, optiontext, element name, element ID), and
• Submitting forms: lik(absolute path, KApath, tree struture, element name, element ID).The element name and ID that are present for some ations are idential to the name and ID attributes ofthe underlying HTML element and are used �rst to �nd the relevant HTML element. If the lookup by ID andname fails, the searh for the ation element ontinues with the KApath as desribed in Setions 3.3 and 4.2.For example the following ation expression would enter Hallo World into the text input �eld of the HTML treein Figure 3.3:enter(/ParentNode/ParentNode/ParentNode/Child[1℄/Child[1℄/Child[0℄,/P::P/TBODY[�a1=v1℄[�a2=v2℄/Child::Child/INPUT[�a3=v3℄,TBODY(TR,TR)/TR(TD,TD)/TD(INPUT)�,Hallo World)Together, keyword and the assoiated ations form the navigation model for this intermediate page (f.Figure 3.3).4. Implementation. In this setion, we desribe in detail the implementation of DNavigator. Beausethe framework is geared towards asual Web users, important requirements must be met, most notably thetool must be easy to use. The DNavigator funtionality is implemented as a Firefox extension in Java andJavaSript running a MySQL database for storing the neessary metadata (f. Figure 4.1). LiveConnet [11℄



288 Y. Wang and T. Hornungprovides JavaSript with the ability to reate and manipulate standard Java objets so that the system anonnet to the database, e.g. to store the extrated dynami dependenies and the navigation model, and feththe prede�ned navigation models from the database to manipulate an intermediate page.

Fig. 4.1. System arhitetureThe rest of this setion desribes the implementation as well as the main issues we solved while implementingthe system.4.1. Navigation Model Creation. The system traks a user's navigation ations on an intermediatepage by adding JavaSript event handlers to Web pages before reording. These event handlers are invokedwhen ertain user ations our (e.g., liking on text, liking on a link, hanging the seleted option in adropdown menu, et.), whih are supported by our system. The reording proess is as follows: when the userpresses the analysis button in the Firefox plugin window, the system sets event handlers on all likable elementsin the page displayed in the browser (i. e., handlers for links, handlers for forms, et.). When an event �res,the system reords all the neessary information for the event, e.g. KApath, absolute path, tree struture et.It must then wait until the following page is loaded to repeat the proess of adding handlers and waiting forevents.In order to determine the KApath, absolute path and tree struture with respet to the keyword and ationelement the system traverses the Doument Objet Model [1℄ tree starting from both elements.4.2. Deep Web Navigation. After submitting the o�ine generated HTTP request, the �rst web pageis returned from the target server. The system inserts an onload handler in the Web page to detet when thepage has been ompletely loaded. Then, after the page has been downloaded, the navigation is invoked, i. e. thesystem will hek whether one of our prede�ned keyword elements exist in this returned page. If this is the ase,it is an intermediate page. Beause for eah keyword element we have saved its HTML type, attributes sequeneand ontained text, the hek proess was realized in JavaSript using the doument objet and node objetbased on the DOM tree, i. e. with the method getElementsByTagName(). The system �rst �nds all HTMLelements that have idential HTML types as keyword element. After the omparison between the attributes ofthese found elements and the stored attributes of the keyword element, and between the saved keyword textand the found keyword text, the system an determine whether a saved keyword (keyword element) exists inthis intermediate page.For any intermediate page a number of related ations must be performed, so that the system is able tonavigate in the diretion of the result page. Before suh ations are exeuted, the system must �rst �nd theation-related elements, i. e. we must �nd all HTML elements, on whih the ation-events have to be ativated.For this goal we use WSript that was presented in Setion 3.4. The assoiated sript will be fethed from thedatabase using the Website ID and the identi�ed keywords. Afterwards, an interpreter funtion is invoked toparse and exeute every WSript expression step by step. Here, we iteratively use the following approahes:1. When the orresponding element's attributes id or name are available, the ation element an be easilyfound with the method getElementById() and getElementsByName().



Deep Web Navigation by Example 2892. Otherwise, we try to �nd the ation element based on the KApath-expression.3. Finally, if the ation element after exeuting the �rst two strategies annot be found, the system usesthe absolute path and the tree struture to loate the ation element.The exeution of related ations is simulated using DOM Level 2 events [1, 2℄, i. e. fake event objets arereated using the doument.reateEvent() method. Afterwards, they are ativated on the desired ation elementusing the element.dispathEvent() method.5. Evaluation. In our experiments, we evaluated the following aspets for our two major omponents:auray and runtime. For this, we seleted 100 Deep Web sites from di�erent domains, e.g. ar searh andvideo searh. 60 of them were diretly adopted from the website table in [7℄, beause they ontain a largeamount of data. The others were seleted by a foused searh on Google on Deep Web repositories. For a fulllist of the tested Web sites we refer the interested reader to [25℄.5.1. Experimental Results. All experiments have been onduted on a Thinkpad T60 (Intel Core Duo2 Proessor T7200 2,00Ghz with a 667MHz front side bus and 2GB of main memory) running Windows Vista,MySQL Server 5.0, Java JDK 1.6 and Firefox 2.0.0.12. The maximal download rate of the internet onnetionwas 2048 Kbit/s and the maximum upload rate 256 Kbit/s.5.1.1. Frontend Analysis. For 99% of the tested Web sites the frontend analysis was suessful, �ndingthe orret stati and dynami dependenies. Depending on the number of items in the dropdown menus of theform �elds, the time needed for analysis took from 0.5 to 30 seonds, i. e. 4.28 seonds on average. Sine thisanalysis has only to be performed one, we feel that performane optimizations for this analysis are of limitedbene�t, beause our major fous is on orretly identifying hidden dependenies between the dropdown menus.Table 5.1Time (in seonds) for navigation experiments.# Int. Pages # Web Sites Page Load 1 Model 6 Models0 58 2.25 2.26 2.311 22 - 4.60 4.662 14 - 6.47 6.553 4 - 8.12 8.234 1 - 9.70 9.835 1 - 11.06 11.225.1.2. Deep Web Navigation. For 96% of the tested Web sites we were able to suessfully �nd akeyword and to navigate to the desired result page. The navigation proess took from 2.26 to 11.22 seonds,i. e. 3.79 seonds on average. As shown in Table 5.1 most of the time was spend for loading pages, i. e. 2.25seonds on average. The olumns labeled 1 Model and 6 Models indiate the number of registered navigationmodels for eah page. As an be seen, the overhead for heking multiple models was marginal in ontrast tothe time spent for loading pages. This is due to the fat that the exeution of the ations is performed by thebrowser on the lient side and sine no omputationally intensive algorithm is required to identify intermediatepages.5.2. Open Issues. Our evaluation revealed the following open issues of our system.5.2.1. Frontend Analysis.
• Delayed AJAX interations: For one Web site we were unable to orretly detet the dynami depen-denies beause the server took longer than our spei�ed threshold to hange the items in the respetivedropdown menu.This ould be remedied by inreasing our threshold value to some extent, but further investigation is neededto �nd a general solution for this problem.5.2.2. Deep Web Navigation.
• Dynami request URLs: Usually, di�erent request URLs only di�er in the searhpart, i.e. the part ofthe URL after ?, due to di�erent variable bindings, whih are transferred to the server. Two Web sitesin our test bed used di�erent paths as well, whih our system onverts into illegal request URLs.
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• Hidden form elements: Sine the user an only drag labels to visible form elements, values in hiddenform elements that have to be orrelated with visible elements annot be deteted by our system.
• Session IDs: Session IDs are often used to trak user interations with Web pages and are only validfor a ertain period. Beause we are not able to produe a new (fake) session ID for eah servie, theo�ine generated URL beomes invalid over time.All of the abovementioned issues ould be solved by �lling out the frontend form at runtime and skippingthe o�ine generation of the URL for suh resoures.
• Stati URLs: Our system determines, if a new Web page has been loaded based on the urrent URL.If the URL does not hange after a form has been submitted, we are not able to initiate the navigationproess and add the required event handler as desribed in Setion 4.2.This an be solved by using another metri for determining if a new Web page has been loaded, e.g.a heksum of the Web page.6. Related Work. [22℄ presents a framework alled DEQUE for querying Web forms where input valuesare allowed from relations as well as from result pages. As a part of their system they also model Webform interfaes, but their fous is more on the modeling of onseutive forms and they did not onsider thedependenies between form input elements.A number of navigation onepts have been proposed for aessing Deep Web soures. [10℄ and [18℄ proposedproess-oriented navigation maps, whih desribe a set of paths from a start page to a result page. But thesemaps rely on onseutive state transitions and �xed interations between them. In [16℄ the user ations froma spei�ed start page over possibly multiple intermediate pages to an end page are reorded in a navigationmap. The ations that link two adjaent pages are strongly onneted as well. A sophistiated Deep Webnavigation strategy based on the branhed navigation model is proposed in [6℄. The navigation is represented asa sequene of pages, with envisioned future support for standard proess-�ow languages suh as WS-BPEL [4℄.In [21℄ a navigation sequene was spei�ed in NESQL [20℄. The NESQL expression ontains metadata aboutation elements, for instane, their spei�ed names and types. Eah expression will be interpreted based onthese element properties. By storing historial information from previous aesses of a Deep Web resoure andutilizing browser pools, their system tries to reuse the urrent state of a browser. [24℄ desribe a system alledWebVCR, whih is able to reord and replay a series of browser steps as a smart bookmark, but they do notonsider optional intermediate pages.Our framework is not dependent on a rigid sequene of intermediate pages, beause for eah new page allkeyword patterns are heked and therefore the previous state of the system is not important for our page-oriented navigation model. Besides, we do not need a omplex navigation algebra or alulus for the navigationproess beause we just save the above desribed navigation model for eah intermediate page. For instane,the framework proposed by [10℄ relies on a subset of serial-Horn Transation F-Logi [17℄. As disussed inSetion 3.4, the saved ation sequenes are just maro proedures, whih are interpreted by our JavaSriptmaro engine.7. Future Work. At the moment we only perform a hard string math between user inputs and theoptions in a dropdown menu. If the strings do not math exatly an error is returned. At the moment weare investigating approximate string mathing tehniques [9℄ to alleviate this problem to some extent. Analternative would be to use semanti similarity metris, suh as proposed in [27℄, whih would also be able toapture the similarity between the two ar ompanies Toyota and Lexus (a division of Toyota). The work by[26℄ tries to automate the extration of query apabilities, suh as labeling form input elements and �nding legalranges of input values. This ould be interesting to ombine with our approah to suggest tags to the user, orto try to math the labels on the Web form with the tags in the user voabulary and thus easing the labelingof the Web forms.Our experiments suggest that the determination of a suitable keyword is ruial for the suessful identi-�ation of an intermediate page, and that for some ases it might be better to skip the o�ine generation ofthe start URL. Currently, we are extending our researh prototype to aept a list of keywords and work onan algorithm to automatially suggest meaningful and disriminatory keywords. Ultimately, we are interestedin generalizing the onept of immediate page identi�ation to more elaborate tehniques, suh as the visualappearane of the Web page.8. Conlusion. In this paper we presented DNavigator, a framework for aessing result pages of DeepWeb sites, whih ontributions are twofold: �rst, a frontend analysis has been desribed, whih needs only to
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Salable Computing: Pratie and ExperieneVolume 9, Number 4, pp. 293�301. http://www.spe.org ISSN 1895-1767© 2008 SCPEDERIVING A LIGHTWEIGHT CORPORATE ONTOLOGY FORM A FOLKSONOMY:A METHODOLOGY AND ITS POSSIBLE APPLICATIONSCÉLINE VAN DAMME∗, TANGUY COENEN†, AND EDDY VANDIJCK∗Abstrat. Companies use ompany-spei� terminology that may di�er from the terminology used in existing orporateontologies (e.g. Tove) and therefore need their own ontology. However, the urrent ontology engineering tehniques are time-onsuming and there exists a oneptual mismath among developers and users. In ontrast, folksonomies or the �at bottom-uptaxonomies onstituted by web users' tags are rapidly reated. In this paper, (1) we present an approah that ost-e�iently derivesa lightweight orporate ontology from a orporate folksonomy, (2) by means of a folksonomy dataset from a European ompany,we provide preliminary evidene that our suggested approah re�ets the ompany-spei� terminology, (3) we detet a numberof possible appliations for the ompany when implementing the presented methodology on a orporate folksonomy and (4) as anadditional evaluation, we asked the ompany to brie�y evaluate the results and possible appliations.Key words: ontology, folksonomy, ompany, appliations1. Introdution. It has been stated, e.g. in [24, 6℄ that ontologies improve the ommuniation amonghumans or mahines sine they provide a shared understanding of a domain. This makes that ontologies arevery useful for ompanies. For instane they an help to improve the ommuniation between employees.At this moment, there exist several orporate ontologies, for instane Tove [7℄ and Enterprise ontology [26℄.These ontologies desribe general onepts and relations related to enterprise and proess modeling. We believethese kinds of ontologies may not be useful for every enterprise sine ompanies have a orporate-spei�terminology and onsequently have their own onepts. In our opinion, an enterprise may need its own orporateontology.Building ontologies with the urrent ontology engineering tehniques have disadvantages. First of all, it isa very time-onsuming proess [2℄ and seondly the atual users are not involved in the developing proess. Asa onsequene there exists a oneptual mismath between the developers and the atual users' voabulary [11℄.These disadvantages are not present in the relatively new ategorization method alled tagging and itsresulting folksonomy. Following the Web2.0 paradigm, a growing number of websites inorporate a tag-ging/folksonomy mehanism. They allow users to refer to resoures (bookmarks, pitures or sholarly publia-tions) on the web with freely seleted keywords or tags. The users are not restrited to a ontrolled voabularyprodued by a group of experts. Users an enter any words that enter their mind. This makes them ativepartiipators in reating new tags. Aggregating this user reated meta data leads to a �at, bottom-up taxonomy,also known as a folksonomy.Despite the strengths, tagging has its weaknesses: no oneptual meaning or hierarhial relations are addedto the tags. As a onsequene, tags have no synonyms or homonyms. Furthermore, speialized as well as generaltags an be used to annotate the same resoure [9, 10℄. These weaknesses an be solved by (1)giving the userstools that enable them to add more information to their tags (e.g. luster tags as on Deliious) [10℄ and/or (2)trying to generate more information on the tags by employing text mining, statistial tehniques and askingadditional feedbak from the ommunity [4℄.The last few years, we observe a growing attention of the semanti web ommunity for tagging and itsresulting folksonomies. At the one hand, we observe researhers that try to enrih the �at ambiguous tagswith existing online resoures (e.g. Google, Wordnet, existing ontologies) [22℄ and on the other hand, there areresearhers that onsider this user reated meta data as a valuable soure to develop ontologies [4℄.In this paper, we argue that ost-e�iently deriving a lightweight ontology from a folksonomy is also ap-pliable to a orporate folksonomy. We regard a lightweight ontology as the simplest form of an ontology: anontology where only one relation is inluded or a taxonomy as desribed by [25℄. We propose a 6-step approahwhih inludes several tehniques suh as the Levenshtein metri, o-ourrene, onditional probability, tran-sitive redution and visualization. Although, some suggestions have already been made on how a orporateontology an be built from a orporate folksonomy [3℄, no researh results have been published so far. We im-plemented our approah on a orporate folksonomy of a large European distribution ompany in whih Duthand Frenh are the two o�ial ompany languages. We obtained the simplest form of an ontology, a lightweight
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294 C. van Damme, T. Coenen and Eddy Vandijkontology, and visualized it with the open soure tool Graphviz (http://www.graphviz.org/). By means of thegenerated lightweight ontology, we were able to detet other possible appliations than the one to improve theommuniation among the employees in the ompany. As an additional evaluation, we asked the ompany toevaluate the results and its appliations.The paper is strutured as follows: we provide an overview of related work in setion 2. In setion 3, wedisuss all the tehniques of the methodology and explain how they an be integrated in our 6-step approah.In setion 4, we elaborate on the orporate folksonomy dataset disuss the general results of applying ourapproah to the dataset. We desribe possible appliations of the approah for the ompany in setion 5.Setion 6 disusses our �ndings and presents future researh. A onlusion is provided in setion 7.2. Related Work. At the time of writing, few papers have been written on disussing the use of folk-sonomies in a ompany. The authors in [17℄ present a soial bookmarking tool, alled Dogear, that lets employeestag their bookmarks from the orporate intranet and the World Wide Web. The advantages of ollaborativetagging in the enterprise are disussed in [12℄. The authors suggest that tagging an be used as an expert loa-tion tool that failitates the proess of organizing meetings with experts in the ompany. Tags are a re�etionof people's interest and/or knowledge and an as a onsequene be seen as a tool to detet experts and theirdomain of expertise.However, the authors in [17, 12℄ do not explain how to make the tags less ambiguous nor turning theminto an ontology. This is disussed in [3℄. The authors propose to derive a CRM or Customer RelationshipManagement ontology from a orporate folksonomy. They suggest an integrated visual approah that integratestext mining tehniques, tags and user feedbak. Eah time the employee adds a message or note to the CRMsystem, tags are required. At the same time, automati keywords are deteted based on the tf-idf sore. Thetf-idf sore is alulated by multiplying the word's doument frequeny by the logarithm of its inverse doumentfrequeny in the set of relevant ompany douments. The higher the sore, the more desriptive the keywordsare [20℄. In a �rst phase the user has to indiate whether there exists a relationship between the tags and thekeywords with the highest tf-idf sore. The relationship has to be spei�ed in a seond phase. In this approah,the human e�ort as well as the implementation time is very high. We also have to point out that the proposedapproah still has not been tested.Literature on folksonomies enrihment or turning folksonomies into ontologies is urrently more ommon inthe domain of the World Wide Web. In [21℄ tags of the photo-sharing site Flikr (http://www.Flikr.om/)were used in an experiment to indue a taxonomy, the simplest form of an ontology [25℄. The approah of [21℄is based on statistial natural language proessing tehniques where a subsumption or hierarhial relation wasdeduted. The authors of [22, 4℄ both suggest to inlude di�erent tehniques as well as the wealth of existingonline web resoures suh as Wordnet, Wikipedia, Google, online ditionaries and existing ontologies. Theauthors in [22℄ present an approah to enrih tags with semantis to make it possible to integrate folksonomiesand the semanti web. The authors use online lexial resoures (e.g. Wordnet, Wikipedia, Google) and ontologiesto map tags into onepts, properties or instanes and determine the relations between mapped tags. However,the resoures are tapped in one way (e.g. Wikipedia is used as spelling heker for tags) and the ommunity isnot involved to on�rm the semantis obtained from existing ontologies and resoures. Consequently, tags thatre�et new onepts, relations or instanes or new relations between tags are negleted. On the ontrary, theopposite is suggested in [4℄: ontologies are derived from folksonomies. Online lexial resoures are suggestedto be exploited in several ways. For instane Wikipedia is suggested as a spelling heker as well as a tool for�nding onepts and homonyms. Furthermore, the authors suggest involving the ommunity.However, a orporate folksonomy di�ers from a folksonomy reated on the World Wide Web. The users,their underlying motivations and the environment an be di�erent. In ase of a orporate folksonomy the user oremployee is known and will not always tag voluntarily. An employee may be enfored to tag or may be given aninentive by the ompany. As a onsequene, the amount of additional feedbak asked from the users to reatea lightweight ontology should be redued. Labor osts are very high and therefore the number of employeesinvolved with the feedbak proess should be minimized. In ontrast to web ommunities it is far easier to askthe ooperation of the ommunity: ommunity members have a di�erent mindset than employees and are morewilling to partiipate in additional proesses. However, in most ases they are anonymous. Company-spei�terminology is mostly used in a losed ompany environment whih makes it hard to inlude web resoures inthe ontology onstrution proess. The terminology may ontain terms whih have a spei� meaning for onlya small group of employees.



Deriving a Lightweight Corporate Ontology From a Folksonomy 2953. Methodology. In this setion, we �rst desribe the di�erent tehniques we implement in the 6-stepmethodology, motivate why we do not inlude other tehniques or online resoures yet, and then elaborate onhow we integrate the seleted tehniques as a whole.3.1. Overview of tehniques.3.1.1. Levenshtein metri. The Levenshtein metri is a text similarity metri whih alulates thedistane between two words. More spei�ally, it ounts how many letters have to be replaed, deleted orinserted to transform one word into the other [13℄. It is a valuable tehnique to verify the similarities of twotags. In order to alulate the distane, �rst all possible tag pairs have to be made. In [22℄ a threshold value of0.83 is used to indiate that two tags are similar. Yet tests showed us that a threshold value of 0.83 exludeda number of similar tags. For instane, the Duth nouns �ets and �etsen or biyle and biyles in English,express the same thing but do not agree in number. Both tags are the same and their Levenshtein similarity islower than 0.83. We believe this tehnique should be employed at a lower threshold value, we suggest 0.65, andinlude human feedbak. A representative employee that is very well aware of all the terminology used in theompany an be asked to on�rm or rejet the similarity.As a tag leaning method, we prefer this one to the one often suggested in literature, stemming. A stemmingalgorithm redues tags to their stems or roots. The algorithm removes su�xes and hereby e.g. redues the wordslinked and links to link [19℄. The algorithm inludes rules that are language dependent. Company-spei�language an be lost beause of the stemming algorithm. These words an di�er from the general spelling rulesor they an be abbreviations. Some languages, suh as Duth, inorporate English words in the voabularywithout adjustments to the Duth language.When stemming algorithms are used, there should be a way to determine the language of the tags andwhether it involves orporate-spei� language.3.1.2. Co-ourrene. Luhn [14℄ stated that the frequeny of words in a text an be used as a tehniqueto detet relevant keywords for a doument. Later, researhers in the domain of omputational linguistis havestarted to use the statistial tehnique o-ourrene, the ourrene of two words used together in a text,to luster terms [18℄. [15℄ used a methodology based on o-ourrene to selet the keywords for a doumentwithout a orpus or set of related douments. The o-ourrene tehnique is also proposed in the literatureon folksonomies [21, 22℄. For eah tagged resoure all the tag pairs are determined. The tie strength between atag pair is inreased eah time two tags are used together.It is interesting to know whih tags are often used together to have already an idea whih terms are oftenused together.3.1.3. Conditional Probability. A rule based on the onditional probability de�nition was proposed in[16, 21℄. More spei�ally, the rule tries to �nd out whether one of the tags in the pair an be de�ned as broaderand the other one as narrower term. By applying the de�nition of the onditional frequeny, the onditionalprobability is alulated by dividing the o-ourrene of the tag pair by the frequeny of the individual tags.Results vary between 0 and 1. The higher the result, the more the term is used in ombination with the otherterm and onsequently the more depended it is of the other term. When the di�erene between the two resultsexeeds a ertain threshold value, in [21℄ the threshold value is set to 0.8, a subsumption relationship is found.Finding an appropriate threshold value should be determined based on trial and error testing.3.1.4. Transitive Redution. In [21℄ the authors remove the roots that are logially above the parentnodes. However, we believe transitive redution, a tehnique from graph theory, is far more interesting. Tran-sitive redution redues the edges of a graph G to a graph G' by keeping all the paths that exist between thenodes in Graph G [1℄. The edges are onsequently removed beause of the implied transitivity.3.1.5. Visualization Tehniques. The use of visualization is proposed in [3℄ to lower the barriers topartiipate in naming the relations between onepts. In literature, several approahes for visualizing tags andlightweight ontologies are desribed. In [27℄ CropCirles are suggested to help people understand the omplexityof a lass hierarhy. We hypothesize that visualizing the lightweight orporate ontology may failitate thevalidation proess of the approah.3.2. Other Tehniques and online resoures. Of ourse, a lot of other tehniques (e.g. lusteringtehniques) or online resoures ould be interesting to extend the ontology with more relationships.



296 C. van Damme, T. Coenen and Eddy VandijkIn [22, 4℄ the use of online resoures suh as Google, Wikipedia, online ditionaries is suggested as additionalmean. The resoures are regarded as spelling hekers and as a mean for retrieving onepts. The ompany-spei� terminology makes it hard to use some of the soures on the internet. For instane, a ompany had agara tag, used as the abbreviation of the Duth word garage. When using gara as a searh term for Google, wedid not �nd any link referring to the orret meaning of the term. On Wikipedia, we found a page desribing theterm, but the onept or desription attributed to it was inorret. On Wikipedia, gara is a Basque word and thename of a Spanish newspaper. This auses problems. We have to know whether the tag belongs to the spei�terminology of the ompany or not. In order to �nd this out, human feedbak is neessary. However, askingemployees to verify the word's bakground an quikly beome too time-onsuming. Therefore, we deided notto inlude any web resoures yet.3.3. 6-Steps Approah . Based on the tehniques disussed in previous setion, we explain how theyan be integrated into our 6-step approah to derive a orporate ontology form a orporate folksonomy.3.3.1. Step 1: Seletion of the Tags. First, we remove all the Duth stop words (Based on the listavailable at http://snowball.tartarus.org/algorithms/duth/stop.txt) and �lter the messages with fewerthan 2 tags. We then withdraw the less frequently used tags by ranking the tags in an absolute frequeny.Although in the domain of automati indexing upper as well as lower bounds are used to exlude non-signi�antwords, we assume that removing the upper bound tags will remove important ompany-spei� elements forour lightweight ontology [8℄.3.3.2. Step 2: Clean the Tags. Sine folksonomies do not restrit its user to use a ontrolled voabularyor prede�ned keywords, tags are polluted (e.g. plural and singular tags) and need to be leaned up. We use theLevenhstein similarity metri ombined with human feedbak.Based on a trial and error method, we deide to take 0.65 as a threshold value. All the tag pairs that reaha Levenhstein similarity of 0.65 will be presented and when two keywords are similar, the user has to hek theorresponding hek button, as visualized in �gure one.Then, the tag with the lowest frequeny will be replaed with the one with the highest frequeny. We optfor this rule sine we believe that the tag with the highest frequeny determines how the word should be writtenby the wisdom of the rowds in the ompany [23℄.In �gure 3.1, there are 4 tag pairs heked as similar. The tags with the highest frequeny are always onthe left. In the ase of the tag pair (winkel winkels) or (shop shops) translated into English, the tag winkels willbe replaed with winkel in the database. Whereas the tag pair (artikel1234 artikel1235 ) will not be adjusted.Latter tag pair ontains dissimilar tags beause they express di�erent artile numbers.After the adjustment, we reselet the tags following the same proedure as desribed in the �rst step.3.3.3. Step 3: Co-ourrene. For eah message we make all the tag pairs. Then, we ount the frequenyof eah unique tag pair. The more two tags are used together, the higher this frequeny or o-ourrene value.Again, we deide to inlude only the ones with the highest frequeny to �nd the most frequent relations.3.3.4. Step 4: Finding Broader/Narrower Relations. We want to derive the simplest form of anontology and therefore need to �nd the broader/narrower relations between the terms, for instane the relationbetween animal and dog. We apply the onditional probability funtion as desribed in previous setion.Therefore, we divide the o-ourrene of the tag pair by the frequeny of the tag itself. We did some manualtests deiding on 0.70 as the most appropriate threshold value. The higher the threshold value, the broader andthe less deep the resulting ontology will be. For instane, when the tag pair animal dog ours a 100 times andthe frequeny of both tags is respetively 500 and 120, we obtain the following results: animal = 0.2 and dog= 0.83. The tag dog exeeds the threshold value of 0.70 and therefore the relation between animal-dog an beonsidered as a broader narrower relationship.3.3.5. Step 5 & 6: Transitive Redution and Visualization. First, we apply the transitive redutionand then we visualize the remaining relations through Graphviz.4. Dataset. In this setion, we present the orporate folksonomy dataset and explain the results of applyingour approah to this dataset.
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Fig. 3.1. Asking human feedbak based on the Levenshtein metri4.1. Desription orporate folksonomy. We have implemented our approah in a large Europeandistribution ompany with headquarters in Belgium in whih Duth and Frenh are the two o�ial ompanylanguages. The ompany employs more than 15.000 people aross Europe.Tagging has been used on all their ommuniation messages for more than 20 years. Messages suh as lettersand faxes that are not sent eletronially are manually sanned, tagged and arhived into an information system.Tags replae the subjet line of the message. Tagging is ompletely integrated in the orporate ulture. Themessages an be reated manually, automatially and semi-automatially. The automati and semi-automatimessages have default tags. In ase of semi-automati messages, the author has to add omplementary tags.Manually reated messages require user reated tags.Initially, tags were introdued to solve the information retrieval problem sine full text searh engines werenot available at the time. Tagging has remained part of the ommuniation messaging system. However, theambiguity of the �at tags and the information overload obstruts the searh proess. The ompany introduedsome tag rules suh as a minimum number of tags, no stop words, no plurals and no onjugated verbs, but onlya minority of the employees in the ompany obeys all these rules.Even though the tagging system at this ompany is somewhat di�erent from urrent web-based taggingpraties, the 20-years worth of tagged messages represented a real opportunity to test out the approah in areal-life ase. Suh ases are rare, as not many organizations have adopted tagging in a way whih allows theanalysis of a large body of tags. Tagging is so widely adopted and part of the orporate ulture we believe thetags an be made to represent a non-toy lightweight ontology.4.2. Tag datasets. In 2006, more than 8.000.000 messages were reated and roughly 60.000.000 tags intotal were used. 91% of the messages are reated by Duth speaking employees.Due to the large size of the dataset and limited omputer power, we deided to make a seletion of the tags.We foused our analysis on the tags added to Duth messages. More spei�ally, we analyzed 2 di�erent messagetypes individually: quik internal messages and notes sine these are often used message types in the ompany.



298 C. van Damme, T. Coenen and Eddy VandijkAs we disuss in the following paragraphs, we split the dataset into two sets and applied the 6-steps approahto tags annotated to quik internal and notes message types from both datasets.4.2.1. Tag dataset 1: tags from automati, semi-automati and manual messages. At the be-ginning, we were not able to make a distintion between tags from automati, semi-automati and manualmessages sine a unique �eld to �lter out the manual ones is not stored by the ompany. Therefore, the �rsttag dataset onsisted of tags from the automati, semi-automati and manual messages.Some information systems in the ompany an send automati messages to the employees to inform them onertain issues, for instane an employee on�rms to be present at a ertain meeting and the system automatiallysends a message to the person who organized the meeting. Tags are automatially generated and added to themessage. In the ase of semi-automati messages, a message is based on an existing template inluding a listof tags that have to be extended. Whereas in the ase of manual messages, the message as well as the tags aremanually reated.We applied the approah to this dataset and after tag leansing, we seleted a group of tags (approximately150) with a very high frequeny (between 5000 and 147.000) to grasp the meaning and interrelations of thesefrequently used tags. We did the same for the seletion of tag pairs.In �gure 4.1, a part of the obtained lightweight ontology of the quik internal messages is visualized. Werenamed the top level node �name_of_shop� to guarantee the anonymity of the ompany.

Fig. 4.1. Partial results obtained from analyzing the quik internal messages from dataset 14.2.2. Tag dataset 2: tags from manual messages. After presenting and disussing former results atthe ompany, we realized it would be interesting to �lter out the manual reated tags. Apparently, many mes-sages are automatially reated and therefore partially in�uene the results reeived through previous dataset.Based on the additional information given by the ompany, we were able to write a small sript that allowsus to make a distintion between the di�erent kinds of messages. In total there are around 7.340.000 Duthmessages reated in 2006. 72% of them are automatially reated, 23% manually and 5% semi-automatially.The same steps of the approah were applied to this dataset. Again, we seleted a set of tags whih have afrequeny of more than 1.000, and employed the same threshold values as desribed in the approah. Finally,we reeived the result displayed in �gure 4.2.4.3. Disussion of Results. When visually omparing the output of the two message types, we notiethat the 2 generated lightweight ontologies ontain di�erent terms. This means that the tag usage between thetwo message types di�ers. Consequently, we will need to �nd a way to map the di�erent partial results into aomplete ontology.We notie that we have aptured other relations than merely broader/narrower or a kind of relations. Forinstane the relation between the tags name of shop and baby, an not really be onsidered as a kind of relation



Deriving a Lightweight Corporate Ontology From a Folksonomy 299

Fig. 4.2. Partial results obtained from the message type �Notes� from the seond datasetbut more like a is related to relation. It provides more information regarding a stok item of the shop. Therefore,it would be interesting to �nd a way to apture these di�erent kinds of relations and also hek whether we maystill apply transitive redution.We also observed that the graphs, as in �gure 3.1, inlude some tags orresponding to the Frenh languagesuh as artile, bebe, magasin, piee, rehange. When having a loser look at the data set, we notied that thereare some bilingual messages with bilingual tags. The tags an not be diretly �ltered from the database sinethere is no unique identi�er. Looking at the results, we observed a pattern: the same tag relation exists betweenthe Duth and Frenh tag pair e.g. in �gure 3.1 (artikel, baby) and (artile, bebe). We also observed this in theother results whih are not visually inluded in this paper.Tests with the Levenhstein metri, revealed that we an eliminate some Frenh tags due to the losesimilarity among both languages e.g. fatuur in Duth and fature in Frenh. In this way, the Levenshteinmetri an redue the pollution by Frenh tags.By applying our approah to these tags, we have redued their tag's weaknesses as desribed in the �rstsetion. We now know with whih other terms tags are mostly used together, for instane the tag fout is oftenused together with the tag name_of_shop. Pollution suh as singular and plural tags is �ltered out.Sine some parts of the obtained lightweight ontology are logially interpretable, we brie�y veri�ed theresults by presenting them to the IT-diretor and the ommuniation system's analyst of the ompany. Theyveri�ed the results by looking at the visualizations and heking the tags in the ommuniation system messagingsystem. They both on�rmed that it re�ets the ompany's terminology. Therefore, we onluded that theapproah would be valuable to improve the ommuniation among the employees. It visualizes how terms areoften used together. When applying the approah on the tag dataset of every department, we should be ableto ompare the terminology of the di�erent departments.5. Possible Appliations. Ontologies an be used to improve the ommuniation in the ompany asmotivated by [24, 6℄. However, we believe that the methodology whih we presented in this paper an be usedfor other appliations than merely improving the ommuniation among the employees in the ompany. Thefat that the methodology is based (1) on the analysis of meta data or tags generated by the employees inthe ompany and (2) the tagging proess of the ompany under study is ompletely integrated with the atualbusiness proesses, generates a broad overview on the ativities taken plae over a ertain time period.As we will explain in the next paragraphs, we believe the visualization obtained from the approah ouldbe used as a deision tool for management, follow-up tool for new terminology and as a tool for the reation ofnew teams.5.1. Deision Management Tool. We believe that our methodology of building a visual lightweightorporate ontology from a folksonomy an be onsidered as a kind of business intelligene tool. Businessintelligene aims at disovering interesting information based on analyzing the existing data in the ompany inorder to improve the deision making proess and generate a ompetitive advantage [5℄.By observing �gure 1, we notied two remarkable relations. On the one hand, we saw that there exists alink between the name of shop (we renamed this tag to guarantee the anonymity of the ompany) and the tagfout or mistake in English. On the other hand, we found a relationship between the name of shop and the



300 C. van Damme, T. Coenen and Eddy Vandijktags Tongerl and Fil3965. The tag Tongerl is used as the abbreviation for a Belgian ity and Fil3965 is theID of one of the shops. The �rst mentioned relationship ould be a signal that something is wrong and thatthe relationship between these tags should be further investigated. The latter one ould indiate that the shopFil3965 has high sales revenue or high ustomer's omplaints. By taking the time fator into aount, theseresults ould be ompared over di�erent time periods. Therefore, the approah presented in this paper mightbe an interesting tool for high-level managers in the ompany. High-level managers are more foused on higherlevel ompany's issues suh as orporate strategy and are not always aware of all the things that are going on inthe ompany. The visualization of the lightweight ontology obtained through our approah ould support themin their daily work and help them in deision making. Therefore, we regard it as a kind of tool for deisionmaking or a sort of add-on for an existing business intelligene tool.5.2. Follow-up Tool for new Terminology. The proposed approah ould be valuable as a follow-uptool for new orporate terminology. It reveals how new terms are utilized and interpreted. In the ase ofompany aquisition, suh an approah ould be very interesting. When a ompany gets aquired by anotherompany, the aquired ompany will have to apply new terminology to improve the ommuniation proessbetween both of them. Again, the time fator an be inluded in the proess to evaluate and ompare theresults.5.3. Creating Teams. When new teams have to be set up, the approah might be helpful to hoose themost appropriate employees. This visualization shows how tags are ombined with other ones. By seleting allthe terms that are related to a ertain word, the orresponding employees ould be seleted for the reation of anew team. Of ourse, soial networking tehniques [16℄ whih an be used to luster employees based on sharedtags, an be used as an additional tehnique to �nd employees.6. Disussion and Future Researh. Next to brie�y validating the approah by presenting the results tothe IT-diretor and ommuniation system's analyst of the ompany, we also disussed the possible appliationsof the approah. In their opinion, the �rst and third appliation bene�t would be most interesting to theirompany. They even suggested a visual searh tool as an additional appliation. Suh as tool ould be anextension of the suggested management tool. When the manager �nds an interesting hierarhial relation orluster, he should be able to lik on it to retrieve the orresponding messages.We plan to expand our tests to other message types to verify the appliations whih we dedued from oururrent results. In addition, we should set up fous groups with employees of the ompany where the results andthe possible appliations an be extensively disussed. The approah should be further extended and inludemore tehniques and algorithms suh as lustering tehniques. In this way, more relations might be inluded inthe ontology.A threshold value that determines the minimal optimal frequeny of a ertain tag to be taken into aountwhen applying our methodology should also be found.When taking tags into aount for business intelligene appliations, the quality of the tags, beomes animportant issue. Tagging does not restrit its users to use a prede�ned ontrolled voabulary, they are free touse whatever tags or keywords they like. Sine no ontrol mehanism is inluded, there is no ertitude regardingthe quality of the tags. Therefore, metris to automatially detet high quality tags beomes a real neessity.Further, we will try to �nd a method to map the ontologies obtained by applying the approah to di�erentmessage types. However, we believe a ost-bene�t analysis should also be built-in in the approah to evaluatewhether a more extended version of the ontology will generate the neessarily return on investment. Currently,the approah minimizes the human input and in this way a lightweight-ontology is ost-e�iently derived fromthe orporate folksonomy.7. Conlusion. Companies need a orporate ontology beause it an improve the ommuniation amongthe employees. Sine urrent ontology engineering tehniques have some disadvantages, we proposed a newontology engineering tehnique based on orporate folksonomies. It is a 6-step approah to turn a orporatefolksonomy into a lightweight orporate ontology. By means of a orporate folksonomy, we applied our approahto an existing orporate folksonomy dataset. Based on a �rst small validation we onluded that the obtainedlightweight ontology re�ets the ompany's terminology and might help to improve the ommuniation amongthe employees. We also dedued a number of possible appliations for a ompany: deision tool for management,follow-up tool for new terminology and as a tool for the reation of new teams.
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Salable Computing: Pratie and ExperieneVolume 9, Number 4, pp. 303�314. http://www.spe.org ISSN 1895-1767© 2008 SCPEFUZZY CONSTRAINT-BASED SCHEMA MATCHING FORMULATIONALSAYED ALGERGAWY, EIKE SCHALLEHN, AND GUNTER SAAKE∗Abstrat. The deep Web has many hallenges to be solved. Among them is shema mathing. In this paper, we builda oneptual onnetion between the shema mathing problem SMP and the fuzzy onstraint optimization problem FCOP. Inpartiular, we propose the use of the fuzzy onstraint optimization problem as a framework to model and formalize the shemamathing problem. By formalizing the SMP as a FCOP, we gain many bene�ts. First, we ould express it as a ombinatorialoptimization problem with a set of soft onstraints whih are able to ope with unertainty in shema mathing. Seond, theatual algorithm solution beomes independent of the onrete graph model, allowing us to hange the model without a�eting thealgorithm by introduing a new level of abstration. Moreover, we ould disover omplex mathes easily. Finally, we ould makea trade-o� between shema mathing performane aspets.Key words: shema mathing, onstraint programming, fuzzy onstraints, objetive funtion1. Introdution. The deep Web (also known as Deepnet or the hidden Web) refers to the World WideWeb ontent that is not a part of the surfae Web. It is estimated that the deep Web is several orders ofmagnitude larger than the surfae Web [4℄. As the number of deep Web soures has been inreasing as thee�orts needed to enable users to explore and integrate these soures beome essential. As a result softwaresystems have been developed to open the deep Web to users. Shema mathing is the ore task of these systems.Shema mathing is the task of identifying semanti orrespondenes among elements of two or moreshemas. It plays a entral role in many data appliation senarios [22, 17℄: in data integration, to identifyand haraterize inter-shema relationships between multiple (heterogeneous) shemas; in data warehousing,to map data soures to a warehouse shema; in E-business, to help to map messages between di�erent XMLformats; in the Semanti Web, to establish semanti orrespondenes between onepts of di�erent web sitesontologies; and in data migration, to migrate legay data from multiple soures into a new one [10℄.Due to the omplexity of shema mathing, it was mostly performed manually by a human expert. However,manual reoniliation tends to be a slow and ine�ient proess espeially in large-sale and dynami environ-ments. Therefore, the need for automati shema mathing has beome essential. Consequently, many shemamathing systems have been developed for automating the proess, suh as Cupid [17℄, COMA/COMA++ [6, 1℄,LSD [8℄, Similarity Flooding [20℄, OntoBuilder [13℄, QOM [12℄, BTreeMath [11℄, S-Math [14℄, and Spiy [3℄.Manual semanti mathing overomes mismathes whih exist in element names and also di�erentiates betweendi�erenes of domains. Hene, we ould assume that manual mathing is a perfet proess. On the other hand,automati mathing may arry with it a degree of unertainty, as it is based on syntati, rather than semanti,means. Furthermore, reently, there has been renewed interest in building database systems that handle un-ertain data in a prinipled way [9℄. Hene a short rant about the relationship between databases that manageunertainty and data integration systems appears. Therefore, we should surf for a suitable model whih is ableto meet the above requirements.A �rst step in disovering an e�etive and e�ient way to solve any di�ult problem suh as shemamathing is to onstrut a omplete problem spei�ation. A suitable and preise de�nition of shema mathingis essential for investigating approahes to solve it. Shema mathing has been extensively researhed, andmany mathing systems have been developed. Some of these systems are rule-based [6, 17, 20℄ and others arelearning-based [16, 7, 8℄. However, formal spei�ations of problems being solved by these systems do not exist,or are partial. Little work is done towards shema mathing problem formulation e.g. in [25, 23℄.In the rule-based approahes, a graph is used to desribe the state of a modeled system at a given time,and graph rules are used to desribe the operations on the system's state. As a onsequene in pratie,using graph rules has a worst ase omplexity whih is exponential to the size of the graph. Of ourse, analgorithm of exponential time omplexity is unaeptable for serious system implementation. In general, toahieve aeptable performane it is inevitable to onsequently exploit the speial properties of both shemasto be mathed. Beside that, there is a striking ommonality in all rule-based approahes; they are all based onbaktraking paradigms. Knowing that the overwhelming majority of theoretial as well as empirial studieson the optimization of baktraking algorithms is based on the ontext of onstraint problem (CP), it is near
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304 A. Algergawy, E. Shallehn and G. Saaketo hand to open this knowledge base for shema mathing algorithms by reformulating the shema mathingproblem as a CP [24, 18, 5℄.To summarize, we are in a need to a framework whih is able to fae the following hallenges:1. formalizing the shema mathing problem: Although many mathing systems have been developed tosolve the shema mathing problem, but no omplete work to address the formulation problem. Shemamathing researh mostly fouses on how well shema mathing systems reognize orrespondenes. Onthe other hand, not enough researh has been done on formal basis of the shema mathing problem.2. trading-o� between shema mathing performane aspets : The performane of a shema mathingsystem omprises two equally important fators; namelymathing e�etiveness andmathing e�ieny.The e�etiveness is onerned with the auray and the orretness of the math result while thee�ieny is onerned with the system resoures suh as the response time of the math system. Reentshema mathing systems report onsiderable e�etiveness [6℄, however, the e�ieny aspets remain amissing area and represent an open hallenge for the shema mathing ommunity. Improving shemamathing e�ieny results in dereasing mathing e�etiveness, so a trade-o� between the two aspetsshould be onsidered.3. dealing with unertainty of shema mathing: Shema mathing systems should be able to handleunertainty arises during the mathing proess from di�erent soures. Reently, there has been renewedinterest in building database systems that handle unertain data and its lineage in a prinipled way, soa short rant about the relationship between databases that manage unertainty and lineage and dataintegration systems appears. In addition to, in order to fully automate the mathing proess, we makeuse of extrator tools whih extrat di�erent data models and represent them as a ommon model. Theextration proess brings errors and unertainties to the mathing proessIn this paper, we build a oneptual onnetion between the shema mathing problem (SMP) and the fuzzyonstraint optimization problem (FCOP). On one hand, we onsider shema mathing as a new appliation offuzzy onstraints; on the other hand, we propose the use of the fuzzy onstraint satisfation problem as a newapproah for shema mathing. In partiular, in this paper, we propose the use of the FCOP to formulate theSMP. However, our approah should be generi, i. e. have the ability to ope with di�erent data models and beused for di�erent appliation domains. Therefore, we �rst transform shemas to be mathed into a ommon datamodel alled rooted labeled graphs. Then we reformulate the graph mathing problem as a onstraint problem.There are many bene�ts behind this formulation. First, we gain diret aess to the rih researh �ndings in theCP area; instead of inventing new algorithms for graph mathing from srath. Seond, the atual algorithmsolution beomes independent of the onrete graph model, allowing us to hange the model without a�etingthe algorithm by introduing a new level of abstration. Third, formalizing the SMP as a FCOP failitateshandling unertainty in the shema mathing proess. Finally, we ould simply deal with simple and omplexmappings.The paper is organized as follows: Setion 2 introdues neessary preliminaries. Our framework to unifyshema mathing is presented in Setion 3 in order to illustrate the sope of this paper. Setion 4 shows howto formulate the shema mathing problem as a onstraint problem. Setion 5 desribes the related work. Theonluding remarks and ongoing future work are presented in Setion 6.2. Preliminaries. This paper is based mainly on two existing bodies of researh, namely graph theory [2℄and onstraint programming [24, 18, 5℄. To keep this paper self-ontained, we brie�y present in this setion thebasi onepts of them.2.1. Graph Model. A shema is the desription of the struture and the ontent of a model and onsistsof a set of related elements suh as tables, olumns, lasses, or XML elements and attributes. There aremany kinds of data models, suh as relational model, objet-oriented model, ER model, XML shema, et. Byshema struture and shema ontent, we mean its shema-based properties and its instane-based properties,respetively. In this subsetion we present formally rooted (multi-)labeled direted graphs used to representshemas to be mathed as the internal ommon model.A rooted labeled graph is a direted graph suh that nodes and edges are assoiated with labels, and inwhih one node is labeled in a speial way to distinguish it from the graph's other nodes. This speial node isalled the root of the graph. Without loss of generality, we shall assume that every node and edge is assoiatedwith at least one label: if some nodes (resp. edges) have no label, one an add an extra anonymous label thatis assoiated with every node (resp. edge). More formally, we an de�ne the labeled graph as follows:



Fuzzy Constraint-Based Shema Mathing Formulation 305Definition 2.1. A Rooted Labeled Graph G is a 6-tuple G = (NG, EG, LabG, sr, tar, l) where:
• NG = {nroot, n2, . . . , nn} is a �nite set of nodes, eah of them is uniquely identi�ed by an objet identi�er(OID), where nroot is the graph root.
• EG = {(ni, nj)|ni, nj ∈ NG} is a �nite set of edges, eah edge represents the relationship between twonodes.
• LabG ={ LabNG, LabEG } is a �nite set of node labels LabNG , and a �nite set of edge labels LabEG.These labels are strings for desribing the properties (features) of nodes and edges.
• sr and tar: EG 7→ NG are two mappings (soure and target), assigning a soure and a target node toeah edge (i. e. if e = (ni, nj) then src(e) = ni and tar(e) = nj).
• l : NG ∪ EG 7→ LabG is a mapping label assigning a label from the given LabG to eah node and eahedge.
• |NG| = n is the graph size.Now that we have de�ned a onrete graph model, in the following subsetion we present basis of onstraintprogramming.2.2. Constraint Programming. Many problems in omputer siene, most notably in Arti�ial Intelli-gene, an be interpreted as speial ases of onstraint problems. Semanti shema mathing is also an intel-ligene proess whih aims at mimiking the behavior of humans in �nding semanti orrespondenes betweenshemas' elements. Therefore, onstraint programming is a suitable sheme to represent the shema mathingproblem.Constraint programming is a generi framework for delarative desription and e�etive solving for large,partiularly ombinatorial, problems. Not only it is based on a strong theoretial foundation but also it isattrating widespread ommerial interest as well, in partiular, in areas of modeling heterogeneous optimizationand satisfation problems. We, here, onentrate only on onstraint satisfation problems (CSPs) and presentde�nitions for CSPs, onstraints, and solutions for the CSPs.Definition 2.2. A Constraint Satisfation Problem P is de�ned by a 3-tuple P=(X,D,C) where,
• X = {x1, x2, . . . , xn} is a �nite set of variables.
• D = {D1, D2, . . . , Dn} is a olletion of �nite domains. Eah domain Di is the set ontaining thepossible values for the orresponding variable xi ∈ X.
• C = {C1, C2, . . . , Cm} is a set of onstraints on the variables of X.Definition 2.3. A Constraint Cs on a set of variables S = {x1, x2, . . . xr} is a pair Cs = (S, Rs), whereRs is a subset on the produt of these variables' domains: Rs ⊆ D1 × · · · × Dr → {0, 1}.The number r of variables a onstraint is de�ned upon is alled arity of the onstraint. The simplest type isthe unary onstraint, whih restrits the value of a single variable. Of speial interest are the onstraints of aritytwo, alled binary onstraints. A onstraint that is de�ned on more than two variables is alled a global onstraint.Solving a CSP is �nding assignments of values from the respetive domains to the variables so that allonstraints are satis�ed.Definition 2.4. (Solution of a CSP) An assignment Λ is a solution of a CSP if it satis�es all the onstraintsof the problem, where the assignment Λ denotes an assignment of eah variable xi with the orresponding value

ai suh that xi ∈ X and ai ∈ Di.Example 1. (Map Coloring) We want to olor the regions of a map, shown in Fig. 2.1, in a way that notwo adjaent regions have the same olor. The atual problem is that only a ertain limited number of olors isavailable. Let's we have four regions and only three olors. We now formulate this problem as CSP = (X, D, C)where:
• X = {x1, x2, x3, x4} represents the four regions,
• D = {D1, D2, D3, D4} represents the domains of the variables suh that D1 = D2 = D3 = D4 =
{red, green, blue}, and

• C = {C(x1,x2), C(x1,x3), C(x1,x4), C(x2,x4), C(x3,x4)} represents the set of onstraints must be satis�edsuh that C(xi,xj) = {(vi, vj) ∈ Di × Dj|vi 6= vj}.As shown in Example 1, there are a number of solutions to the spei�ed CSP. Any one of them is onsidereda solution to the problem. However, in the shema mathing �eld, we do not only searh for any solution butalso the best one. The quality of solution is usually measured by an appliation dependent funtion alled theobjetive funtion. The goal is to �nd suh a solution that satis�es all the onstraints and minimize or maximizethe objetive funtion. Suh problems are referred to as onstraint optimization problems (COP).
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Fig. 2.1. Map oloring exampleDefinition 2.5. A Constraint Optimization Problem Q is de�ned by ouple Q =(P,g) suh that P is aCSP and g : D1 × · · · × Dn → [0, 1] is an objetive funtion that maps eah solution tuple into a value.Example 2. (Traveling Salesman) The traveling salesman problem is to �nd the shortest losed path bywhih ity out of a set of n ities is visited one and only one.While powerful, both CSP and COP present some limitations. In partiular, all onstraints are onsideredmandatory. In many real-world problems, suh as the shema mathing problem, there are onstraints that ouldbe violated in solutions without ausing suh solutions to be unaeptable. If these onstraints are treated asmandatory, this often auses problems to be unsolved. If these onstraints are ignored, solutions of bad qualityare found. This is a motivation to extend the CSP sheme and make use of soft onstraints. A way to irumventinonsistent onstraints problems is to make them fuzzy [15℄. The idea is to assoiate fuzzy values with theelements of the onstraints, and ombine them in a reasonable way.A onstrain, as de�ned before, is usually de�ned as a pair onsisting of a set of variables and a relationon these variables. This de�nition gives us the availability to model di�erent types of unertainty in shemamathing. In [9℄, authors identify di�erent soures for unertainty in data integration. Unertainty in semantimappings between data soures an be modeled by exploiting fuzzy relations while other soures of unertaintyan be modeled by making the variable set a fuzzy set. In this paper, we take the �rst one into aount whilethe other soures are left for our ongoing work.Definition 2.6. (Fuzzy Constraint) A Fuzzy Constraint Cµ on a set of variables S = {x1, x2, . . . , xr}is a pair Cµ = (S, Rµ), where the fuzzy relation Rµ, de�ned by µR :

∏

xi∈var(C) Di 7→ [0, 1] where µR is themembership funtion indiating to what extent a tuple v satis�es Cµ.
• µR(v) = 1 means v totally satis�es Cµ,
• µR(v) = 0 means v totally violates Cµ, while
• 0 < µR(v) < 1 means v partially satis�es Cµ.Definition 2.7. A Fuzzy Constraint Cµ on a set of variables S = {x1, x2, . . . xr} is a pair Cµ = (S, Rµ),where the fuzzy relation Rµ, de�ned by µR :

∏

xi∈var(C) Di → [0, 1] where µR is the membership funtionindiating to what extent a tuple v satis�es Cµ.
• µR(v) = 1 means v totaly satis�es Cµ,
• µR(v) = 0 means v totaly violates Cµ, while
• 0 < µR(v) < 1 means v partially satis�es Cµ.Definition 2.8. A Fuzzy Constraint Optimization Problem Qµ is a 4-tuple Qµ= (X, D, Cµ, g) where Xis a list of variables, D is a list of domains of possible values for the variables, Cµ is a list of fuzzy onstraintseah of them referring to some of the given variables, and g is an objetive funtion to be optimized.In the following setion we shed the light on our shema mathing framework to determine the sope ofshema mathing understanding.3. A uni�ed shema mathing framework. Eah of the existing shema mathing systems deals withthe shema mathing problem from its point of view. As a result the need to a generi framework that uni�esthe solution of this intriate problem independent on the domain of shemas to be mathed and independent onthe model representations beomes essential. To this end, we suggest the following general phases to address theshema mathing problem. Figure 2 shows these phases with the main sope of this paper. The four di�erentphases are:
• importing shemas to be mathed; TransMat Phase,
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Fig. 3.1. Mathing Proess Phases
• identifying elements to be mathed; Pr-mathing Phase,
• applying the mathing algorithms; Mathing Phase, and
• exporting the math result; MapTrans Phase.In the following subsetion we introdue a framework for de�ning di�erent data models and how to transformthem into shema graphs. This part follows the same proedure found in [25℄ to show that di�erent data modelsould be represented by shema graphs.3.1. Shema Graph. Tomake the mathing proess a more generi proess, shemas to be mathed shouldbe represented internally by a ommon representation. This uniform representation redues the omplexity ofthe mathing proess by not having to ope with di�erent representations. By developing suh import tools,shema math implementation an be applied to shemas of any data model suh as SQL, XML, UML, and et.Therefore, the �rst step in our approah is to transform shemas to be mathed into a ommon model in orderto apply mathing algorithms. We make use of rooted labeled graphs as the internal model. We all this phaseTransMat ; Transformation for Mathing proess.In general, to represent shemas and data instanes, starting from the root, the shema is partitioned intorelations and further down into attributes and instanes. In partiular, to represent relational shemas, XMLshemas, et. as rooted labeled graphs, independently of the spei� soure format, we bene�t from the rulesfound in [25, 21℄. These rules are rewritten as follows:
• Every prepared mathing objet in a shema suh as the shema, relations, elements, attributes et.is represented by a node, suh that the shema itself is represented by the root node. Let shema Sonsist of m elements (elem), then

∀ elem ∈ S ∃ ni ∈ NG ∧ S 7→ nroot, s.t. 1 ≤ i ≤ m
• The features of the prepared mathing objet are represented by node labels LabNG. Let features(featS) be the property set of an element (elem), then

∀ feat ∈ featS ∃ Lab ∈ LabNG

• The relationship between two prepared mathing objets is represented by an edge. Let the relationshipsbetween shema elements be (relS), then
∀ rel ∈ relS ∃ e(ni, nj) ∈ EG s. t. src(e) = ni ∈ NG ∧ tar(e) = nj ∈ NG

• The properties of the relationship between prepared objets are represented by edge labels LabEG. Letfeatures rfeatS be the property set of a relationship rel, then,
∀ rfeat ∈ rfeatS ∃ Lab ∈ LabEG
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(a) Two relational shemas (b) Shema graphsFig. 3.2. Two Relational Shemas & their Shema Graphs (without labels)
(a) Two XML shemas (b) Shema graphsFig. 3.3. Two XML shemas & their shema graphs (without labelsThe following two examples illustrate that how these rules an be applied to di�erent data models in orderto make our approah a more generi approah.Example 3. (Relational Database Shemas) Consider shemas S and T depited in Fig. 3.2(a) (from [20℄).The elements of S and T are tables and attributes. Applying the above rules, the two shemas Shema S andShema T are represented by SG1 and SG2 respetively, suh that SG1 = (NGS , EGS ,LabGS , srS , tarS , lS),where

NGS = {n1S, n2S , n3S , n4S , n5S , n6S}, EGS = {e1−2, e2−3, e2−4, e2−5, e2−6},LabGS = LabNS ∪ LabES = {name, type, data type} ∪ {part-of, assoiate},srS, tarS, lS are mappings suh that srS(e1−2) = n1S , tarS(e2−3) = n3S and lS(e1−2) = part-of. Figure 3.2(b)shows only the nodes and edges of the shema graphs (SG2 an be de�ned similarly).In this example, we exploit di�erent features of mathing objets suh as name, datatype, and type. Thesefeatures are represented as nodes' labels. These features shall be the input parameters to the next phase.For example, the name of a mathing objet in SG1 will be used to measure linguisti similarity between itand another mathing objet from SG2, its datatype is to measure datatype ompatibility, and its type isused to determine semanti relationships. However, our approah is �exible in the sense that it is able toexploit more features as needed. Moreover, in this example, we exploit one strutural feature �part-of� torepresent strutural relationships between nodes at di�erent levels. Other strutural features e.g. assoia-tion relationship, that is a strutural relationship speifying both nodes are oneptually at the same level,is represented between keys. One assoiation relationship is represented in Fig. 3.2(b) between the nodes
n6T and n9T to speify a key/foreign key relation. Visually, assoiation edges are represented as dashedlines.Example 4. (XML Shemas) This example that we disuss illustrates how our uni�ed shema mathingframework opes with di�erent hoies of the models to be mathed. Now onsider two XML shemas inFig. 3.3(a) (from [25℄). The shemas are spei�ed using the XML language deployed on the website biztalk.orgdesigned for eletroni douments used in e-business. The shema graphs (without labels) of these shemas areshown in Fig. 3.3(b). The labels of nodes and edges are the same as Example 3.Examples 3 and 4 illustrate that using Trans-Mat phase aims at mathing di�erent shema models. Themathing algorithm (Mathing Phase) does not have to deal with a large number of di�erent models. Themathing algorithm only deals with the internal representation. So far, reent shema mathing systems diretlydetermine semanti orrespondenes between two shemas elements as a graph mathing problem. In this paper,



Fuzzy Constraint-Based Shema Mathing Formulation 309we extend the internal representation, shema graphs, and reformulate the graph mathing problem as a fuzzyonstraint optimization problem.4. Shema Mathing as a FCOP.4.1. Shema Mathing as Graph Mathing. Shemas to be mathed are transformed into rootedlabeled graphs and, hene, the shema mathing problem is onverted into graph mathing. There are twotypes of graph mathing: graph isomorphism and graph homomorphism. In general, a math of one graph intoanother is given by a graph morphism, whih is a mapping of one graph's objet sets into the other's, with somerestritions to preserve the graph's struture and its typing information.Definition 4.1. A Graph Morphism φ : SG1 → SG2 between two shema graphs
SG1 = (NGS , EGS, LabGS, srcS , tarS , lS) and SG2 = (NGT , EGT , LabGT , srcT , tarT , lT )is a pair of mappings φ = (φN , φE) suh that φN : NGS → NGT (φN is a node mapping funtion) and

φE : EGS → EGT (φE is an edge mapping funtion) and the following restritions apply:1. ∀n ∈ NGS ∃ lS(n) = lT (φN (n))2. ∀e ∈ EGS ∃ lS(e) = lT (φE(e))3. ∀e ∈ EGS ∃ a path p′ ∈ NGT × EGT suh that p′ = φE(e) and φN (srcS(e)) = srcT (φE(e)) ∧
φN (tarS(e)) = tarT (φE(e)).The �rst two onditions preserve both nodes and edges labeling information, while the third onditionpreserves graph's struture. Graph mathing is an isomorphi mathing problem when |NGS| = |NGT | otherwiseit is homomorphi. Obviously, the shema mathing problem is a homomorphi problem.Example 5. For the two relational shemas depited in Fig.3.2(a) and its assoiated shema graphs shownin Fig.3.2(b), the shema mathing problem between shema S and shema T is onverted into a homomorphigraph mathing problem between SG1 and SG2.Graph mathing is onsidered to be one of the most omplex problems in omputer siene. Its omplexityis due to two major problems. The �rst problem is the omputational omplexity of graph mathing. Thetime required by baktraking in searh tree algorithms may in the worst ase beome exponential in the sizeof the graph. Graph homomorphism has been proven to be NP-omplete problem [19℄. The seond problemis the fat that all of the algorithms for graph mathing mentioned so far an only be applied to two graphsat a time. Therefore, if there are more than two shemas that must be mathed, then the onventional graphmathing algorithms must be applied to eah pair sequentially. For appliations dealing with large databases,this may be prohibitive. Hene, hoosing graph mathing as platform to solve the shema mathing problemmay be e�etive proess but ine�ient. Therefore, we propose transforming graph homomorphism into aFCOP.Now that we have de�ned a graph model and its homomorphism, let us onsider how to onstrut a FCOPout of a given graph mathing problem.4.2. Graph Mathing as a FCOP. In the shema mathing problem, we are trying to �nd a mappingbetween the elements of two shemas. Multiple onditions should be applied to make these mappings validsolutions to the mathing problem, and some objetive funtions are to be optimized to selet the best mappingsamong mathing result. The analogy to onstraint problem is quite obvious: here we make a mapping betweentwo sets, namely between a set of variables and a set of domains, where some onditions should be satis�ed.So basially, what we have to do to obtain an equivalent onstraint problem CP for a given shema mathingproblem (knowing that shemas to be mathed are transformed into shema graphs) are:1. take objets of one shema graph to be mathed as the CP's set of variables,2. take objets of other shema graphs to be mathed as the variables' domain,3. �nd a proper translation of the onditions that apply to shema mathing into a set of fuzzy onstraints,and4. form objetive funtions to be optimized.We have de�ned the shema mathing problem as a graph mathing homomorphism φ. We now proeedby formalizing the problem φ as a FCOP problem Qµ = (X, D, Cµ, g). To onstrut a FCOP out of thisproblem, we follow the above rules. Through these rules, we take the two relational database shemas shownin Fig. 3.2(a) and its assoiated shema graphs shown in Fig. 3.2(b) as an example, taking into aount that

|NGS(= 6)| < |NGT (= 10)| as follows:
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• The set of variables X is given by X = NGS

⋃

EGS where the variables from NGS are alled nodevariables XN and from EGS are alled edge variables XE

X = XN

⋃

XE

= {xn1, xn2, xn3, xn4, xn5, xn6}
⋃

{xe1−2, xe2−3, xe2−4, xe2−5, xe2−6}
• The set of domain D is given by D = NGT

⋃

EGT , where the domains from NGT are alled nodedomains DN and from EGT are alled edge domains DE ,
= {Dn1, Dn2, Dn3, Dn4, Dn5, Dn6}

⋃

{De1−2, De2−3, De2−4, De2−5, De2−6} where Dn1 = Dn2 = Dn3 =
Dn4 = Dn5 = Dn6 =
{n1T , n2T , n3T , n4T , n5T , n6T , n7T , n8T , n9T , n10T } (i. e. the node domain ontains all the seond shemagraph nodes) and De1−2 = De2−3 = De2−4 = De2−5 = De2−6 =
{e1−2T , e1−3T , e2−4T , . . . , p1−2−4T , . . . } (i. e. the edge domain ontains all the available edges and pathsin the seond shema graph) (the edge e1−2 reads the edge extends between the two nodes n1 and n2suh that e1−2 = e(n1, n2)).Using this formalization enables us to deal with holisti mathing. This an be ahieved by taking the objetsof one shema as the variable set, while the objets of other shemas as the variable's domain. Let we have nshemas whih are transformed into shema graphs SG1, SG2, . . . , SGn then X = XN

⋃

XE , DN =
∑n

i=2 DNi,
DE =

∑n

i=2 DEi. Another bene�t behind this approah is that our approah is able to disover omplex mathesof types 1:n and n:1 very easily. This an be ahieved by allowing a value may have multiple values from itsorresponding domain and a value may be assigned to multiple variables.In the following subsetions, we demonstrate how to onstrut both onstraints and objetive funtions inorder to obtain a omplete problem de�nition.4.3. Constraint Constrution. The exploited onstraints should re�et the goals of shema mathing.Shema mathing based only on shema element properties has been attempted. However, it does not provideany faility to optimize mathing. Furthermore, additional onstraint information, suh as semanti relationshipsand other domain onstraints, is not inluded and shemas may not ompletely apture the semantis of datathey desribe. Therefore, in order to improve performane and orretness of mathing, additional informationshould be inluded. In this paper, we are onerned with both syntati and semanti mathing. Therefore, weshall lassify onstraints that should be inorporated in the CP model into: syntati onstraints and semantionstraints. In the following, we onsider only the onstraints onstrution while the fuzzy relations of fuzzyonstraint are not onsider sine it depends on the appliation domain. For example, as shown below, domainonstraints are risp onstraints, i. e. µC(v) = 1, while the strutural onstraints are soft onstraints withdi�erent degree of satisfation.4.3.1. Syntati Constraints.1. Domain Constraints : It states that a node variable must be assign a value or a set of values from itsorresponding node domain, and an edge variable must be assigned a value from its orresponding edgedomain. That is ∀xni ∈ XN and xej ∈ XE∃ a unary onstraintCdom
µ(xni)

and Cdom
µ(xei)

ensuring domainonsisteny of the math where,
Cdom

µ(xni)
= {di ∈ DNi},

Cdom
µ(xei)

= {di ∈ DEi}2. Strutural Constraints : There are many strutural relationships between shema graph nodes suhas:
• Edge Constraint : It states that if an edge exists between two variable nodes, then an edge (orpath) should exist between their orresponding images. That is ∀xei ∈ XE and its soure andtarget nodes are xns and xnt ∈ X∃ two binary onstraints Csrc

µ(xei,xns)
and Ctar

µ(xei,xnt)
representingthe strutural behavior of mathing, where:

Csrc
µ(xei,xns)

= {(di, dj) ∈ DE × DN |src(di) = dj}

Ctar
(xei,xnt)

= {(di, dj) ∈ DE × DN |tar(di) = dj}

• ∀ two variables nodes xni and xnj ∈ X∃ a set of binary onstraints desribing the hierarhialrelationships between shema graph nodes as follows:
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µ(xni,xnj)
representing the strutural behavior of parent relationship,where

Cparent

µ(xni,xnj)
= {(di, dj) ∈ DN × DN | ∃e(di, dj) s.t. src(e) = di}(b) Child Constraint Cchild

µ(xni,xnj)
representing the strutural behavior of hild relationship, where

Cchild
µ(xni,xnj)

= {(di, dj) ∈ DN × DN | ∃e(di, dj) s.t. tar(e) = dj}() Sibling Constraint Csibl
µ(xni,xnj)

representing the strutural behavior of sibling relationship,where
Csibl

µ(xni,xnj)
= {(di, dj) ∈ DN × DN | ∃dn s.t. parent(dn, di) ∧ parent(dn, dj)}4.3.2. Semanti Constraints. The �rst onstraint type onsiders only the strutural and hierarhialrelationships between shema graph nodes. In order to apture the other features of shema graph nodes suhas the semanti feature we make use of the following onstraint.1. Label Constraints: ∀xni ∈ XN and ∀xei ∈ XE∃ a unary onstraint CLab

µ(xni) and CLab
µ(xei) ensuring thesemantis of the prediates in the shema suh that:

C
Lab
µ(xni)

= {dj ∈ DN |lsim(lS(xni), lT (dj)) ≥ t}

C
Lab
µ(xei)

= {dj ∈ DE|lsim(lS(xei), lT (dj)) ≥ t}where lsim is a linguisti similarity funtion determining the semanti similarity between nodes/edges labelsand t is a prede�ned threshold.The above syntati and semanti onstraints are by no means the ontextual relationships between ele-ments. Other kinds of domain knowledge an also be represented through onstraints. Moreover, eah onstraintis assoiated with a membership funtion µ(v) ∈ [0, 1] to indiate to what extent the onstraint should be sat-is�ed. If µ(v) = 0, this means v totally violates the onstraint and µ(v) = 1 means v totally satis�es it.Constraints restrit the searh spae for the mathing problem so may bene�t the e�ieny of the searh pro-ess. On the other hand, if too omplex, onstraints introdue additional omputational omplexity to theproblem solver.4.4. Objetive Funtion Constrution. The objetive funtion is the funtion assoiated with an opti-mization proess whih determines how good a solution is and depends on the objet parameters. The objetivefuntion onstitutes the implementation of the problem to be solved. The input parameters are the objetparameters. The output is the objetive value representing the evaluation/quality of the individual. In theshema mathing problem, the objetive funtion simulates human reasoning on similarity between shemagraph objets.In this framework, we should onsider two funtion omponents whih onstitute the objetive funtion.The �rst is alled ost funtion fost whih determines the ost of a set onstraint over variables. The seondis alled energy funtion fenergy whih maps every possible variable assignment to a ost. Then, the objetivefuntion ould be expressed as follows:
g = mis|max(

∑set of onstraints fost +
∑set of assignment fenergy)5. Related Work. Shema mathing is a fundamental proess in many domains dealing with shared datasuh as data integration, data warehouse, E-ommere, semanti query proessing, and the web semantis.Mathing solutions were developed using di�erent kind of heuristis, but usually without prior formal de�nitionof the problem they are solving. Although many mathing systems, suh as Cupid [17℄, COMA/COMA++ [6, 1℄,LSD [8℄, Similarity Flooding [20℄, OntoBuilder [13℄, QOM [12℄, BTreeMath [11℄, S-Math [14℄, and Spiy [3℄,have been developed and di�erent approahes have been proposed to solve the shema mathing problem, butno omplete work to address the formulation problem. Shema mathing researh mostly fouses on how wellshema mathing systems reognize orresponding shema elements. On the other hand, not enough researhhas been done on formal basis of the shema mathing problem.



312 A. Algergawy, E. Shallehn and G. SaakeMost of the existing work [22℄ de�ne math as a funtion that takes two shemas (models) as input, maybe in the presene of auxiliary information soures suh as user feedbak and previous mappings, and produesa mapping as output. A shema onsists of a set of related elements suh as tables, olumns, lasses, or XMLelements and attributes. A mapping is a set of mapping elements speifying the mathing shema elementstogether. Eah mapping element is spei�ed by 4-tuple element 〈ID, S1
i , S2

j , R〉 where ID is an identi�er for themapping element that mathes between the element S1
i of the �rst shema and the element S2

j of the seond oneand R indiates the similarity value between 0 and 1. The value of 0 means strong dissimilarity while the valueof 1 means strong similarity. But, in general, a mapping element indiates that ertain element(s) of shema
S1 are related to ertain element(s) of shema S2. Eah mapping element an have an assoiated mappingexpression whih spei�es how the two elements (or more) are related. Shema mathing is onsidered onlywith identifying the mappings not determining the assoiated expressions.In the work of A. Doan [7℄, they formalize the shema mathing problem as four di�erent problems:1. The basi 1-1 Mathing ; given two shemas S and T (representations), for eah element s of S, �ndthe most semantially similar element t of T, utilizing all available information. This problem is oftenreferred as a one-to-one mathing problem, beause it mathes eah element s with a single element.For example, the 〈ID1, S.Address, T.CAddress, 0.8〉 mapping element indiates that there a mappingbetween the element S.Address of shema S and the element T.CAddress of shema T with a degree ofsimilarity 0.8.2. Mathing for Data Integration; given soure shemas S1, S2,. . . ,Sn and mediated shema T, for eahelement s of Si �nd the most similar element t of T.3. Complex Mathing ; let S and T be two data representations. Let O ={O1, O2,. . . ,Ok} be a set ofoperators that an be applied to the elements of T aording to a set of rules R to Figure 2: MathingFuntion onstrut formulas. For eah element s of S, �nd the most similar element t, where t an beeither an element of T or a formula from the elements of T, using O and R.4. Mathing for Taxonomies ; given two taxonomies of onepts S and T, for eah onept node s of S,�nd the most similar onept node of T.For eah of these problems, Doan shows input information, solution output, and the evaluation of a solutionoutput. In general, the input to a problem an inlude any type of knowledge about the shemas to be mathedand their domains suh as shema information, instane data, previous mathings, domain onstraints, and userfeedbak.Zhang and et. el. [25℄ formulate the shema mathing problem as a ombinatorial optimization problem.The authors ast the shema mathing problem into a multi-labeled graph mathing problem. The authorspropose a meta-meta model of shema: multi-labeled graph model, whih views shemas as �nite struturesover the spei� signatures. Based on this multi-labeled shema, they propose a multi-labeled graph model,whih is an instane of multi-label shema, to desribe various shemas, where eah node and edge an beassoiated with a set of labels desribing its properties. Then they onstrut a generi graph similarity mea-sure based on the ontrast model and propose an optimization funtion to ompare two multi-labeled graphs.Using the greedy algorithm, they design an optimization algorithm to solve the multi-labeled graph mathingproblem.Gal and et al. [13℄ propose a fuzzy framework to model the unertainty of the shema mathing proessoutome. The framework aims at identifying and analyzing fators that impat the e�etiveness of shemamathing algorithms by reduing the unertainty of existing algorithms. To speify their belief in the mappingquality, the authors assoiate a on�dene measure with any mapping among attributes' sets. They use theframework to de�ne the monotoniity property as a desired property of the shema mathing problem, so onean safely interpret a high on�dene measure as a good semanti mapping.The reent work for [23℄ introdues a formal spei�ation for the XML mathing problem. The authorsde�ne the ingredients of the XML shema mathing problem using onstraint logi programming. Mathingproblems an be de�ned through variables, variable domains, onstraints and an objetive funtion. Theydistinguish between the onstraint satisfation problem and onstraint optimization problem and show that theoptimization problem is more suitable for the shema mathing problem. They make use of ombination oflustering methods and the branh and bound algorithm to solve the shema mathing problem.In our formulation approah, we have some ommon and distint features with the other related work. Theommon features inlude transforming shemas to be mathed into shema graphs, i. e. rooted labeled graphs,and making use of the onstraint programming as a framework to extend the graph mathing problem into a
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316 D. Bibikas et al.management systems require spei� proessual use, we suggest that fous should be shifted to delivering so-lutions that an organially adapt to their every-day work praties and problem solving ativities withoutimposing them from outside or above [36℄. This approah to enterprise knowledge management aims at thereation of an environment where enouragement of ative soial interation between individuals and teams,empowerment of partiipation, and self-motivated engagement an promote innovation and assist in attainingsustainable ompetitive advantage. This perspetive suggests a ombination of the up to date largely dison-neted soial and tehnial organisational system views.The struture of the paper is the following. In the next part of this artile, we analyse the main premisesof the soiotehnial theory. We investigate this onept, showing the link with the OrganiK knowledge man-agement approah and the attempt for an improved soiotehnial �t. In the third setion of this study, wepresent the OrganiK approah to knowledge management. We disuss the soiotehnial OrganiK knowledgemanagement framework, whih omprises of two pillars: a people-entred and a tehnology-entred knowledgemanagement strands. We outline both of these approahes and illustrate a oneptualised system arhiteture.In the following part of this artile, we illustrate the antiipated OrganiK implementation methodology whihis inline with the main foundations of the soiotehnial theory. Next, we outline some impliations for boththeory and pratie. We onlude with urrent researh limitations future investigation diretions.2. Soio-tehnial Knowledge Management Perspetives. Knowledge management literature hasoften foused on two seemingly disjoint approahes: people-entred and tehnology-entred strategies [20, 31℄.Nevertheless, it is proposed that overly stressing the importane of either tehnologial or soial omponents ofknowledge management an sometimes be misleading and onduive to less e�etive organisational initiatives,sine these two approahes may, in some ontexts, be of equal usefulness [3, 42℄. Drawing upon the basis ofsoiotehnial theory we argue that is neessary to equally onsider people, tehnologies and organisationalenvironment (internal as well as external), in order to advane the prospet of suessfully deploying knowledgemanagement initiatives [10℄.This paper adopts the view, following Lytras and Pouloudi [24℄, that knowledge management an be seen �asa soio-tehnial phenomenon where the basi soial onstruts suh as person, team and organisation requiresupport from Information and Communiation Tehnology (ICT) appliations� (p. 64). A soio-tehnialapproah to leveraging organisational knowledge onsiders people and tehnology as two highly interonnetedomponents of a single system and is applied to the study of the relationships and interativities between thesoial and tehnial strutures of an organisation [8℄. Furthermore, we onsider both tehnologial as well assoial strutures as ontextually and mutually onstitutive whih are often driven by o-evolutionary inidentsto previously unpredited diretions [22, 34℄.The tension between the soial and tehnial organisational strutures an be di�ult to harmonise, however.The mutual onstitutive role of people and tehnology inside organisations leads to a ontinuous negotiationproedure between these two elements. Tehnial infrastrutures a�et organisational behaviour, while soialstrutures of organisations shape tehnology's funtionality. Orlikowski [34℄ refers, in this ontext, to thenotion of `interpretive �exibility' of tehnology to haraterise the way in whih users onstitute and interprettehnology through shared understandings and meanings during its design and use. She stresses, nevertheless,that there are limits to the extent interpretive �exibility of tehnology an be exerted, imposed by the materialharateristis of tehnology itself and by the institutional ontexts of its design and development. Hene, thereis a o-evolutionary proedure between software systems and the organisational soial strutures (e.g. individualsand teams) in whih eah are fored to adapt ontinually by the modi�ations of the one another [22℄.However, it appears that soial requirements are often negleted in the proess of designing and imple-menting organisational knowledge management solutions. Overly emphasising on the tehnial requirements ofsuh a solution (i. e. hardware and software omponents) often results in diminished attention for the soialrequirements of the initiative (i. e. organisational and soial issues). Suh a pratie has led to what hasbeome known as the soio-tehnial gap [36℄. As illustrated in the following graphial representation of thisdivide (Figure 2.1), the tehnial sub-system leaves a signi�ant part of the soial sub-system virtually unsup-ported. The soiotehnial gap indiates a weakly supported soial sub-system by the tehnial strutures ofthe organisation.Soiotehnial theory fouses on the joint optimisation of both tehnial as well as soial strutures of theorganisation whih onstitute the total work system [21℄. Tools, tehnial infrastrutures, odi�ed knowledgeassets neessary to produe ertain outputs omprise the tehnial sub-system of the organisation [16℄. On
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Fig. 2.1. Soio-tehnial gap: software and hardware systems provide support for the tehnial subsystem, while the soialsubsystem remains virtually unsupported (adapted from [36℄)the other hand, attitudes, beliefs, relationships and results of work arrangements onstitute the soial sub-system of the organisation [35℄. As shown in Figure 2.2, the main premise of soiotehnial studies is theontextual and mutual interdependene of soial as well as tehnial sub-systems of organisations [22℄. Post-implementation studies also suggest that often information systems are adapted in use and their organisationalrole if often reinterpreted and reonstruted through negotiated interation [7, 11, 13, 40℄. Our approah followsthe soiotehnial paradigm and studies the relationships and interrelationships between the soial and tehnialparts of the total system [9℄. It foused on the interrelated ommuniations whih bond the relevant omponentstogether and, in aordane with the soiotehnial model it attempts to jointly optimise both elements.
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����Fig. 2.2. Soiotehnial theory attempts to jointly optimise both the tehnial as well as the soial strutures of the organisationWe propose an organi perspetive to organisational knowledge management system development [36, 10,29℄, in whih the harateristis of the resulting tehnial sub-system emerge from a ontinuous negotiationproedure among the soial ators of the organisation and adaptation through user involvement and engagement.This approah attempts to reate an iterative dialogi relationship between the soial and tehnial sub-systemsthat an promote the reation of a ollaborative environment for reating, sharing and distilling information inorganisational settings.OrganiK envisions resulting in a knowledge management solution with advaned �exibility and adaptabilityto urrent and future needs of the soial ators of ompanies, in whih it will be deployed. This knowledgemanagement initiative should result in a tehnial system with funtionalities taking into aount the individuals'attitudes, beliefs and soial relationships and allowing them to have high level of autonomy in order to engageinto every-day problem solving ativities. Suh a vision is inline with the soiotehnial theory approah whihemphasises the link between knowing and ation, onsidering the ontinuous interplay and mutual onstrainsof both soial and tehnial organisational sub-systems. OrganiK knowledge management initiative attemptsto advane the user involvement and engagement during the system design phase. Furthermore, we oneivethe OrganiK knowledge management solution implementation as a proedure of ontinuous negotiation andinter-play between the organisation's individuals, teams and tehnial tools. This indiates the reation of anenvironment in whih permanent adaptation and o-evolution of the inseparable nature of systems and peopleis though to be an important hallenge in order to approah an optimsed �t between these two elements. As



318 D. Bibikas et al.shown in Figure 2.3 the integrated soiotehnial approah of OrganiK envisions providing enhaned support forthe soial strutures of the organisation and regards implementation and deployment as an ongoing proedureand not as an individual and isolated task.
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Fig. 2.3. OrganiK's soiotehnial approah attempts to support both the tehnial as well as the soial strutures of theorganisation3. The OrganiK Approah to Knowledge Management: Towards a Soio-tehnial �t. Anintegrated soio-tehnial knowledge management perspetive is a prerequisite in attempting to redue the dividebetween the tehnial and soial organisational sub-systems. Therefore, we propose a soially-driven perspetiveto organisational knowledge management [30℄, in whih the harateristis of the resulting tehnial sub-systememerge from proesses of negotiation among the soial ators of the organisation and adaptation through userinvolvement and engagement. This approah attempts to reate an iterative relationship between the soial andtehnial sub-systems and aims at the harmonisation of people and tehnology inside organisational settings.The vision of the proposed approah is to enable knowledge workers in small knowledge-intensive ompanies toe�etively manage organisational knowledge with the support of an organi knowledge management framework.The major omponents of the proposed knowledge management framework are the following:
• A people-entred knowledge management oneptualisation, fousing on soial proesses and work pra-ties of the organisational strutures (i. e. individual, team, business units). Situated innovation pra-ties, utilisation of soial networks and enhanement of organisational adaptation apabilities omprisefundamental omponents of this soially-foused approah.
• A tehnology-entred knowledge management oneptualisation, fousing on the integration of enter-prise soial software appliations (wikis, blogs, ollaborative bookmarking tools and searh engines)with semanti tehnologies (ontology-based annotation, semanti text analysis, logi-based reasoning).Figure 3.1 illustrates the ore omponents of the OrganiK knowledge management framework.3.1. OrganiK's people-entred knowledge management approah. The OrganiK approah stemsfrom the harateristis and �peuliarities� [12℄ of knowledge intensive SMEs. The knowledge managementliterature has often emphasised the lak of uptake of formal knowledge management initiatives in SMEs [28, 43,33℄. However, we propose that there are spei� harateristis inherent to SMEs whih lead to impliit pratiesthat, although in some ways di�erent to more formal initiatives in larger organisations, an nevertheless, berelated to the management of knowledge.qIt has long been proposed [19, 32℄ that the size of a ompany is often orrelated with partiular struturalon�gurations and patterns and praties of organisational behaviour, namely, the predominane of �atterstrutures and of task orientation. Emergent and rafted strategies tend to predominate over planned strategies[32℄, in ompanies that tend to be more �onstrained by resoure sarity� [43℄ (p. 47) than larger ounterpartsand therefore may have to adapt faster to survive. Aspets related to soures of power and authority in SMEs
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Fig. 3.1. The proposed OrganiK knowledge management frameworkremain ontroversial. Authors suh as Handy [19℄ have in seminal studies emphasised the strength of powerultures in small organisations, entred around the �gure(s) of key individual(s), often the founder(s) of theompany. Alvesson [1℄, on the other hand, adds that in the spei� ase of knowledge intensive SMEs, there tendsto be a shift from managerial approahes, based upon diretion, planning and ontrol, to less presriptive and nonmanagerial approahes, where negotiated, rather than expliit santion-based management, may predominate.The harateristis of size, struture, behaviour and praties in SMEs an be related, in turn, to di�erentproesses of organisational learning and of managing knowledge, as proposed by Desouza and Awazu [12℄, who,in a ase based study of twenty �ve North Amerian SMEs, identi�ed a series of ommonalities in this respet.These inlude a strong emphasis on soialisation, as the key vehile for knowledge sharing, and on the taitommon understanding of situations and issues, rather than a reliane on expliit knowledge repositories andformal proesses. This leads to two further orrelated aspets: i) a strong awareness of the `ommon knowledge'of the �rm, i. e., knowledge that is known and shared by all its members, and ii) a faster spread of its knowledgebase than would be found on larger ompanies, based on people entred proesses, rather than tehnologyentred proesses. It appears, therefore, that the organisational learning and knowledge management pratiesin SMEs tend to be more ongruous with apprentieship based learning, rather than with formal training, andtherefore more amenable to management approahes that are more foused on emergene and self regulation,rather than on planning and ontrol [41℄.The muh debated lak of uptake of formal knowledge management initiatives in SMEs should then be re-thought in terms of fousing on the spei�ity of the ontext of SMEs and examining more losely the informaland impliit praties that haraterise their organisational learning praties. Knowledge intensive SMEs arean ideal ground to explore this perspetive and alternative praties in knowledge management. On the basisof these premises, the people-entred knowledge management approah of the OrganiK framework takes intoonsideration: i) innovation praties, ii) ommunities of pratie and soial networks, and iii) organisationaladaptation ativities of small knowledge-intensive ompanies. The following �gure illustrates the OrganiKknowledge management people entred pillar. We will now disuss eah of its elements in turn.3.1.1. Innovation praties. The onept of innovation is impliit in many knowledge managementde�nitions and praties [31℄. Innovation is often approahed as a result of suessful knowledge managementinitiatives and emphasis is plaed on the utilisation of knowledge for an organisation to gain enhaned learningand innovation apabilities [24℄. In our approah we view knowledge and innovation management as twointerlinked proesses through a knowledge innovation proess model, proposed by Bibikas et al. [5℄. Our researhdraws upon the work of Amidon [2℄ and explores the onept of Knowledge Innovation, whih is de�ned as:�. . . the reation, evolution, exhange and appliation of new ideas into marketable goods and servies, leadingto the suess of an enterprise, the vitality of a nation's eonomy and the advanement of soiety� (p. 7). The



320 D. Bibikas et al.

Fig. 3.2. The proposed OrganiK KM people-entred pillaronept of Knowledge Innovation is partiularly important to small and medium-sized enterprises (SMEs) whihinreasingly need to develop their innovation apabilities. This need derives from potential stronger ompetitiveapaities of larger organisations, enabling them to erode traditional SME nihe markets.3.1.2. Communities of Pratie and Soial networks. The term ommunities of pratie (CoP) was�rst oneptualised by Lave and Wenger [23℄ in order to illustrate forms of soial organisation independentfrom formal organisational strutures and proedures, binding its members based on similar interests andproblem-solving foused ativities. Communities of pratie are voluntary and emergent groups of people,whose management is based upon self-regulation and a tait understanding of ommon interests and sharedpraties, largely led by mutual trust [14℄. In this ontext, knowledge an be ontinuously shared and negotiatedamong soial ators, members of these networks [37℄. In the OrganiK framework ommunities of pratie andsoial networks are enabled in a manner whih inludes more than internal organisational strutures (e.g.employees, shareholders, business units, et), but, rather, integrates elements from the outer environment, suhas ustomers, suppliers, partners and even ompetitors. CoPs and soial networks are of partiular importaneto the viability of SMEs, sine small knowledge-intensive ompanies usually operate utilising ad-ho and largelysoial day-to-day ollaborative work praties both inside their organisational strutures and in their outerbusiness environment.3.1.3. Organisational adaptation. Typially, organisations manage their umulative knowledge throughtwo largely de�ned strategies: knowledge exploitation and knowledge exploration [27℄. These perspetives rep-resent two disrete approahes on managing organisational knowledge. Knowledge exploitation entails organisa-tional learning praties whih optimise existing proesses and improve pre-existing know-how. On the ontrary,knowledge exploration onsists of organisational learning praties that reate new knowledge for the develop-ment of novel produts, servies and proesses. However, organisational adaptation requires a balaned adoptionof both exploration and exploitation strategies to be suessful [27℄. Organisational adaptation is of partiularimportane to SMEs, sine their ore ompetitive advantage in relation to larger and globalised �rms is theirpotential rapid responsiveness and quik market adaptation. Boisot [6℄ suggests that the management of oreompetenes, key to the ahievement of ompetitive advantage, requires the ability to deal with a omplex regimethat relies on organisations possessing greater and enhaned information proessing apabilities than those or-ganisations that do not possess them. We suggest that the management of ore ompetenes is based upon thedevelopment of adaptive strategies involving the balane between exploration and exploitation for knowledge.The OrganiK approah aims therefore to support the interplay between ative soial networks, knowledgeinnovation proesses and organisational adaptation in dynami knowledge intensive SME ontexts, as key ele-



A Soiotehnial Approah to KM in the Era of Enterprise 2.0 321ments for ompetitiveness, through its oneptual framework and the �exibility brought by the integration ofenterprise soial software appliations with semanti tehnologies.3.2. OrganiK's tehnology-entred knowledge management approah. The tehnology-entredknowledge management approah of the OrganiK framework largely envisions an integration of elements fromthe domains of Enterprise 2.0 and Semanti Web tehnologies. We argue that the use of a new breed of emergingollaborative environments in small knowledge intensive organisations an failitate knowledge work [36, 30, 29℄.These new digital environments for generating, sharing and re�ning knowledge are often popular on the Internet,where they are olletively labelled as �Web 2.0� tehnologies. Lately, the emerging tehnologies supporting Web2.0 appliations are entering enterprise bounded environments for reating and sharing organisational knowledge.MAfee [29℄ introdued the term �Enterprise 2.0� in order to de�ne the employment of soial software pratiesinside organisational settings for information and knowledge management [29℄.Although the use of Web 2.0 tehnologies in business premises an be viewed from varying perspetives andan be referred to employing di�erent names (i. e. soial software, soial omputing, enterprise Web 2.0, Enter-prise 2.0, et), their ore operations an be summarised in the following, known as the SLATES framework [29℄:
• Searh, to provide mehanisms for disovering information.
• Links, to provide guidane to knowledge workers to disover and later evaluate the needed knowledgewhile ensuring emergent struture to online ontent.
• Authoring, to enable knowledge workers to widely share their know-how.
• Tags, to present an alternative navigational experiene exploiting unhierarhial ategorisation of on-tent.
• Extensions, to exploit ollaborative intelligene by suggesting ontextually relevant reommendationsto knowledge workers.
• Signals, to automatially alert knowledge workers for newly available and relevant ontent.From a tehnologial point of view the abovementioned SLATES framework is hardly new, sine thesetehnologies existed almost sine the beginning of the Internet. However, not only are they beoming moreand more easy to use, they also onvey a novel perspetive onerning the proess of managing knowledgein organisations. Namely, unlike urrent knowledge management tehnologies, where partiular tools usu-ally prede�ne their employment (i. e. presenting ertain business rules and somehow in�exible proessualrequirements), enterprise soial software is seemingly abstrated from its pratial use. This indiates thatthe tools are not de�ning their utilisation in a strit and deterministi manner, while their deployment anbe eventually emergent aording to adapting needs, ideas, organisational poliies et. As a result, enter-prise soial software appears to be able to ontinuously adapt to its environment, a distintive harateristiof suessful enterprise systems [36℄. Also, while urrent enterprise knowledge management software plaesemphasis on proedural tasks and routine information in a strutured manner with spei�ed up front roles,Enterprise 2.0 tehnologies lets struture emerge, rather than imposing it. In enterprise soial software, om-muniation and knowledge sharing struture are to a very large extent self-emerged and organi. Hene, Patrikand Dotsika [36℄ argue that soial software presents enhaned adaptive apabilities with regard to its envi-ronment, ontrary to the ase in whih the environment is required to adapt to the funtionalities of thesoftware.Our aim is to provide knowledge workers with a ollaborative workspae that omprises a set of inte-grated Web 2.0 appliations, augmented with natural language proessing and semanti information integrationapabilities. This approah presents two signi�ant bene�ts. First, the formality of semantis an dereaseinformation ambiguity and inrease data interoperability. Information silos aross data and appliations shouldommuniate with one-another with ompatible knowledge models. Seond, semantis o�er mahine-proessableharateristis to ontent, thus making possible knowledge sharing and utilisation ativities by means of intel-ligent software tools [36℄.We onsider formal knowledge modeling approahes omplementary to the dynami and emergent natureof soial software tools. Thus, in our knowledge management tehnologial strand we attempt to merge theformality of semanti tehnologies with the bottom-up and non-standardised harateristis of enterprise soialsoftware.The use of semanti tehnologies in the envisaged solution onsists of the following key funtionalities:
• Semanti knowledge representation: representing knowledge in a formal, mahine understandable man-ner.
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• Semanti resoure annotation: annotating knowledge artefats and other resoures by referene toonepts de�ned in an ontologial model.
• Semanti inferene: performing automated logi-based reasoning to infer new, impliit knowledge basedon what has been already asserted in an expliit manner.
• Semanti searh and disovery: using ontologial terms to desribe a searh query and rely on logi-based reasoning to derive the mathing results.Eah of the aforementioned funtions orresponds to one or more of the omponents in the SLATES en-terprise soial software framework disussed previously, and, as presented in Figure 3.3, it envisions enhaningenterprise soial software basi harateristis.
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Fig. 3.3. Integrating omponents of the SLATES framework with mahine proessable semantis3.3. Coneptualised Arhiteture. In this Setion we give an overview of the antiipated OrganiKtehnial arhiteture. The arhiteture onsists of omponents that funtion on di�erent layers, providing thefeatures mentioned in the earlier setion. A oneptualisation of the proposed arhiteture is illustrated inFigure 3.4. The part visible to the end user is represented in the Client Interfae Layer. It o�ers a ollaborativeworkspae to knowledge workers and omprises a wiki, a blog, a soial bookmarking tool and a searh interfae.



A Soiotehnial Approah to KM in the Era of Enterprise 2.0 323Eah of the lient interfaes orresponds to a server-side omponent in the next layer of the arhiteture; theComponent Interfae Layer. The server-side building bloks that omprise the Business Logi Layer are areommender system, a semanti text analyser, a ollaborative �ltering engine and a full-text indexer. Eah ofthe omponent interfaes are envisioned to aess multiple of the servies in the business logi layer, yet hidingtheir omplexity from users. The Metadata Layer refers to repositories used for the persistene of syntatiand semanti metadata supporting the funtionality of all server-side omponents, while the Datasoures andBak-O�e Integration Layer refers to business information systems and any form of resoure ontainer thatan enterprise may depend on for its daily operations.The funtionality of the ore omponents in the proposed arhiteture is envisaged as follows:
• The Wiki Component is a web-based authoring tool allowing knowledge workers to ollaborativelyreate, edit, and share knowledge artefats suh as douments, diagrams, et. The traditional wikimetaphor is extended by the possibility to bind a wiki artile to a knowledge artefat, making the wikipage represent the knowledge artefat.
• The Blog Component provides a simple ontent management tool enabling knowledge workers to buildand maintain open projet monitoring diaries, omplete with links to relevant resoures and user om-mentary.
• The Soial Bookmarking Component enables knowledge workers to organise and annotate resouresrelevant to their ativities (e.g. intranet douments, web resoures, wiki entries, blog posts, et) andshare them with their o-workers.
• The Semanti Searh Component supports browsing, �ltering, searhing, retrieving and displayingknowledge resoures leveraging fulltext indexing, semanti annotation indexing, and logi-based infer-ening.
• The Reommender System fouses on the suggestion of tags and lassi�ations for ontent added to thesystem (e.g. wiki entries, bookmarked douments and websites, blog posts and omments, et.), andthe suggestion of information items relevant to the searh query or feed subsription of a user.
• The Semanti Text Analyser employs linguisti and statistial proessing funtions on the textualontent of knowledge artefats added to the system, in order to perform named entity reognitionand term lassi�ation. The objetive is to identify onepts of interest and establish relationshipsamong resoures that an be subsequently used by the Reommender System for suggesting tags andlassi�ations with respet to a taxonomy/ontology. The metadata reated by the Semanti TextAnalyser is indexed together with the doument in the Metadata Layer.
• The Collaborative Filtering Engine enables individual knowledge workers to bene�t from the olletiveexperiene built within groups of peers. Annotations are envisaged to be reated by di�erent users, thusgenerating an emerging folksonomy. This omponent analyses the subjetive views that are expliitlyor impliitly expressed by other knowledge workers and generates a model of metadata terms and theirrelations to users and douments. These an assist in the seletion and reommendation of resoures,as well as in�uene the ranking of searh results.
• The Full Text Indexer is an indispensable omponent of the arhiteture's Business Logi layer andomplements the ontent retrieval tehniques proposed above. Content edited by users is expeted tobeome indexed. It is also envisioned to onnet multiple bak-o�e data soures by partially indexingexisting data soures and appliations for enhaned subsequent retrieval.Additionally to the presented omponents, we expet requirements for modi�ations and hanges in thisarhiteture whih are bound to ome during the design and development of the system. However, the above-mentioned ore elements have been known to be needed in order to support the soio-tehnial implementationmethodology we follow. Groza et al. [17℄ found similar system requirements trough senarios and end-userinterviews during the related NEPOMUK researh projet.Components involved in the indexing and metadata storage funtions are assembled in a pipe arhiteture,passing the results of one element as input for the next. IBM's Unstrutured Information Management Ar-hiteture (UIMA) arhiteture [18℄ omprises a role model and good basis for the interation between thesemodules. A hallenge onerning the tehnial arhiteture is to �nd suh role models that �t our requirementsand reuse existing frameworks to realise the arhiteture as suh (e.g. frameworks on the arhitetural abstra-tion level of Java Platform, Enterprise Edition (Java EE), Servie-Oriented Arhiteture (SOA) frameworks,ontent management frameworks suh as Java Spei�ation Requests 170). The same question of reuse alsoapplies for eah individual omponent.
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Fig. 3.4. Proposed oneptual arhiteture for semantially-enrihed enterprise soial softwareTable 3.1Assoiation among omponents in SLATES and our proposed arhitetureSLATES Framework Proposed ArhitetureSearh Semanti SearhLinks Collaborative BookmarkingAuthoring Wiki and Blog spaesTags Collaborative Bookmarking, Wiki and Blog spaesExtensions Reommender SystemSignals Really Simple Syndiation (RSS)To summarise, the enhanement of enterprise soial software tools with mahine-proessable semantisand their respetive proessing tehniques is expeted to yield signi�ant bene�ts with respet to e�ieny ofinformation management, and ontribute towards improving the overall user experiene of knowledge workers.Finally, as illustrated in Table 3.1, the proposed OrganiK arhiteture attempts to integrate enterprisesoial software's basi harateristis with semanti tehnologies, sine eah suggested arhitetural omponentorresponds to spei� SLATES framework element.4. Planed soiotehnial Implementation Methodology. The envisioned OrganiK implementationmethodology was designed in order to address three signi�ant hallenges often found in omplex proess analysisprojets [21℄:
• omplex tehnologial requirements;
• non-standardised and non-routine knowledge-intensive work proesses; and
• onsiderable soial in�uenes in work habits.



A Soiotehnial Approah to KM in the Era of Enterprise 2.0 325Therefore, the expeted OrganiK soiotehnial implementation methodology attempts to provide a bal-aned and holisti analysis of both the soial as well as the tehnial aspets of the investigated proesses, inorder to implement the �nal solution. Our approah draws upon the basis of soiotehnial design methodology[15, 39℄ also taking into onsideration its modi�ations [21℄. Our methodology omprises of two parallel stud-ies. The �rst is foused on the tehnial subsystem (e.g. infrastruture, software tools, information systems),while the other explores ways to enourage knowledge-worker engagement and involvement. Figure 4.1 belowillustrates this integration attempt with regards to the interplay between the soial and tehnial sub-systems.The OrganiK implementation methodology onsists of �ve phases: Initial Proess Sanning, Tehnial Sub-system Analysis, Soial Subsystem Analysis, Interpretation of results, and Solution Design and Implementation.Eah phase is disussed below.
 

Social Subsystem: 

Individuals, teams, 

business units, roles, 

relationships, work 

arrangements, etc 

Technical Subsystem: 

Infrastructure, production 

processes, business 

information systems, 

other software tools, etc 

Sociotechnical 

implementation 

approach Fig. 4.1. Integrating soial and tehnial subsystems for the implementation of our solution4.1. Phase One: Initial Proess Sanning. This �rst stage of the implementation methodology aimsto failitate a general understanding of the organisation for whih the OrganiK solution is implemented for. Itis the initial step in order to omprehend the purpose, the proess and the environment of the system underreview [38℄. The sope of that phase is to reveal the main problems on whih the analysis should fous [4℄. Mainwork proess, general organisational ontexts that in�uene the proess (e.g. organisational history, relationshipsand experienes) are to be investigated in this step. In this phase, the researh team is expeted to developboundaries in whih the subsequent analysis will take plae, as well as a struture and approah for the e�ort [21℄.One the Initial Proess Sanning phase will be omplete the analysis will progress to the seond phase of theimplementation methodology, the Tehnial Subsystem Analysis.4.2. Phase Two: Tehnial Subsystem Analysis. The aim of this phase is to investigate in detailthe tehnial aspets of the total work system [21℄. To aomplish suh a task we will identify and map thedetailed spei�ations of the main work proesses (i.e. their inputs, transformation proedures and �nal outputs).Furthermore, we will lassify the main tools (e.g. business information systems, software tools, intranets, et)whih play a role in the value hain of the organisation and present signi�ant onsequenes on ost, shedule,quality, or performane. One the Tehnial Subsystem Analysis in �nished, the results are expeted to bejointly evaluated with those of the Soial Subsystem Analysis.4.3. Phase Three: Soial Subsystem Analysis. The sope of this phase is to investigate the entralelements of the soial sub-system of the organisation. The aim is to identify the role of the soial strutures inthe performane of the tehnial on�guration. Soial roles, relations and needs of individuals and teams arefoal points of suh an investigation. Also, soial dynamis, organisational design, proess ontext and othernon-tehnial in�uenes are to be explored [21℄. The soial subsystem analysis phase is expeted to take plaein parallel with the tehnial one.4.4. Phase Four: Analyses Interpretation. The sope of this phase is to blend and integrate thetehnial and soial subsystem analyses. A omprehensible understanding of the holisti soiotehnial worksystem is the hallenge here. Joint optimisation of both subsystems is the prerequisite [21℄. The researh teamis expeted to identify all major requirements and integrate both the tehnial as well as the soial aspets forthe design of the OrganiK solution.4.5. Phase Five: Solution Design and Implementation. This last phase of the implementationmethodology fouses on the transformation of the abovementioned requirements into tehnial and soial aspetsof the OrganiK solution. Details of the tehnial needs will materialise into onrete software tools, whileontinuous oahing and support to the soial ators will be provided by the researh team.
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Salable Computing: Pratie and ExperieneVolume 9, Number 4, pp. 329�340. http://www.spe.org ISSN 1895-1767© 2008 SCPEFROM BUSINESS RULES TO APPLICATION RULES IN RICH INTERNETAPPLICATIONSKAY-UWE SCHMIDT, ROLAND STÜHMER∗, AND LJILJANA STOJANOVIC†Abstrat. The inrease of digital bandwidth and omputing power of personal omputers as well as the rise of the Web 2.0ame along with a new web programming paradigm: Rih Internet Appliations. On the other hand, powerful server-side businessrules engines appeared over the last years and let enterprises desribe their business poliies delaratively as business rules. Thispaper addresses the problem of how to ombine the business rules approah with the new programming paradigm of Rih InternetAppliations. We present a novel approah that reuses business rules for deriving delarative presentation and visualization logi.In this paper we introdue a rule-driven arhiteture apable of exeuting rules diretly on the lient by implementing the Retealgorithm. We propose to use delarative rules as platform independent language desribing the appliation and presentation logi.By means of AJAX we exemplarily show how to use lient-side exeutable rules for adapting the user interfae of Rih InternetAppliations. We all our approah ARRIA: Adaptive Reative Rih Internet Appliations. In order to show the usability of ourapproah we explain our approah based on an example taken from the �naning setor.Key words: rih internet appliation, delarative user interfae, rule engine, event ondition ation rules, AJAX1. Introdution. Today's business world is haraterized by globalization and rapidly hanging markets.Thus in reent years business proesses do not hange yearly but monthly, the produt lifeyle has shrunk frommonths to weeks in some industries and the proess exeution time has dereased from weeks to minutes as aresult of the tehnologial progress over the last few years. On the other side, the life yle of IT appliationsstayed onstant over time [23℄. Business rules already proved their potential of bridging the gap betweendynami business proesses and stati IT appliations. By delaratively desribing the poliies and praties ofan enterprise the business rules approah o�ers the �exibility needed by modern enterprises.At the same time with the dawn of the Web 2.0, a new tehnology for web appliations appeared: AJAX [15℄.Beause of the Web 2.0 and AJAX, Rih Internet Appliations (RIAs) emerged from their shadow existenein the World Wide Web. AJAX, in ontrast to Adobe Flex (http://www.adobe.om/produts/flex), nowenables RIAs running in browsers without the need for any additional plug-in. Several Web 2.0 appliationsuse AJAX heavily in order to provide a desktop-like behavior to the user. Now the time seems right forRIAs, beause of the broad bandwidth of today's Internet onnetions, as well as the availability of powerfuland heap personal omputers. Besides AJAX, other prominent members of the RIA enabling tehnologiesare: Adobe Flex, Mirosoft Silverlight (http://www.mirosoft.om/silverlight), OpenLaszlo (http://www.openlaszlo.org), to mention just a few.Given those two trends observable in today's IT landsape, traditional ways of programming web appli-ations no longer meet the demands of modern Rih Internet appliations. So, the strit distintion betweendelarative business logi and hard oded presentation logi does no longer hold. As web itizens are austomedto highly responsive Web 2.0 appliations like Gmail (http://mail.google.om), web appliations based onbusiness rules also have to provide the same responsiveness in order to stay ompetitive.In this paper we propose a novel, delarative arhiteture for RIAs. We oined our proposed systemarhiteture ARRIA whih stands for Adaptive Reative Rih Internet Appliation. In our arhiteture allbusiness rules, a�eting the UI and not demanding intensive bak-end proessing, are transferred into a lient-readable format at design time. We all these rules in the following appliation rules. At run-time the appliationrules are exeuted diretly on the lient by a lient-side rule engine. That enables a RIA to reat straightto user interations. The event patterns triggering the rules are found by a omplex event proessing unit.After identifying appropriate events, the appliation rules, in the form of event ondition ation (ECA) rules,are exeuted diretly on the lient. As a proof-of-onept and in order to evaluate the idea of ARRIAs weprototypially realized a rule-driven RIA using AJAX as lient-side tehnology.The paper is strutured as follows: In Setion 2 we present an example in order to motivate our work. Thefollowing Setion 3 desribes the historial development of rule-driven systems. In Setion 4 we analyze thesemanti and syntati requirements for a lient-side exeutable rule language. We present in Setion 5 ourJSON rules approah, an implementation of these requirements. Based on our motivating example we show in
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330 K. Shmidt, R. Stühmer and L. StojanoviSetion 6 how to derive appliation rules from business rules. Additional, in this setion we show an exemplaryJSON rule for manipulating objets. The arhiteture of our ARRIA approah is detailed in Setion 7. Thesubsequent Setion 8 elaborates on the implementation details. Setion 9 gives an overview of related researhin the �led of rule-driven RIAs, and, �nally, the paper loses with Setion 10, onlusions and prospets forfuture work.2. Motivating example. For motivating our work we hose an example from the �naning setor. Theexample illustrating our approah is an online appliation for a loan. The use ase is as follows: A personwants to apply for a loan from a bank. S/he visits the web portal of that bank in order to �ll in the onlineloan appliation. Figure 2.1 shows the form. The web site o�ers four input possibilities: �rst, the name of theappliant; seond, the amount of the requested loan; third the inome of the appliant, and, �nally, the kind ofemployment. The two buttons below the form submit or anel the loan appliation.The IT department of the bank deided to implement the online loan appliation as RIA in order to takeadvantage of the advaned visualization tehniques. The RIA shall give immediate feedbak to the borrowersignaling the probability of aeptane. Therefore, a tra� light was additionally introdued on the web page.The lights indiate the status of the appliation for a loan. A red light signals a low or zero probability thatthe loan will be granted. Yellow means that a lerk has to deide whether or not the loan appliation will beaepted. Finally a green light indiates that, based on the input data, the loan will be granted in all probability.The tra� light shall hange as the user �lls in the online form without expliitly asking the server. That leadsto a desktop-like behavior of the web appliation.

Fig. 2.1. Motivating example taken from the �nane setorThe business logi of the appliation for a loan is well understood and written down as business rules, sinethey are subjet to frequent hanges. The RIA, and, espeially, the manipulation of the tra� light, an reuseand an be built upon these business rules. The rules shown in Example 1 delaratively represent the businesslogi behind a loan appliation. For the sake of simpliity we abstrat from the amount of the loan. The rulesare written in the IF/THEN syntax beause of its simpliity and its ommonness of use.Example 1 Business Rules.IF C.inome {\textgreater}= 1000 AND NOT C.selfEmployed THENL.state = ''aepted''IF C.inome {\textgreater}= 1000 AND C.selfEmployed THENL.state = ''to be heked''IF C.inome {\textless} 1000 THEN L.state = ''rejeted''Figure 2.1 b) depits the UML lass diagram of the business objets (BOs). BOs are objets that enapsulatereal world data and business behavior assoiated with the entities that they represent [20℄. They are also alledobjets in a domain model. A domain model represents the set of domain objets and their relationships.The two BOs engaged in our example are Customer and LoanAppliation. They are onneted by the relation



From Business Rules to Appliation Rules in Ria 331appliesFor whih links one ustomer to one or many loan appliations. The attributes of the ustomer lassstore ustomer spei� attributes like name, inome and employment status, whereas the attributes of the loanlass hold loan spei� data like the amount or the approval status of the appliation. A loan appliation anhave the following statuses: aepted, to be heked or rejeted.The business rules depited in Figure 2.1 a) de�ne the business logi of when to grand a loan appliation.C is a plaeholder for Customer objets and L for LoanAppliation objets. The �rst rule states that if theborrower's inome is grater then or equal to 1000 Euro and s/he is not self employed the loan will be grantedin all probability. The seond business rule states that if the inome is greater then or equal to 1000 and s/heis self employed a lerk has to judge manually whether the loan will be granted or not. If the inome is lessthen 1000 the loan will not be granted at all. In our example, all business rules are atomi. That means theyare independent of eah other and pairwise disjunt.3. The evaluation of rule-driven web appliations. Legay rule-driven web appliations are basedon the web page paradigm as depited in the left graphi in Figure 3.1. The web page paradigm states thatevery web page in a series of pages is downloaded separately. User data are olleted in forms on the lientand are sent to the server by user request. On the server side a prodution engine proesses the input dataand exeutes ations manipulating business objets. Based on the modi�ed business objets a new web page isreated and sent bak to the lient. Business rules in the bak-end delaratively desribe the business logi ofthe web appliation.
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Fig. 3.1. Evolution of rule-driven web appliationsRih Internet Appliations (RIAs) break the web page paradigm by introduing rih lient-side funtionalityand asynhronous ommuniation failities. The middlemost graphi in Figure 3.1 depits the evolution of RIAsfrom ommon rule-driven web appliations. Up to date browsers provide a rih lient engine apable of exeutingdynami presentation logis. Together with the business logi, the prodution system stays on the server sidebut an be requested asynhronously. That is, business rules an be evaluated without being expliitly triggeredby a user request.Turning RIAs based on server-side rules into lient-side rule-driven RIAs, that bene�t from the best of thetwo worlds, is not trivial. Swithing from the request/response ommuniation of web appliations relying onthe web page paradigm to the asynhronous ommuniation of RIAs goes only half way. Although asynhronousommuniation with the web server allows a RIA to reload only altered data rather then the page as a whole,as well as to pre-load hunks of data that might be good andidates for displaying next, the desired desktop-likeresponsive behavior is not ahieved. This is beause business rules and espeially business rules onerned withthe presentation layer are still evaluated on the server-side. Every user interation, from pressing a button to



332 K. Shmidt, R. Stühmer and L. Stojanovihovering the mouse over an artifat on the web site, must be proessed on the server in order to let businessrules �re appropriate ations as reation to a user input. Also the advantage of the delarative harater of rulesis getting lost by only applying the rule paradigm to business logi and not to presentation logi. Presentationlogi is also a good andidate for delarative modeling beause it remains unhanged even for di�erent platforms.4. Requirements for a Client-Side Appliation Rule Language. For managing the proposed lient-side rule engine, an appropriate rule language is an indispensable prerequisite. The language must onsiderrequirements spei� to Rih Internet Appliations.The semantis of our ECA rule language is onstituted by the semantis of the events, onditions andations by themselves. The semantis of eah onstituent an be separately de�ned, for example by redutionto their respetive underlying languages. But there is more to it than that. On top of the omposed semantisthe overall semantis of the language as a whole must be lari�ed: the relationships between events, onditionsand ations.The so-alled oupling modes from early researh on ECA rules in the HiPAC projet [12℄ (p.129-143) pointout several relationships between events and onditions. However, in all ases a ondition is evaluated afteran event has ourred. No mode is de�ned requiring onditions to be ful�lled during the entire ourrene ofan event. More reent works, e.g. in [3℄, suggest a revised semantis for ECA rules. It is stated there thatthe omplete ondition of a rule has to be satis�ed during the whole detetion time of the omposite event,i. e. from the beginning of the ourrene of the �rst onstituent event up to the end of the ourrene of itslast onstituent event. This understanding of ECA rules onforms to the notion of interval-based semantisestablished for omplex events. Interval-based semantis views an event as having a duration, instead of viewingit as an instant at detetion time. The duration lasts from the start of the �rst onstituent event to the end ofthe last onstituent event. Therefore, an aompanying ondition should span the entire interval of the eventduration. The downsides of not using interval-based semantis are pointed out by Galton and Augusto [14℄and Berstel [3℄ for onditions. For events this inludes unexpeted results from transitivity of multiple sequeneoperators, and for onditions it inludes possible mathes with events, violating temporal axioms like mathingsystem ontext in the future.Furthermore, the language must expose all user-adjustable features of the event detetion, the onditionmathing and the di�erent kinds of ations. A good omplex event detetor relies on three things: An easy touse rule language, a rih set of event detetion operators and an e�ient algorithm to evaluate these operators.Furthermore, the event detetion algorithm has to be an ative instead of a passive query-based one. We wantto stress this a little bit more. Events happen asynhronously and are generally not prediable by nature.Therefore, we insist on a forward-haining algorithm that pushes atively new events in an appropriate datastruture that proatively detets omplex events. We are onvined that suh a solution outperforms query-based pull strategies for instane proposed by Pashke et al [25℄.Conditions are formulae over the state of an appliation. When a given formula is ful�lled, the system is in astate where the rule author wants some ation to be exeuted. Traditional rule systems only exeute onditionation rules. The systems are alled prodution systems. Two examples are OPS5 [4℄ and CLIPS [10℄. Toevaluate most types of ECA rules, a separate ondition mather is required in addition to the event detetion.This an best be observed from the fat that ondition ation rules lak the triggering event spei�ation,therefore another way must be provided to �nd and run any appliable rule. Furthermore, any appliable ruleshould be found at the time when its ondition is fully satis�ed. This means that hanges to the state ofthe appliation should immediately be re�eted in the ativation of rules. No query-driven semantis shouldbe used for rule ativation beause it would restrit the apaity to at to only ertain intervals at whihqueries are issued. Instead of a query-driven (top-down) approah, a data-driven approah must be employed.A data-driven approah ful�ls onditional prediates in a bottom-up way, also alled forward-haining. Theadvantage of forward-haining evaluation is that for eah hange of state a�eting a ondition, the partial mathis saved until it an be further ompleted to form a omplete math in the end. Complete mathes are reportedimmediately when they ome into existene.There are several requirements for the ation part of rules. First of all the rule engine should allow forthe highest possible �exibility, this means that arbitrary JavaSript ations must be allowed. Apart from theimperative approah using JavaSript, a delarative approah should be supported as it is o�ered by traditionalprodution systems like OPS5 or CLIPS. In these systems the ations an alter the system state by only spei-fying modi�ations to objets. Suh modi�ations inlude adding and deleting objets, as well as modi�ation



From Business Rules to Appliation Rules in Ria 333of business objets. As a third type of rule ation it might be useful to expliitly feed a new event bak intothe system. Other rules would be able to reat to suh an event, just like an event from any of the other eventsoures.Also the non-funtional requirement of user-friendliness targets several aspets. First of all the languageshould be extensible. This inludes permitting the future use of JavaSript features whih are not known today.Also, this inludes the possibility of adding further operators for the event and ondition part. In addition toextensibility, some measures of reusability should be provided. For example, omplex event expressions whihare repeated in several rules should be made reusable at design-time. The user should have the possibility ofreating a set of named event expressions. These prede�ned expressions an be inorporated into further eventexpressions of di�erent rules. Methods of reuse should also be provided for ondition expressions and possiblyations. For the latter it might be possible to o�er a library of prede�ned ations. User interfae patterns [26℄might help in �nding a meaningful seletion of suh ations to be provided for the rule author. User-friendlinessshould also over the run-time of the rule framework. One important requirement arises when a rule authorwants to add and remove rules while the rule engine is running. Both the event detetion and the onditionmathing algorithms must be able to alter their data strutures in a oherent manner when rules are added ordeleted from detetion.Lastly, on aount of browser-friendliness there are also some non-funtional requirements for a rule lan-guage. As far as the possible aeptane of a new rule language goes, it an be very important that the languagelosely �ts the environment in whih it is to be used. To aomplish this, the language should be lightweight,easy to deploy in a RIA and AJAX environment and should honor JavaSript programming praties, wherepossible.Lukham writes in his book [22℄ on event proessing, that an event language must be expressive enough,must be notationally simple, semantially preise and must have an e�ient pattern mather. He says thisabout event languages, but the preeding analysis has shown that Lukham's requirements hold true for theondition part, just as they do for the event part.5. JSON Rules. We implemented the above analyzed requirements in a rule language named JSON rules.It is a language for de�ning lient-side exeutable reation rules. Reation rules are triples of events, onditionsand ations. From a user's point of view the rule language is the interfae to programming and adaptingARRIAs. For the rule language the JavaSript-friendly JavaSript Objet Notation (JSON) format is hosen.JSON is published as a Request for Comments (RFC) [9℄. Like XML it provides a strutured representation ofdata with deep nesting. Unlike XML it is readily usable in JavaSript beause JSON syntax is the subset ofJavaSript otherwise used to denote objets literals and array literals in the programming language. Although,JSON is JavaSript there is a thin parsing layer involved to provide seurity from introduing exeutable ode.Other than that, JSON uses a very lean syntax ompared to XML. Tags do not need to be named if, forexample, they are just used to provide struture like nesting. JSON an be used to maintain nested data;therefore, our rule language an be formulated in JSON as an abstrat syntax tree. A similar approah is takenby many modern XML-based languages, like RuleML and its ECA rule standard, Reation RuleML [25℄. Usingan abstrat syntax tree to transport the language relieves the lient-side appliation of parsing any expressions.Instead the nesting of expressions an be easily determined by desending the supplied tree. Also, no aspetsof onrete syntax must be retained when abstrat syntax is used.The omplete grammar of our delarative lient-side JSON ECA rule language is designed in (extended)Bakus-Naur Form (BNF). We designed and tested the rule language grammar with the parser generator toolANTLR (ANother Tool for Language Reognition, http://www.antlr.org/). The grammar desribes a so-alled rule �le. The rule �le is the granularity at whih rules are transported, e.g. downloaded into the ruleframework. A rule �le may ontain more than one ECA rule in a rule set. Meta data for the rule set arealso part of the rule �le and a library of reusable event expressions. The language is a speialization of JSON.The syntax of JSON an desribe strings, numbers, the Boolean literals true and false as well as objets andarrays. Objets are enlosed in urly braes. They ontain a omma separated list of attributes. An attributeis a string followed by a olon and the value. The value might in turn be any JSON expression. Arrays areenlosed in square brakets, ontaining a omma separated list of expressions. The proposed language restritstree-expressions from JSON in way that only ertain objets with ertain attributes may be used and nested.The language is therefore a subset of JSON. An example JSON rule is given in the next hapter.



334 K. Shmidt, R. Stühmer and L. Stojanovi6. Deriving appliation rules from business rules. The starting point for every RIA is the businesslogi. The business logi delaratively enoded into business rules oarsely de�nes the presentation logi of theuser interfae for RIAs. But business rules are usually high-level and are not related to any user interfae issues.On the other hand, appliation rules presenting the presentation logi have to ontrol, on a �ne grained level,omplex user interfaes. Therefore, the �rst step in reating appliation rule sets is the analysis of the businessrules and their related business objets. Based on this analysis, the user interfae and the presentation logi inthe form of delarative appliation rules an be designed.The appliation rule in Example 2 is diretly derived from the �rst business rule of the Example 1. Itmanipulates all JavaSript LoanAppliation objets assoiated with a dediated Customer objet, whenever anyproperty of the Customer objet has hanged. A web designer merely has to listen to PropertyChangedEventsof the LoanAppliation objet referened by the $LoanApp variable and, if an event has been �red, to adjustthe tra� light aordingly. On the other hand, it would also be possible to hange the tra� light diretlywithin the rule body by injeting JavaSript ode diretly into the rule's ation part. The printout depited inExample 2 shows the entire rule set in our ase onsisting of a single appliation rule. In line 01 the name of therule set is de�ned. From line 02 to 16 a ondition ation rule is de�ned. Line 02 states the rule name and line 03the desription of the rule. From line 04 to 13 the ondition is formulated. The ondition onsists of two parts,the �rst relates to the ustomer (line 04�08) and the seond to the loan appliation (line 09�13). Line 12 joinsall objets of Customer meeting the onstraints de�ned in the lines 06�08 with all objets of LoanAppliationthat are not already aepted. In our example the RIA ontains only one objet of Customer and one objet ofLoanAppliation. When all onstraints are satis�ed the ation in line 14 is �red.In line 13 the example JSON rule ontains an extra onstraint �eld heking whether state is unequal to�aepted�. This onstraint ensures that the rule is not invoked several times by the exeution algorithm. Oneah hange to the rule system runs all rules whih have a mathed ondition. Therefore, a rule �res severaltimes as long as its ondition still mathes the objets. Sine our example rule would always set the loanappliation to aepted regardless of whether this has been done before, the rule would loop endlessly. Thesolution is to alter the rule in a way so that its ondition is invalidated after the rule is run for the �rst time.Beause the rule modi�es an attribute whih is not part of the ondition, we orret this by adding the extraonstraint to the rule. The stronger ondition ensures that the rule does not math objets whih were mathedbefore.Example 2 JSON Appliation Rule.01 {"meta": {"ruleSet": ``Loan Appliation Example"},02 ``rules": [{"meta": {"rule": ``GrantLoans",03 ``desription": ``Grant loan!"},04 ``ondition": [{"lass": ``Customer",05 ``fields": [06 {"field": ``inome", ``omparator": ``>=", ``literal": 1000},07 {"field": ``selfEmployed", ``omparator": ``==", ``literal": false},08 {"field": ``appliesFor", ``vardef": ``$LoanAppID"}℄},09 {"lass": ``LoanAppliation",10 ``vardef": ``$LoanApp",11 ``fields": [12 {"field": ``id", ``omparator": ``==", ``variable": ``$LoanAppID"},13 {"field": ``state", ``omparator": ``!=", ``literal": ``aepted"}℄}℄,14 ``ation": [{"type": ``MODIFY",15 ``name": ``$LoanApp",16 ``modify": ``this.state = 'aepted';"}℄}℄}7. Arhiteture. First we highlight the design of the CEP engine followed by the design of the rule engine.For the design of an e�ient omplex event detetor several alternative algorithms were proposed in the past.They di�er in their detetion approah, using either automata [18℄, Petri-nets [17℄ or a graph-based approah [8℄.They also di�er in their e�ets on the semantis of events they detet, and di�er in general versatility.SnoopIB [1℄ is hosen from the available approahes as a basis for the event detetion in this thesis. Alongwith that, Snoop's operators are adopted with some extensions and with aording extensions of the detetionalgorithm. A reason for hoosing Snoop over the other detetion methods is that the graph-based approah of



From Business Rules to Appliation Rules in Ria 335SNOOP allows the detetion of overlapping omplex events. This rules out automaton-based event detetion asomplex events of a given omplex type may our simultaneously. This means several omplex inidents of thesame type happen at the same time, in an overlapping fashion. Automaton-based algorithms are not apableof deteting more than one instane of the same omplex event at the same time. This is an inherent drawbakof how automata are used for event detetion. As elaborated in Gehani at all [18, 19℄ automata are onstrutedfrom regular expressions speifying event patterns. Transitions model aepted events in a given state. Aninitial state is reated with transitions for initiator events, the initial onstituent events. The transitions leadto further states, and so on, up to one or more aepting states, where the omplex event is deteted. Theomplex event is then de�ned as the sequene of transitions whih were taken from an initiator to a terminatorevent. When an automaton must aept overlapping omplex events, the following happens. A suitable initiatorhanges the state of the automaton away from the initial state by using one of the transitions. The automatonwill then be in a state whih aepts onstituent events to ontinue ompletion of the �rst omplex event.There might be no transitions aepting initiators for further omplex events, until the automaton is reset afterompletely deteting the �rst. Although there might be other transitions labeled with the initiator event type,these events will be inorporated in the �rst omplex event as intermediate onstituents. Other omplex eventsare only started at the initial state. In summary this means that overlapping omplex events are ignored,beause one an automaton is in the proess of deteting a omplex event, it is usually not in its initial stateanymore, to start deteting a seond omplex event at the same time. Algorithms based on Petri nets andon graphs do not share this de�ieny. An important drawbak of the Petri net-based approah, however, isthat Petri nets do not support user-de�ned seletion of tokens when a transition is �red. This means it annotbe predetermined by the user, whih onstituent events, e.g. tokens, are used when reating a omplex event.Therefore, SAMOS [17℄ does not provide on�gurable event seletion poliies in its Petri net-based approah.Coloured Petri nets are introdued in Jensen [21℄. They allow tokens to be individually distinguished at thetransitions might aomplish event seletion based on individual attributes. However, SAMOS uses oloursonly to model event parameters and to propagate these parameters through the Petri net. This onludes themajor reasons for hoosing the graph-based approah over automata or Petri nets. Automata annot detetonurrent omplex events and Petri nets do not o�er a lear strategy for event seletion.The hoie of detetion semantis is the next important deision whih has to be made on behalf of theevent detetion. The detetion semantis are onerned with whether omplex events are represented by aninterval or only by a point in time. The preeding analysis for this work showed that a detetion-based (pointin time) semantis delivers unexpeted results for ertain operators, e.g. the sequene operator. Snoop revisedits semantis towards an interval-based view of events, alled SnoopIB [1℄. The same holds for other eventdetetion system like Reation RuleML [25℄.Aording to the requirements we deided to use Rete [13℄ as forward-haining disrimination network forthe evaluation of the onditions parts of a rule. The Rete algorithm has several similarities with the previouslydesribes detetion graph for events. Both are forward-haining pattern mathing algorithms and both must beable to add and remove nodes at runtime, et. However, there are some important di�erenes. Firstly, it mustbe noted that they serve di�erent purposes. In terms of semantis of rules [5℄, the event graph is onernedwith transient, temporal data, i. e. events. The Rete network, on the other hand, is onerned with persistentdata, representing the system state, i. e. business objets. The two types of data are to be separated in orderto avoid making unneessary events persistent, and thereby imposing a storage burden on an appliation.Figure 7.1 depits the lient-side omponents of the run-time arhiteture. The server-side omponentsare skipped for the sake of simpliity. The software omponents of the run-time arhiteture arry out theappliation logi enoded in the delarative appliation rules. The appliation rules are transferred to the lienttogether with the ontent data in response to the �rst initial user request. In the �rst preproessing step theCEP Unit responsible for deteting omplex events is initialized and, in a seond step, the appropriate eventhandlers are set. As omplex events are not issued diretly by user interfae widgets the CEP Unit has toregister for eah atomi event ontained in omplex events.When the user interats with the portal, he/she �lls in forms, navigates through the site, and goes bak,searhes for terms and so on. All those interations trigger events like mouse movements in the appropriateontrols. The CEP Unit handles all atomi events to whih it has subsribed in advane (step three) by itsSnoopIB implementation. Based on the diretives of the event detetion algebra, it tries to identify omplexpatterns from the event stream. After deteting a omplex event, the assoiated rules are evaluated by thelient-side rule engine. This is step four in Figure 7.1 In step �ve the ondition parts of the rules are evaluated,



336 K. Shmidt, R. Stühmer and L. Stojanoviif there are any, using the Rete algorithm. If the event and ondition part of rule is mathed during theevaluation phase, it is �red immediately.The exeution of a rule an have manifold ations whih are marked as 6a to . In step 6a a rule manipulatesthe status of the appliation. The status of the appliation is maintained in working memory. In a nutshell,the working memory onsists of an arbitrary amount of loal objet variables. Further a hange to the workingmemory an trigger additional rules that are not expliitly bound to any omplex event pattern. These rulesare onventional prodution or ondition ation rules (CA rules). A rule an also manipulate the user interfaediretly as depited in step 6b. By this means, appliation rules an respond to user interations immediatelywithout an expliit server request. These rules are the guarantors of a responsive user interfae. Any userinterfae manipulation an issue additional atomi events that might be reognized by the CEP Unit as partsof omplex events. New rules an be triggered. So the rule exeution in step 6b an trigger additional rulesover the event detetion mehanism. The last possible ation of a rule exeution is depited in step 6: Theinvoation of the Asynhronous Communiation Controller (ACC). The ACC is responsible for loading new rulesets, for pre-fething ontent data as well as for synhronizing with the BO's on the server-side. As a diretbyprodut of pre-fething data and synhronizing with the server, the ACC an alter the user interfae.

Fig. 7.1. Run-time arhiteture8. Implementation of the run-time arhiteture. We implemented our event detetion as well as ourrule engine in JavaSript using a slightly modi�ed SnoopIB and objet-based Rete algorithm. The event graphis a network of nodes whih represent event expressions. There are speial nodes types for every event type.Inoming edges of a node originate in hild nodes whih represent sub-expressions. Simple event nodes haveno inoming edges. Outgoing edges onnet a node to its parent whih makes further use of deteted events.Deteted events are propagated upwards in the network, starting with simple events whih are fed into thegraph at the simple event nodes. The propagation ends at top nodes whih have no further parents. In thesenodes events are extrated from the graph and are handed on to some ation, whih in the proess disards theevent. Event nodes may have more than one parent. This ours when an event expression is used in severalplaes of a pattern. The reused expression is then manifested only one in the event graph but outgoing edgesare linked to all nodes where the expression is reused. All parent nodes are informed equally of deteted events.We implemented the following event operators in our JSON rule language. The logial operators fromSnoop that we implemented are: Or, And, Any, as well as Not. Operators And and Or are binary operators in thesense that they involve two operands. The Any operator is a generalized form of the preeding ones. It aeptsan arbitrary list of parameters and a parameter m, whih spei�es the number of events that must be detetedto math the Any pattern.



From Business Rules to Appliation Rules in Ria 337Additional, we implemented Snoop's temporal operators: Seq, A, A*, P, P*, as well as Plus. The operatorSeq is the sequene of two events in time. Operators A and A* are ternary operators, deteting ourrenes ofone event type when they happen within an interval formed by the two other event types. A* is a variant whihollets all events and ours only one at the end of the interval with all the olleted onstituents. P and P* areternary operators as well, they also aept two events starting and ending an interval, but the third parameteris a time expression after whih the events our periodially during the given interval. A funtion may bespei�ed to ollet event parameters for eah periodi ourrene. P* is the umulative variant whih oursonly one, ontaining all olleted onstituents. P stands for periodi beause of its metronome harateristis. Astands for aperiodi beause the deteted onstituents our at irregular times. The Plus operator aepts anevent type and a time expression. The Plus event ours after the spei�ed event type has ourred and thespei�ed time has passed.The operators mentioned so far are the omplete set from Snoop. Content-based heks are added tothem in order to ful�ll the requirement for �ltering by event parameters. Content-based heks do not providestruture as the previously desribed operators do. Content based heks �lter streams of events, resulting instreams whih ontain only events mathing a onstraint hek. Suh heks are onerned with the parametersof events. The appropriate event operators are alled guard by David Lukham or mask by the authors of Ode.We use the term mask. The event mask is designed as an operator with one event input and a Boolean funtionto be applied to the input. The value returned from the funtion deides about whether the input is aeptedor disarded. An inoming event is aepted if the funtion returns true. When speifying a mask expression,the funtion itself may be seleted from a set of prede�ned mask types. Moreover, the event masks in this workare extensible in the way that the funtion may optionally be an arbitrary user-de�ned implementation.The Rete network is onstruted from the top downwards, ontrary to the event graph. This is beauseworking memory elements (WMEs) enter the Rete network at a single, top node. As with the event graph, equalnodes must be shared. Equality is likewise determined by the funtion of a node ombined with its input, mean-ing its predeessor nodes. Construting the Rete network from the rule spei�ation is done as follows. Eahlass pattern is �rst onverted into a series of onseutive alpha nodes. There are di�erent types of alpha nodesforming sub-lasses of Node.Alpha, f. Figure 8.1. These alpha nodes for example perform heks on the lass ofan objet, the existene of an attribute of an objet, or omparisons with the values of attributes, et. On addingit to the network, eah alpha node is linked to its predeessor, heking whether an equal node is already amongthe suessor nodes and sharing it, if so. After the single objet heks are ompletely represented in the network,an alpha memory is added in the end to store the output. To reate the suessive beta network, joins are gath-ered from the rule spei�ation. Every free variable ourring in more than one objet pattern is invoking a join.Joins are then ordered in pair wise joins by variable and by input memory. Beta nodes are then reated with theneessary join prediates and attahed to the mathing alpha memories. A join prediate or Test is a JavaSriptfuntion. It is seleted from a hash map of prede�ned omparator funtions whih are seleted by the omparatorspei�ation in eah rule. Comparator funtions inlude wrappers for the built-in omparators from JavaSriptlike <, >, <=, >=, ==, != and like ===, !== whih do not perform type oerions like their two-letter oun-terparts do. Also the JavaSript speial operator typeof is available, whih allows heks for the types of objetsand primitives. Adding more funtions to the hash map here provides simple extensibility for the rule framework.The omparator funtions are two-parameter funtions with Boolean result beause they are used as join predi-ates. The funtions are stored in the Test objets in join nodes. A join node has a beta memory as one input andan alpha memory as another. The beta memory supplies tokens whih are lists of objets satisfying preedingjoins. The alpha memory supplies plain objets (in the form of WMEs) whih must math the other objets in thetoken aording to the join prediates. After �nishing all joins in the beta memory, a prodution node is addedto the network. Suh a node is a beta memory ontaining �nished tokens representing a omplete join. Eahsuh token resembles a fully mathed pattern and therefore a rule ation is triggered from the prodution node.9. Related work. Rule-driven Rih Internet Appliations seems to be a new and novel approah, as weould not �nd related work on this topi. Nevertheless, there exists already a reasonable amount of workaddressing subtopis of our approah. Carughi at al [6℄ desribe RIAs as reative systems where the userinterfae produes events. They use omplex event proessing in onjuntion with server push tehnologies, butnot for triggering appliation logi formulated in delarative appliation rules, that an be exeuted diretly onthe lient. In their work omplex events trigger some kind of server-side logi. They also do not address howomplex events an be deteted on the lient-side.
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Fig. 8.1. Rete Network (Class Diagram). This diagram shows the lasses omprising the Rete network. The Rete lassontains an alpha node in the role of the Root Node. Also, the dummy beta memory is onneted to Rete. The rest of the networkis reahable through objets of these two lasses. Tokens are implemented as a linked list, so token objets are parenting tokenobjets.The priniples of omplex event proessing for reative databases are well understood sine the mid-1990s.Chakravarthy et al [8℄ outline an expressive event spei�ation language for reative database systems. Theyalso provide algorithms for the detetion of omposite events and an arhiteture for an event detetor alongwith its implementation. Our work in the �eld of omplex event proessing relies greatly on their work andthe work done by Chakravarthy and Mishra [8℄, Papamarkos et al [24℄ and Alferes and Tagni [2℄. Reentlysome e�ort was undertaken to broaden RuleML (http://www.ruleml.org/) to a event spei�ation language.As a result Reation RuleML (http://ibis.in.tum.de/researh/ReationRuleML/) [25℄ inorporates nielydi�erent kinds of prodution, ation, reation, omplex event proessing and event logi rules into the nativeRuleML syntax but fails to support OWL ontologies.In the web engineering paper of Garrigós et al, [16℄ AWAC is presented, a prototype CAWE tool for theautomati generation of adaptive web appliations based on the A-OOH methodology. The authors de�ne thePersonalization Rules Modeling Language (PRML) an ECA language tailored the personalization needs of webappliations. Our rule language follows a di�erent approah as it has to deal with omplex events on the lient-side. PRML does not support omplex event proessing and is not a general purpose ECA language supportingmore then personalization, in ontradition to our JSON rules.The ECA-Web language suggested by Daniel at al [11℄ is an enhaned XML-based event ondition ationlanguage for the spei�ation of ative rules, oneived to manage adaptiveness in web appliations. Our JSON-Rules are di�erent to that approah as we, as stated in the name, relay on JSON as exhange and exeution
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Salable Computing: Pratie and ExperieneVolume 9, Number 4, pp. 341�351. http://www.spe.org ISSN 1895-1767© 2008 SCPETRUSTLET, OPEN RESEARCH ON TRUST METRICSPAOLO MASSA, KASPER SOUREN, MARTINO SALVETTI, AND DANILO TOMASONI∗Abstrat. A trust metri is a tehnique for prediting how muh a user of a soial network might trust another user. This isespeially bene�ial in situations where most users are unknown to eah other suh as online ommunities. We believe the reenttumultuous evolution of soial networking demands for a olletive researh e�ort. With this in mind we reated Trustlet.org,a platform onsisting of a wiki for open researh on trust metris. The goal of Trustlet is to ollet and distribute trust networkdatasets and trust metris ode as Free Software, in order to failitate the omparison of di�erent trust metris algorithms anda more oherent progress in this �eld. At present we made available some soial network datasets and ode for some trust metris.In this paper we desribe Trustlet and report a �rst empirial evaluation of di�erent trust metris on the Advogato soial networkdataset.Key words: trust metris, soial network analysis, wiki, advogato, free software, data aquisition, siene ommons1. Introdution. In our urrent soiety it is more and more ommon to interat with strangers, people whoare totally unknown to us. This happens for example when reeiving an email asking for ollaboration or advisefrom an unknown person, when we rely on reviews written by unknown people on sites suh as Amazon.om,and also when browsing random pro�les on soial networking sites suh as Faebook.om or Linkedin.om. Evenmore surprising is the fat a huge amount of ommerial exhanges happen now between strangers, failitated byplatforms suh as Ebay.om. In all systems in whih is possible to interat with unknown people, it is importantto have tools able to suggest whih other users an be trustworthy enough for engaging with.Trust metris and reputation systems [10℄ have preisely this goal and beome even more important, forinstane, in systems where people are onneted in the physial world suh as arpooling systems or hospitalityexhange networks (i. e. ouhsur�ng.om), in whih users aept to have strangers into their ar or their house.In fat, in all the previous examples, the system an give users the possibility of expressing a trust statement,an expliit statement stating �I trust this person in this ontext� (for example as a pleasant guest in a houseor as a reliable seller of items) [10℄ and then use this information in order to predit trustworthiness of users.Trust beomes in this way one of the building blok of the soiety [5℄.While researh about trust issues spanned disiplines as diverse as eonomis, psyhology, soiology, an-thropology and politial siene for enturies, it is only reently that the widespread availability of modernommuniation tehnologies failitated empirial researh on large soial networks, sine it is now possible toollet real world datasets and analyze them [10℄. As a onsequene, reently omputer sientists and physiistsstarted ontributing to this new researh �eld as well [13, 3℄.Moreover we all start relying more and more on these soial networking sites [4℄, for friendship, ommere,work, . . . As this �eld beome more and more ruial, in the past few years many trust metris have been pro-posed but there is a lak of omparisons and analysis of di�erent trust metris under the same onditions. AsSierra and Sabater put it in their omplete �Review on Computational Trust and Reputation Models� [15℄: �Fi-nally, analyzing the models presented in this artile we found that there is a omplete absene of test-beds andframeworks to evaluate and ompare the models under a set of representative and ommon onditions. This sit-uation is quite onfusing, espeially for the possible users of these trust and reputation models. It is thus urgentto de�ne a set of test-beds that allow the researh ommunity to establish omparisons in a similar way to whathappens in other areas (e.g. mahine learning)�. Our goal is to ful�ll this void and for this reason we set up Trust-let [1℄, a ollaborative wiki in whih we aim to aggregate researhers interested in trust and reputation and buildtogether a lively test-bed and ommunity for trust metris evaluation. A related projet is the Agent Reputationand Trust (ART) Testbed [6℄. However ART is more foused on evaluating di�erent strategies for interations insoieties in whih there is ompetition and the goal is to perform more suessfully than other players, in a spe-i� ontext. Our take with Trustlet is about evaluating performanes of trust metris in their ability to predithow muh a user ould trust another user, in every ontext. For this reason, we want also to support o�-lineevaluation of di�erent trust metris on soial network datasets. The two testbeds are hene omplementary.In this paper we desribe Trustlet, the reason behind its reation and its goals, we report the datasetswe have olleted and released and the trust metris we have implemented and we present a �rst empirialevaluation of di�erent trust metris on the Advogato dataset.
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342 P. Massa, K. Souren, M. Salvetti and D. Tomasoni2. Trust Metris. Trust metris are a way to measure trust one entity ould plae in another entity. Letus start with some examples. After a transation user Alie on Ebay an expliitly express her subjetive levelof trust in user Bob. We model this as a trust statement from Alie to Bob. Trust statements an be weighted,for example on Advogato [8℄ a user an ertify another user as Master, Journeyer, Apprentie or Observer,based on the pereived level of involvement in the Free Software ommunity. Trust statements are diretedand not neessary symmetri: it's possible a user reiproates with a di�erent trust statement or not at all.By aggregating the trust statements expressed by all the members of the ommunity it is possible to build theentire trust network (for an example, see Figure 2.1). A trust network is hene a direted, weighted graph.In fat trust an be onsidered as one of the possible soial relationships between humans, and trust networksa sublass of soial networks [13, 3℄.

Fig. 2.1. Struture of a ottage family, hand drawing by Jaob Moreno�From �Who shall survive?� [12℄Trust metris are hene tools for prediting the trust a user ould have in another user, by analyzing thetrust network and assuming that trust an somehow be propagated. One of the assumptions is that people aremore likely to trust a friend of a friend than a random stranger [11, 16, 7, 8℄.Trust metris an either be loal or global [16, 11℄. A global trust metri is a trust metri where preditedtrust values for nodes are not personalized.On the other hand, with loal trust metris, the trust values a user sees for other users depend on her positionin the network. In fat, a loal trust metri predits trust sores that are personalized from the point of viewof every single user. For example a lo al trust metri might predit �Alie should trust Carol as 0.9� and �Bobshould trust Carol as 0.1�, or more formally trust(A,C)=0.9 and trust(B,C)=0.1. Instead for global trust metris,



Trustlet, Open Researh on Trust Metris 343trust(A,B)=reputation(B) for every user A. This global value is sometimes alled reputation [10℄. Currentlymost trust metris used in web ommunities are global, mainly beause they are simpler to understand for theusers and faster to run on entral servers sine they have to be exeuted just one for the entire ommunity.However we think that soon users will start asking for systems that take into aount their own peuliar pointsof view and hene loal trust metris, possibly to be run in a deentralized fashion on their own devies.While researh on trust metris is quite reent, there have been some proposals for trust metris. We brie�yreview some of them for later mention in the evaluation presented in Setion 4, although our goal is not toprovide a omplete review of previously proposed trust metris here.Ebay web site shows the average of the feedbaks reeived by a ertain user in her pro le page. This anbe onsidered as a simple global trust metri, whih predits, as trust of A in B, the average of all the truststatements reeived by B [11℄.In more advaned trust metris, trust an be extended beyond diret onnetions. The original Advogatotrust metri [8℄ is global, and uses network �ow to let trust �ow from a �seed� of 4 users, who are delaredtrustworthy a priori, towards the rest of the network. The network �ow is �rst alulated on the network of truststatements whose value is Master (highest value) to �nd who lassi�es as Master. Then the Journeyer edges areadded to this network and the network �ow is alulated again to �nd users who lassify as Journeyer. Finallythe users with Apprentie status are found by alulating the �ow on all but the Observer edges. The untrustedObserver status is given if no trust �ow reahed a node. By replaing the 4 seed users for an individual user A,Advogato an also be used as a loal trust metris prediting trust from the point of view of A.The problem of ranking of web pages in the results of a searh engine query an be regarded under a trustperspetive. A link from page A to page B an be seen as a trust statement from A to B (in this ase, the nodesof the trust network are not people but Web pages). This is the intuition behind the algorithm PageRank [2℄powering the searh engine Google. Trust is propagated with a mehanism resembling a random walk over thetrust network.Moletrust [11℄ is a loal trust metri. Users are ordered based on their distane from the soure user, andonly trust edges that go from distane n to distane n + 1 are regarded. The trust value of users at distane nonly depends on the already alulated trust values at distane n− 1. The sores that are lower than a spei�threshold value are disarded, and the trust sore is the average of the inoming trust statements weightedover the trust sores of the nodes at distane n − 1. It is possible to ontrol the loality by setting the trustpropagation horizon, i.e. the maximum distane to whih trust an be propagated.Golbek proposed a metri, TidalTrust [7℄, that is similar to Moletrust. It also works in a breadth �rstsearh fashion, but the maximum depth depends on the length of the �rst path found from the soure to thedestination. Another loal trust metri is Ziegler's AppleSeed [16℄, based on spreading ativation models, aonept from ognitive psyhology.3. Datasets and Trust Metris Evaluation. Researh on trust metris started a long time ago, but issomehow still in its infany. The �rst trust metri ould probably be asribed to the philosopher John Lokewho in 1680 wrote: �Probability then being to supply the defet of our knowledge, the grounds of it are these twofollowing: First, the onformity of anything with our own knowledge, observation and experiene. Seondly, thetestimony of others, vouhing their observation and experiene. In the testimony of others is to be onsidered:(1) The number. (2) The integrity. (3) The skill of the witnesses. (4) The design of the author, where it is atestimony out of a book ited. (5) The onsisteny of the parts and irumstanes of the relation. (6) Contrarytestimonies� [9℄. This quotation an give an idea of how many di�erent models for representing and exploitingtrust have been suggested over the enturies. However of ourse John Loke in 1680 didn't have the tehnologialmeans for empirially evaluating his �trust metri�. Even olleting the required data about soial relationshipsand opinions was very hard in old times. The �rst ontributions in analyzing real soial networks an betraked down to the foundational work of Jaob Moreno [12℄ (see Figure 2.1) and sine then many soiologists,eonomists and anthropologists have researhed on soial networks and trust. But the advent of the informationage has made it possible to ollet, represent, analyze and even build networks way beyond what is possiblewith pen and paper. Computer sientists and physiists have hene beome interested in soial networks, nowthat both huge amounts of data have beome available and omputing power has advaned onsiderably [13, 3℄.At Trustlet (http://www.trustlet.org) we have started a wiki to ollet information about researh ontrust and trust metris. Our goal is to attrat a ommunity of people with interest in trust metris. The wiki istotally open: anonymous edits are allowed and anybody an register and reate an aount. We have hosen to



344 P. Massa, K. Souren, M. Salvetti and D. Tomasoniuse the Creative Commons Attribution liense so that work an easily (and legally) be reused elsewhere. Oure�ort shares the vision of the Siene Commons projet1 whih tries to remove unneessary legal and tehnialbarriers to sienti� ollaboration and innovation and to foster open aess to data. We have also started arepository of the software we reate for our analysis, written in Python and available as Free Software under theGNU General Publi Liense (GPL) 2 so that other researhers an repliate our experiments and reuse our ode.We believe the lak of generally available datasets is inhibiting sienti� progress. It's harder to test ahypothesis if it has been tested on a dataset that is not easily available. The other alternative is testingthe hypothesis on synthesized datasets, whih are hardly representative of real-world situations. Prior to theproliferation of digital networks data had to be aquired by running fae-to-fae surveys, whih ould takeyears to ollet data of a mere ouple of hundreds of nodes. The proliferation and popularity of on-line soialnetworks [4℄ has failitated aquiring data, and the implementation of standards like XFN and ommon APIslike OpenSoial opens up new possibilities for researh [10℄. A more widespread availability and ontrolledrelease of datasets would surely bene�t researh and this is one of the goals behind the reation of Trustlet.We think it is important that researh on trust metris follows an empirial approah and it should be basedon atual real-world data. Our goal with Trustlet is to ollet as many datasets as possible in one single plaeand release them in standard formats under a reasonable liense allowing redistribution and, at least, usage ina researh ontext. At present, as part of our e e�ort with Trustlet, we olleted and released datasets derivedfrom advogato.org, people.squeakfoundation.org, robots.net, kaitiaki.org.nz and epinions.om3.We desribe in detail the Advogato dataset sine our experiments (presented in Setion 4) are run on it.Advogato.org is an online ommunity site dediated to Free Software development, launhed in November 1999.It was reated by Raph Levien, who also used Advogato as a researh testbed for testing his own attak-resistanttrust metri, the Advogato trust metri [8℄. On Advogato users an ertify eah other at several levels: Observer,Apprentie, Journeyer or Master. The Advogato trust metri uses this information in order to assign a globalerti�ation level to every user. The goal is to be attak-resistant, i. e. to redue the impat of attakers [8℄.Preise rules for giving out trust statements are spei�ed on the Advogato site. Masters are supposed to beprinipal authors of an �important� Free Software projet, exellent programmers who work full time on FreeSoftware, Journeyers ontribute signi�antly, but not neessarily full-time, Apprenties ontribute in some way,but are still aquiring the skills needed to make more signi�ant ontributions. Observers are users withouttrust erti�ation, and this is also the default. It is also the level a user erti�es another user at to removea previously expressed trust erti�ation. Notwithstanding the suggestions, users are free to express totallysubjetive erti�ations on other users.For the purpose of this paper we onsider these erti�ations as trust statements [11℄. T(A,B) denotes theerti�ation expressed by user A about user B and we map the textual labels Observer, Apprentie, JourneyerandMaster in the range [0,1℄, respetively in the values 0.4, 0.6, 0.8 and 1.0. This hoie is arbitrary and onsidersall the erti�ations are positive judgments, exept for Observer whih is used for expressing less-than-su�ientlevels. For example, we model the fat raph erti�ed federio as Journeyer as T(raph, federio)=0.8.The Advogato soial network has a peuliarly interesting harateristi: it is almost the only example of areal-world, direted, weighted, large soial network. However, besides the leading work of Levien reported inhis un�nished PhD thesis [8℄, we are just aware of another paper using the Advogato dataset whih is fousedon providing a trust mehanism for mobile devies [14℄.There are other web ommunities using the same software powering Advogato.org and they have the sametrust levels and erti�ations system: robots.net, people.squeakfoundation.org, kaitiaki.org.nz. Weolleted daily snapshots of all these datasets and made them available on Trustlet but we haven't used themfor our analysis in this paper, mainly beause they are muh smaller than the Advogato dataset. Details aboutthe harateristis of the analyzed Advogato trust network dataset are presented in Setion 4.The other datasets we released on Trustlet are derived from Epinions.om, a website where users an leavereviews about produts and maintain a list of users they trust and distrust based on the reviews they wrote [11℄.On Trustlet, we released these datasets but our aim is to olletively make it a repository of all the possibledatasets useful for researh on trust issues. For this reason, we also keep on the Trustlet wiki a list of datasetswe are onsidering for olletion and a list of datasets released elsewhere.
1Siene Commons http://sieneommons.org
2GNU General Publi Liense http://www.gnu.org/lienses/gpl.html
3See http://www.trustlet.org/wiki/Trustnetworkdatasets



Trustlet, Open Researh on Trust Metris 345Moreover, besides aiming at releasing datasets in a oherent format, we also released on Trustlet.org thePython ode we wrote for the trust metris analyzed in Setion 4 under a Free Software liense so that odean be reused and inspeted.4. Initial Researh Outomes. In the previous setions we highlighted the reasons for reating Trustletand the way we aim it an develop into a ollaborative environment for the researh of trust metris. As a�rst example of what we envision Trustlet will be able to bring to researh on trust metris, we report our �rstinvestigation and empirial �ndings.We hose to start studying the Advogato soial network beause of its almost unique harateristi: truststatements (erti�ations) are weighted and this makes it a very peuliar dataset for researhing trust metris,in fat, most other networks just exhibit a binary relationship (either trust is present or not) and the evaluationon trust metris performanes is muh less insightful.In this paper we report experiments performed on the Advogato dataset we downloaded from the web siteon May 12th 2008. This dataset is available at Trustlet.org, along with datasets downloaded in other daysas well. The Advogato dataset under analysis is a direted, weighted graph with 7294 nodes and 52981 trustrelations. There are 17489 Master judgments, 21977 for Journeyer, 8817 for Apprentie and 4698 for Observers.The dataset is omprised of 1 large onneted omponent, omprising 70.5% of the nodes; the seond largestomponent ontains 7 nodes. The mean in- and out-degree (number of inoming and outgoing edges per user)is 7.26. The mean shortest path length is 3.75. The average luster oe�ient [13℄ is 0.116. The perentageof trust statements whih are reiproated (when there is a trust statement from A to B, there is also a truststatement from B to A) is 33%.While a large part of researh on soial networks fouses on exploring the intrinsi harateristis of thenetwork [13, 6, 3℄, on Trustlet we are interested in overing an area that reeived muh less attention, analysis oftrust metris. We have ompared several trust metris through leave-one-out, a ommon tehnique in mahinelearning. The proess is as follows: one trust edge (e.g. from node A to node B) is taken out of the graphand then the trust metri is used to predit the trust value A should plae in B, i. e. the value on the missingedge. We repeat this step for all edges to obtain a predition graph, in whih some edges an ontain anunde�ned trust value (where the trust metri ould not predit the value). The real and the predited valuesare then ompared in order to derive several evaluation measures: the overage, whih is a measure of the edgesthat were preditable, the fration of orretly predited edges, the mean absolute error (MAE) and the rootmean squared error (RMSE). Surely there are other ways of evaluating trust metris: for instane, it an beargued that an important task for trust metris is to suggest to a user whih other still unknown users are moretrustworthy, suh as suggesting a user worth following on a soial bookmarking site suh as del.iio.us or on amusi ommunity suh as Last.fm. In this ase the evaluation ould just onentrate on the top 10 trustworthyusers. But in this �rst work we onsidered only leave-one-out as evaluation tehnique.4.1. Evaluation of trust metris on all trust edges. Table 4.1 reports our evaluation results ofdi�erent trust metris on the Advogato dataset. It is a omputation of di�erent evaluation measures on everyedge of the soial network. The reported measures are: Mean Absolute Error (MAE), Root Mean SquaredError (RMSE), fration of wrong preditions, and overage. We now desribe the ompared trust metris. Asalready mentioned we released the ode and we plan to implement more trust metris and release them and runmore evaluations.The ompared trust metris are some trivial ones used as baselines suh as Random, whih predits simplya random trust sore between the 4 possible ones (1.0, 0.8, 0.6, 0.4), or the metris starting with �Always� whihalways return the orresponding value as predited trust sore, for example AlwaysApprentie returns 0.6 forevery predition. Other simple trust metris are OutA whih, in prediting the trust user A ould have in userB, simply does the average of the trust statements outgoing from user A, and OutB whih averages over thetrust statements outgoing from user B. These simple trust metris are onsidered in order to understand howmuh and in whih ases omplex algorithms are useful.The other trust metris were already explained in Setion2, here we just report the parameters we usedin running them. Ebay refers to the trust metri that, in prediting the trust user A ould have in user B,simply does the average of the trust statements inoming in user B, i. e. the average of what all the users thinkabout user B. MoletrustX refers to Moletrust applied with a trust propagation horizon of value X. The valuesreturned by PageRank as predited trust follow a powerlaw distribution, there are few large PageRank soresand many tiny ones. So we deided to resaled the results simply by sorting them and linearly mapping them in



346 P. Massa, K. Souren, M. Salvetti and D. TomasoniTable 4.1Evaluation of trust metris on all trust edgesFration MAE RMSE Coveragewrong preditionsRandom 0.737 0.223 0.284 1.00AlwaysMaster 0.670 0.203 0.274 1.00AlwaysJourneyer 0.585 0.135 0.185 1.00AlwaysApprentie 0.834 0.233 0.270 1.00AlwaysObserver 0.911 0.397 0.438 1.00Ebay 0.350 0.086 0.156 0.98OutA 0.486 0.106 0.158 0.98OutB 0.543 0.139 0.205 0.92Moletrust2 0.366 0.090 0.160 0.80Moletrust3 0.376 0.091 0.161 0.93Moletrust4 0.377 0.092 0.161 0.95PageRank 0.501 0.124 0.191 1.00AdvogatoLoal 0.550 0.186 0.273 1.00AdvogatoGlobal 0.595 0.199 0.280 1.00the range [0.4, 1℄, after this we rounded the predited trust sores. Our implementation of Advogato is based onPymmetry, whose ode is released on Trustlet as well. AdvogatoGlobal refers to the Advogato trust metri runonsidering as seeds the original founders of Advogato ommunity, namely the users �raph�, �federio�, �miguel�and �alan�. This is the version that is running on the Advogato web site for inferring global erti�ations forall the users. This version is global beause it predits a trust level for user B whih is the same for every user.AdvogatoLoal refers to the loal version of Advogato trust metri. For example, when prediting the trustuser A should plae in user B, the trust �ow starts from the single seed �user A�. This version is loal beauseit produes personalized trust preditions whih depends on the urrent soure user and an be di�erent fordi�erent users. AdvogatoLoal was run on a subset (8%) of all the edges sine the urrent implementation isvery slow. In fat, the leave-one-out tehnique requires the network be di�erent for every evaluation and it hasto be rebuilt from srath for every single trust edge predition making the entire proess very slow.Sine some trust metris suh as Moletrust and PageRank produe trust sore preditions in a ontinuousinterval while others just the 4 disrete trust sores, we deided to apply a rounding to the losest possibleerti�ation value before the predited trust sores are ompared with the real values so that for example apredited trust sore of 0.746 beomes 0.8 (Journeyer).The results of the evaluation are reported in Table 4.1. We start by ommenting the olumn �fration ofwrong preditions�. Our baseline is the trust metri named �Random� whih produes an inorret preditedtrust sore 74% of the times. The best one is Ebay with an error as small as 35% followed by Moletrust2(36.57%), Moletrust3 (37.60%) and Moletrust4 (37.71%). Inreasing the trust propagation horizon in Moletrustallows to inrease the overage but also inreases the error. The reason is that users who are nearby in the trustnetwork (distane 2) are better preditors than users further away in the soial network (for example, users atdistane 4). This is onsistent with experiments on other soial networks [11℄.Note that Moletrust is a loal trust metri that only uses information available �near� the soure nodeso it an be run on small devies suh as mobiles whih only need to feth information from the (few) trustusers and possibly the users trusted by them. This behaviour is tunable through setting the trust propagationhorizon to spei� values. On the other hand, Ebay, being a global trust metri, must aggregate the entire trustnetwork, whih an be ostly both in term of bandwidth, memory and omputation power. So a loal trustmetri tends to require less information for produing reommendations whih might be a desirable features insome situations.The AlwaysX metris depend on the distributions of erti�ations and are mainly informative of the datadistribution.The fration of wrong preditions of Advogato (both loal and global) is high ompared to Ebay andMoletrust. The reason is that Advogato was not designed for prediting an aurate trust value for a spei�



Trustlet, Open Researh on Trust Metris 347pair of users (the trust A should plae in B) but to inrease attak-resistane [8℄, i. e. being able to exludemaliious users, while aepting as many valid aounts as possible. A side e�et is that it limits the amount ofgranted global erti�ations and assigns a large number of Observer erti�ates. In the ase of AdvogatoGlobal,45% of the predited global erti�ations are marked as Observer whih obviously has an impat on the leave-one-out evaluation. Di�erent trust metris might have di�erent goals, that require di�erent evaluation tehniques.We ould have tuned di�erent parameters of Advogato for making it perform di�erently, however our intentionwas to evaluate the original trust metri in the task of prediting trust sores so we deide to run Advogatowith the original parameters. Note also that the loal version of Advogato is more aurate than the globalversion. The last metri shown in Table 2.1 is PageRank [2℄: the fration of orret preditions is not too highbut again the real intention of PageRank is to rank web pages and not to predit the orret value of assignedtrust.An alternative evaluation measure is the Mean Absolute Error (MAE). The MAE is omputed by averagingthe di�erene in absolute value between the real and the predited trust statement on an edge. There is noneed to round values to the losest erti�ation value beause MAE omputes a meaningful value for ontinuousvalues. However, in order to fairly ompare trust metris that return real values and trust metris that returndisrete values, we hoose to perform anyway the rounding to the losest possible erti�ation value beforeomputing MAE.The seond olumn of Table 4.1 reports the MAE for the evaluated trust metris. The baseline is given bythe Random trust metri whih inurs in a MAE of 0.2230. These results are the worst besides the trivial trustmetris that always predit the most infrequent erti�ation values. Prediting always Journeyer (0.8) inursin a small MAE beause this value is frequent and entral in the distribution of assigned trust sores. Ebay isthe trust metri with the best performane, with a MAE of 0.0855. And it is again followed by Moletrust thatin a similar way is more aurate with smaller trust propagation horizons than with larger ones.A variant of MAE is Root Mean Squared Error (RMSE). RMSE is the root mean of the average of thesquared di�erenes. This evaluation measure tends to emphasize large errors, whih favor trust metris thatremain within a small band of error and don't have many outlying preditions that might undermine theon�dene of the user in the system. For example, it penalizes a predition as Observer when the trust sore thesoure user would have assigned was Master, or vie versa. The baseline trust metri Random has an RMSEof 0.2839. Again Ebay is the best metri with an RMSE of 0.1563 and all the other performanes exhibit apattern similar to the one exposed for the other evaluation measures. However there is one unexpeted result:the trivial trust metri OutA is the seond best, lose to Ebay. Remind that, when asked a predition for thetrust user A should plae in user B, OutA simply returns the average of the trust statements going out of A,i. e. the average of how user A judged other users. This trust metri is just a trivial one that was used foromparison purposes. The good performane of OutA in this ase is related to the distribution of the data inthis partiular soial setting. The Observer erti�ation has speial semantis: it is the default value attributedto a user unless the Advogato trust metri gives a user a higher global erti�ation. So there is little point inertifying other users as Observer. In fat, the FAQ spei�es that Observer is �the level to whih you wouldertify someone to remove an existing trust erti�ation�. Observer erti�ations are mainly used when a userhanges its mind about another user and wants to downgrade her previously expressed erti�ation as muhas possible. This is also our reason for mapping it to 0.4, a less than su�ient level. As a onsequene of thespeial semantis of observer erti�ations, they are infrequently used. In fat only 638 users used the Observererti�ation at least one while, for instane, 2938 users used the Master erti�ation at least one. Trustmetris like Ebay and Moletrust work doing averages of the trust edges of the network (from a global point ofview for Ebay and only onsidering the ones expressed by trusted users for Moletrust) and, sine the numberof Observer edges is very small ompared with the number of Master, Journeyer and Apprentie edges, thesepredited average tend to be lose to higher values of trust. This means that when prediting an Observer edge(0.4) they tend to inur in a large error. This large error is emphasized by the squaring of the RMSE formula.On the other hand, using the average of the outgoing trust edges (like OutA does) happens to be a suessfultehnique for not inurring in large errors when prediting Observer edges. The reason is that a user who usedObserver edges tended to use it many times so the average of its outgoing edge erti�ations is a value that isloser to 0.4 and hene it inurs in lower errors on these ritial edges and, as a onsequene, in smaller RMSE.This e�et an also be learly seen when di�erent trust metris are restrited to predit only Observer edges andevaluated only on them. In this ase (not shown in Tables), OutA gets the orret value for trust (Observer)42% of times, while for instane, Ebay only 2.7% of times and Moletrust2 4%. The fat the trivial trust metri



348 P. Massa, K. Souren, M. Salvetti and D. TomasoniTable 4.2Evaluation of trust metris on trust edges going into ontroversial usersFration MAE RMSE Coveragewrong preditionsRandom 0.799 0.266 0.325 1.00AlwaysMaster 0.462 0.186 0.302 1.00AlwaysJourneyer 0.801 0.202 0.238 1.00AlwaysApprentie 0.943 0.296 0.320 1.00AlwaysObserver 0.794 0.414 0.477 1.00Ebay 0.778 0.197 0.240 0.98OutA 0.614 0.147 0.199 0.98OutB 0.724 0.215 0.280 0.92Moletrust2 0.743 0.195 0.243 0.80Moletrust3 0.746 0.194 0.241 0.93Moletrust4 0.746 0.195 0.242 0.95PageRank 0.564 0.186 0.275 1.00AdvogatoLoal 0.518 0.215 0.324 1.00AdvogatoGlobal 0.508 0.216 0.326 1.00OutA exhibits a so small RMSE supports the intuition that evaluating whih onditions a ertain trust metri ismore suited for than another one is not a trivial task. Generally knowledge about the domain and the patternsof soial interation is useful, if not required, for a proper seletion of a trust metri for a spei� appliationand ontext.The last olumn of Table 4.1 reports the overage of the di�erent trust metris on the Advogato dataset.For some trust edges, a trust metri might not be able to generate a predition and the overage refers tothe number of edges that are preditable. The experiment shows that the overage is always very high. Sineloal trust metris use less information (only trust statements of trusted users) their overage is smaller thanthe overage of global trust metris. Anyway, di�erently from other soial networks [11℄, it is very high. TheAdvogato trust network is very dense, so there are many di�erent paths from a user to another user. Even verylo al trust metris suh as Moletrust2, that only use information from users at distane 2 from the soure user,are able to over and predit almost all the edges.4.2. Evaluation of trust metris on ontroversial users. As a seond step in the analysis we devotedour attention to ontroversial users [11℄. Controversial users are users whih are judged in very diverse waysby the members of a ommunity. In the ontext of Advogato, they an be de�ned as users who reeived manyerti�ations as Master and many as Apprentie or Observer: the ommunity does not have a single way ofpereiving and judging them. The intuition here is that a global average an be very e�etive when all the usersof the ommunity agree that �raph� is a Master, but there an be situations in whih something more tailoredand user spei� is needed, espeially when there isn't a subjetive judgment that is shared by all the membersof the ommunity.With this in mind we de�ne ontroversiality level of an Advogato user as the standard deviation in erti�-ations reeived by that user, similarly to previous studies [11℄. The higher the standard deviation, the moreontroversial the user is. A user with ontroversiality level as 0 is not ontroversial at all sine all the otherusers ertify her with the same value. The erti�ation level is not very meaningful when the number of reeivederti�ations for an user is small (for example 3); for this reason in the following we are going to report measureson users who reeived at least 10 or 20 inoming erti�ates, and for whih the standard deviation in reeivederti�ations really represents the fat the ommunity does not have a single way of pereiving these popularusers.In Table 4.2 we report the evaluation of the performanes of the same trust metris of Table 4.1 butevaluated only on trust edges going to Advogato users with at least 10 inoming edges and ontroversiality levelof 0.2. In this way we redue the number of edges onsidered in the evaluation from 52, 981 to 2, 030, whihis still a signi�ant number of edges to evaluate trust metris on. Figure 4.1 graphially reports the number ofedges going into users (who reeived at least 20 erti�ations) with at least a ertain ontroversiality level for
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Fig. 4.1. Number of edges per ontroversiality levelall ontroversiality levels from 0 to 0.3. As intuitive, inreasing the ontroversiality level of users dereases thenumber of edges going into users with at least that ontroversiality level.Figure 4.2 on the other hand shows how at higher ontroversiality levels the perentage of polarized trustsores inreases: erti�ations as Master and Observer beomes more frequent. This means that preditingtrust edges going into ontroversial users is in theory more di�ult, sine it is important to predit the orrettrust sore whih is not lose to an average sore. Both �gures on�rm intuition and are informative of thedistribution of trust sores.Going bak to the evaluation measures presented in Table 4.1, we start by ommenting the evaluationmeasures on AlwaysMaster (seond row of Table 4.2) beause it presents some peuliarities. AlwaysMasterpredits the orret trust value 53.84% (100% 46.16%) of times and, aording to the evaluation measure�fration of orretly predited trust statements�, seems a good trust metri, atually the best one. Howeverthe same trust metri, AlwaysMaster, is one of the less preise when RMSE is onsidered. A similar patternan be observed for AdvogatoGlobal. In fat, sine in general there is at least one �ow of trust with Mastererti�ates going to these ontroversial users, AdvogatoGlobal tends to predit almost always Master as trustvalue and sine almost half of the edges going into ontroversial users are of type Master, AdvogatoGlobal oftenpredits the orret one.The results presented in Table 4.1 suggest that the same trust metri might seem aurate or inauratedepending on the hoie of the evaluation measure. This fat one more highlights how evaluating trust met-ris on real world datasets is a ompliated task and a omparison of same trust metris on many di�erentdatasets aording to di�erent evaluation methods would be highly bene�ial for understanding the situationsin whih one trust metri is more appropriate and useful than another. We already previously explained whyOutA is able to have a so small RMSE, the smallest one on users with ontroversial level of 0.2: based onhow Observer erti�ations are used in the system, OutA is the only metri that is able to avoid large errorswhen prediting the Observer edges, whih are a relevant perentage sine the evaluated users are ontrover-sial.Arriving at a omparison between a global trust metri suh as Ebay and a loal trust metri suh asMoletrust, we were expeting the latter to be signi�antly more aurate than the �rst one on ontroversialusers. While on the Epinions dataset, this is what was observed [11℄, the same is not true here sine the twotrust metris inur in very similar performanes.
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Fig. 4.2. Perentage of edges for eah type per ontroversiality levelFigure 4.3 graphially presents the performanes (measured by RMSE) of some seleted trust metris onusers with inreasing ontroversiality levels and at least 20 inoming edges. It an be observed that the loaltrust metris MoletrustX starts to perform better than Ebay and other metris when the ontroversiality levelsis larger than 0.25. However the di�erene is not that large as expeted.The reason for this similarity of performanes between Ebay and Moletrust2 is partly that in Epinions, thetrust values were binary (either trust or distrust) and it was easier to disriminate. Another reason seems to bethat on Advogato the user base is not divided in liques of users suh that users of one lique trust eah otherand distrust users of other liques. In fat Advogato users are somehow similar and feel part of one single largeommunity. It is future work to analyze if on a soial network with a muh higher polarization of opinions (suhas for example on essembly.om, a politial site, in whih users tend to express strong feeling for or againstother people based on their politial views) the performanes of lo al trust metris are signi�antly better thanglobal ones. The study on the Advogato trust network dataset presented in this paper does not allow arguingthat loal trust metris and in general omplex trust metris are needed in order to outperform simpler trustmetris. Another future work is exploring di�erent evaluation proedures whih might be more informative ofthe real performanes of di�erent trust metris.5. Conlusions. In this paper we have presented Trustlet [1℄, an open environment for researh on trustmetris. We have laimed that the rapid development of soial networking sites [4℄ asks for a shared e�ort inolleting datasets and distributing ode of algorithms so that omparisons of di�erent researh proposals iseasier, repliable and more oherent.As an initial investigation we have reported our omparison of di�erent trust metris on the Advogatodataset. The results are partly ontraditory and this suggests there is need to run systematially evaluations ofdi�erent algorithms against a large number of di�erent datasets. As future works we are looking into extendingour analysis to more datasets also from di�erent soial senarios, for example the networks of relationships(oediting, talk) among Wikipedia users.Our goal is to make Trustlet an environment whih failitates this ollaborative e�ort. We believe researhon these topis is very needed in a time in whih our relationships are starting to move more and more into the�virtual� world and our soiety and life is a�eted signi�antly from the preditions and suggestions produedby many di�erent algorithms.
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Salable Computing: Pratie and ExperieneVolume 9, Number 4, pp. 353�354. http://www.spe.org ISSN 1895-1767© 2008 SCPEBOOK REVIEWEDITED BY SHAHRAM RAHIMIIntrodution to Data MiningPang-Ning Tan, Mihael Steinbah, and Vipin KumarAddison WesleyThis text book is an advaned introdution and referene to data mining from an algorithmi perspetive.It is appropriate for graduate students and researhers. An instrutor should selet parts of the book for aurriulum rather than proeeding straight through from the beginning. The authors suggest even-numberedhapters for lassroom instrution and most of these hapters do not have to be overed in order. (The hapteron anomaly detetion, however, appropriately needs to be studied last, beause it relies on information providedin earlier hapters.)The explanation of some basi proedures suh as C4.5, CART, and Page Rank, are left out. However, othermore ompliated proedures, suh as SVM, are explained in some detail, making this book more appropriatefor advaned ourses than for introdutory ones.The �rst three hapters introdue the reader to data mining, data, and, general exploration of data. Datamining is introdued in Chapter 1 in terms of desribing data and making preditions from it. Chapter 2disusses types and quality of data, preproessing data, and measures of similarity and dissimilarity. Summarystatistis, visualization, and On-Line Analytial Proessing (OLAP) are major themes overed in Chapter 3 toexplore data.The bulk of the book has two hapters eah on lassi�ation, assoiation, and lustering, whih do not haveto be read in order.Basi onepts of lassi�ation are presented in Chapter 4 and inlude deision tree indution, as well asover�tting, evaluating performane of a lassi�er, and methods of omparing lassi�ers. Chapter 5 disussesalternative tehniques of lassifying, inluding rule-based lassi�ers, nearest neighbor lassi�ers, Bayes, arti�ialneural networks (ANN), support vetor mahines (SVM), and ensemble methods. This hapter also overs theissues of lass imbalane and multilasses.Assoiation analysis begins in Chapter 6 and onentrates on the Apriori prinipal to generate frequentitemsets and rules. Other topis in this hapter are ompat representation of frequent itemsets, althernativemethods for generating frequent itemsets, the FP-Growth Algorithm, evaluation of assoiation patterns, and thee�et of skewed support distribution. Chapter 7 ontinues with assoiation analysis by onsidering ategorialattributes, ontinuous attributes, a onept hierarhy, sequential patterns, subgraph patterns, and infrequentpatterns.Cluster analysis begins with basi onepts in Chapter 8 and ontinues with additional issues and algorithmsin Chapter 9. Numerous lustering tehniques are disussed, inluding K-means, agglomerative, DBSCAN,fuzzy, Expetation-Maximization (EM), Self-Organizing Maps (SOM), CLIQUE, DENCLUE, sparsi�ation,Minimum Spanning Tree (MST), OPOSSUM, Chameleon, shared nearest neighbor similarity, Jarvis-Patrik,SSN density, BIRCH, and CURE. These hapters also disuss evaluating lusters and lustering algorithms.The authors note in Chapter 9 that a �rm understanding of statistis and probability is required for some ofthese methods.The last hapter overs anomaly detetion and presumes that the reader is famliar with some of the on-epts overed in previous hapters. Statistial, proximity-based, density-based, and lustering tehniques aredisussed.Appendies inlude bakground information on linear algebra, dimensionality redution, probability, statis-tis, regression, and optimization.The outline of the book is not always parallel in the way that subsetions are organized, whih an auseonfusion to the reader who is attempting to understand the ontext of what is being presented. For example,Chapter 5 has more than one subsetion on types of lassi�ers, then a subsetion eah on a spei� type oflassi�er, ensembles of lassi�ers, and a general problem having to do with lassifying. A better outline would353



354 Book Revieshave made it more lear when the text was presenting types of lassi�ers, when it was explaining spe� examplesof lassifying algorithms, and when it was disussing meta information about lassi�ation. An introdutorytext should lead the student more gently into the maze of data mining onepts and methods.This book, in summary, is a good referene that provides deeper information about data mining methodsthan an be easily found elsewhere. It is also appropriate as a supplemental text or for an advaned introdutoryourse. Chet Langin
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